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Abstract

In this thesis we study the equations of overdamped motion of inextensible networks and strings
under the action of different external forces. These problems can be expressed as systems of PDE that
involve unknown Lagrange multipliers and non-standard boundary conditions related to the freely
moving junctions. These problems can also be formally interpreted as gradient flows on certain
submanifolds of the Otto-Wasserstein space of probability measures.

The first model that we study is the overdamped motion of inextensible triods under the gravita-
tional force. The triod is a network that consists of three strings that meet at a common point (junction),
and the other ends are fixed at three distinct points. We prove global existence of generalized solutions.
We observe that our approach is also applicable to the overdamped fall of a single inextensible string
with the ends fixed at two distinct spatial points.

The next model under consideration is the uniformly compressing mean curvature flow for a
shrinking 6-network. A 8-network is a network consisting of 3 strings that has two junction points
at the end and at the beginning of each string. We show that the problem can be normalized in a
smart way. The renormalized system that can be viewed as an overdamped motion of an inextensible
0-network repelled from the origin by the external force equal to the radius-vector. Our model does
not require any version of the Herring condition. Invoking the normalized model, we prove global
existence of generalized solutions.

The last model is the overdamped motion of an inhomogeneous inextensible strings with the whip
boundary conditions. We prove global existence of generalized solutions to this problem and study
its long-time behavior. We show the exponential decay of the relative energy of the system and the
convergence to the equilibrium.






Resumo

O tema central desta tese é o estudo do movimento superamortecido de redes inextensiveis e cordas,
quando submetidas a diferentes forcas externas. A modelagao deste tipo de fendmenos resulta em
sistemas de equacdes com derivadas parciais envolvendo multiplicadores de Lagrange e condi¢des
de fronteira nao habituais, relacionadas com o movimento livre das jun¢des. Este tipo de problemas
também pode ser analisado recorrendo a fluxos de gradiente em certas subvariedades do espago de
medidas de probabilidade de Otto-Wasserstein.

O primeiro problema analisado € o movimento superamortecido de triodos inextensiveis sujeitos
a forga gravitacional. O triodo é uma rede que em consiste em trés cordas que se encontram
num ponto comum (jun¢do), e cujas extremidades estdo fixas em tr€s pontos distintos. Para este
problema particular provdmos a existéncia de solugdes globais generalizadas. A técnica de anélise
proposta também pode ser aplicada & queda superamortecida de uma dnica corda inextensivel, cujas
extremidades estdo fixas em dois pontos distintos.

De seguida, analisamos o problema de uma rede-6 em retragéo, recorrendo a um modelo baseado
no fluxo de curvatura média com compressido uniforme. Uma rede-6 consiste em 3 cordas com
pontos de juncdo no inicio e no fim de cada corda. Uma normaliza¢do adequada permite ver este
problema como o movimento superamortecido de uma rede-6 inextensivel repelida da origem por uma
forca externa igual ao raio-vetor. O nosso modelo ndo necessita nenhuma condicao do tipo Herring.
Recorrendo ao problema normalizado, provamos a existéncia de solucdes globais generalizadas.

Por fim, considerdmos o movimento superamortecido de cordas inextensiveis e ndo homogéneas
com condi¢des de fronteira do tipo "chicote". Além da demonstra¢do da existéncia de solucdes
globais generalizadas, provdmos ainda o decaimento exponencial da energia relativa do sistema e a
convergéncia para o equilibrio a longo prazo.
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Chapter 1

Introduction

1.1 The main objects of our study

The equations of overdamped motion of inextensible strings and networks subject to different external
forces will be studied in this thesis. An inextensible string is defined (cf. [3]) to be the one for which
the stretch is constrained to be equal to 1, whatever system of forces is applied to it. As in [56], some
authors refer to it as a chain which is a long but very thin material that is inextensible but completely
flexible, and hence mathematically described as a rectifiable curve of fixed length. Dynamics of pipes,
flagella, chains, or ribbons of rhythmic gymnastics, mechanism of whips, and galactic motion are
only a few phenomena and applications that can be related to inextensible strings (see [11, 21, 27] for
more details). An inextensible network is a union of several inextensible strings that meet at some of
their endpoints called junctions with different boundary conditions and external forces. The study of
inextensible networks from the mathematical perspective was started a long time ago by Chebyshev
[26] and Rivlin [58], aiming at modelling textile fabrics. The length of different inextensible strings
can vary but just for simplicity we assume all of them to be 1.

The general full dynamical equations describing an inextensible network read

o' = 0 (G’Oﬂf) + i,
o= 1. i
n'(0,5) = &' (s), dn' (0,s) = B (s),

subject to appropriate boundary conditions and external forces y' = y* (s,,0,1). This problem has
different physical meanings for different boundary conditions and different external forces. Here
n' =nit,s) €RY i=1,...,n, and n € N, is the position vector at time ¢ > 0 of the particle that is
labelled by the arc length parameter s € [0, 1] and belongs to the i-th inextensible string; R¢, d € N,
d > 1 is the ambient space (the physically relevant cases are d = 3 and to a lesser extent d = 2). The
evolving network is allowed to self-intersect, and the subtle issue whether the embeddedness of the
network is preserved (this might be particularly challenging for d = 2) lies beyond our scope. For
each i, the scalar function 6’ = c'(t,s) is the Lagrange multiplier (that is often referred to as the
tension) coming from the inextensibility of the i-th arm. The number # indicates the number of strings
inside the system. In our work, we consider the cases n = 3 and n = 1, the former case corresponds to

1



2 Introduction

a triod or a 8-network and the latter is an inextensible string. A detailed justification of system (1.1)
is given later. The inextensibility of the strings is manifested by the equality |d;n‘| = 1. The initial
data are o’ and B'. Finally, p = p(s) is the density of the matter in the string. We include p in (1.1)
for the sake of generality. This allows us to model inhomogeneous cords. However, in Chapters 2
and 3 we study homogeneous networks, so p = 1 there. Only in Chapter 4 we consider genuinely
inhomogeneous strings.

In this thesis, we do not analyze the full dynamical system (1.1). The reason why we do not
do this is that working with the full dynamical system is extremely hard. We instead focus on the
overdamped problems that look like

an' = o (o"amf) + vy,
|om| =1, (1.2)
N (0,5) = o' (s) -

The main difference in comparison with (1.1) is that we have just one time derivative instead of
two. For particular v, we will manage to write system (1.2) as a gradient flow in a certain infinite-
dimensional ambient space and a suitable energy. The derivation and physical meaning of the gradient
flow systems (1.2) will be discussed later.

This kind of equations can be studied as networks or with single inextensible strings. This thesis
contains both cases. For inextensible networks, depending on the number of strings in the object and
the number of junction points present, one can have many different boundary conditions. We study
two different boundary cases for inextensible networks with n = 3 strings in Chapter 2 and Chapter 3.
To give the reader a flavor, we first list some well known boundary conditions for a single inextensible
string (n = 1):

- Two fixed ends:
n(z,0) = a(0) and n(¢,1) = a(1).

This boundary condition will be revisited at the end of the Chapter 2 (Remark 2.8).

- Periodic boundary conditions:

n(,s)=n(,s+1)and o(t,s) = o(t,s+1).

- Two free ends:
o(t,0)=o(r,1)=0.

- Whip boundary conditions (one end is free and one end is fixed):
o(t,0)=0and n(z,1) =0.

This condition naturally arises in applications: a bullwhip, a pendulum etc. and this is the most
studied case in the literature, see below. We study this case with inhomogeneous inextensible strings
in Chapter 4.
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The thesis has particularly been influenced by [61] (that studied the overdamped dynamics of a
falling whip) and [62] (that dealt with the “uniformly compressing” counterpart of the mean curvature
flow for loops).

1.2 Related problems

In this section, we review some other problems that are related to the problems that we study.

The model that has much in common with our overdamped string models is the Muskat problem
(also known as the incompressible porous medium equation) that received a lot of attention during the
last decade, see [12, 16—18, 64] and the references therein. In a nutshell, the Muskat equations describe
an overdamped motion of an incompressible and inhomogeneous fluid subject to some external forces
(in particular, gravitational force). In comparison with our flow (1.2), the incompressibility of the
Muskat is similar to our inextensibility and the inhomogeneity of the Muskat corresponds to the
fact that inextensible strings and networks do not occupy the whole space as well as, even more
literally, to inhomogeneity of the strings in Chapter 4. Apart from that, the Muskat and our problems
are overdamped motions and gradient flows. The Muskat system with gravity involves an unknown
pressure p, density p and velocity field v and reads

atp +d1V(pV) = 0,
v=Vp+pg,
divy =0.

The first equation in above system represents the continuity equation, the second one represents
the Darcy Law, and the last equation represents the incompressibility of the fluid. This problem
is quite difficult and the global existence of unique solutions for arbitrary data is unknown even in
2D. The most studied situation is when p takes one of the two values 0 and 1 (and hence is a priori
discontinuous).

In [31], Jerrard and Smets study the motion of a curve in the binormal direction driven by the
curvature. Notably, the inextensibility condition is preserved by that flow. They introduce weak
(varifold) formulation for the binormal curvature flow in R3 and a global existence theorem for the
defined setup. This of course includes networks. This model is related to Heisenberg’s magnetism,
nonlinear Schrodinger equations and fluid dynamics, see [30]. The equation of binormal curvature
flow is expressed as

817/: <9s}’>< avs% (1-3)

for a smooth family (%), , of curves in R® with arc-length parameterization y: / x R — R®. Here

tel
t € I is the time variable, s € R is the arc-length parameter, and x denotes the vector product in R3.

The arc-length parametrization condition

‘as}/(t7s)| =1
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is indeed compatible with equation (1.3), since

at (|as'}/‘2) = 23SY>< asl'}/: 2as7/' (8S}/>< asss')/) =0

whenever the first equation is satisfied, at least for sufficiently smooth solutions. In particular, closed
curves evolved by the binormal curvature flow equation all have constant length. In more geometric
terms, equation (1.3) takes its name from its equivalent form

o,y = Kb

where k and b are the curvature function and the binormal vector field along 7;, respectively.

There also exists an important link between inextensible string equations and optimal transport.
We refer to Villani’s book [68] as a reference about optimal transport theory. Otto [52] introduced a
Riemannian submersion of the space of diffeomorphisms onto the Wasserstein space of probability
measures, which is crucial for the recent developments in the optimal transport theory. The Riemannian
manifold & (compare with our formulas (2.4) and (3.4)) of volume preserving embeddings can be
viewed, cf. [62], as a submanifold of the Otto-Wasserstein space of probability measures [52, 68, 69]
from the optimal transport theory (this in particular implies that the geodesic distance on 2/ does
not vanish, being bounded from below by the Wasserstein distance, which is in stark contrast with
the underlying geometry of the mean curvature, Willmore and similar flows, cf. [8, 9, 41-43]). One
can obtain the space of " inextensible strings" or, more generally, surfaces via restriction of this
submersion.

Let us now illustrate the connection to optimal transport using some probabilistic language.
Assume for simplicity that we have just one single string and ignore the boundary conditions. Then
the equations of motion read

dun = ds (00sm),

(1.4)
19| = 1.

We recall that a triple (Q, %/, P) is called a probability space provided Q is any set, % is a 6-algebra of
subsets of Q, and P is a probability measure on % . A (stochastic) process 7 is a map [0, 7] x Q — R™.
For simplicity, assume that 7 = 1. We denote by 1), the corresponding random variable at time ¢. The
probabilistic interpretation of the Monge-Kantorovich optimal transport problem with quadratic cost
[8] is

1
min E(/y@mﬁm>, (1.5)
law of Mg is Uo, 0

law of 1 is g

where Uy and u; are given probability measures on R”, and E denotes the expected value. Assume
that gy and u; are just Hausdorff-like measures concentrated on given initial and final curves 1y and
7M1, cf. the "geodesic" formulation as in Section 2.2. More precisely, we can define the corresponding
measures by duality as follows: [¢ (x)dy; :== [ ¢ (ni (s)) ds. Now, assume that Q = [0, 1], % is
the algebra of Borel sets, P is the Lebesgue measure ds. Then at least formally the solutions of our
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equations (1.4) are the optimizers of

1
min E < / |8,n,|2dt) . (1.6)
law of 1 is o, 0

law of 1 is g,
n is diffta‘féﬂiljaié W.IL. 1.8
The basic difference between (1.5) and (1.6) is the inextensibility constraint |dyn| = 1. However, this
constraint is not convex, and this complicates the things dramatically.

In the case of networks consisting of three arms we replace Q = [0, 1] by the quotient topological
space obtained from [0, 1] U [0, 1] U [0, 1] by gluing all zeros (triod) or gluing all zeros and separately
all ones (0-network).

Observe also that the integral jol n (¢,s)ds is the expected value of the process at time ¢ and
simultaneously the center of the mass of the curve. Moreover, the variance of the process at time ¢ is
given by

V) =E(InP) - [Em)[. (1.7)

In particular, if the center of the mass is fixed at the origin, the second term vanishes.

Finally, let us describe the link to the motion of incompressible fluids. It is known that the
equations of motion of finite-dimensional mechanical systems governed by Newtonian mechanics can
be interpreted as the geodesic equations of a Riemannian metric on the configuration space. Arnold
in his famous paper [4] considers the space of velocity fields of an incompressible fluid as the Lie
algebra of the infinite dimensional Lie group of volume preserving diffeomorphisms. He proves that
the geodesic equations of the space of volume preserving diffeomorphisms are the incompressible
Euler equations of fluid dynamics. The book of Arnold and Khesin [6] develops these studies of fluid
dynamics and its topology. Molitor in [45] and Bauer, Michor and Muller in [8] study the relation
between Euler equations of incompressible fluids and motion of incompressible membranes of arbitrary
dimension. The inextensible strings can be regarded as a particular case (m = 1) of m-dimensional
incompressible membranes (in other words, of volume preserving immersions), cf. [10, 45]. The
opposite borderline case m = d tallies with Arnold’s formalism [4, 6] for ideal incompressible fluids
or rather, even more specifically, with the motion of fluid patches in R, which has recently been
studied [36] from a similar perspective. However, in Arnold’s case (m = d) the manifold has a Lie
group structure, which allows one to work in the corresponding Lie algebra (i.e., in the mechanical
language, to use the Eulerian coordinates). It has been observed recently [29] that although a full
Lie group stucture is available for few PDE, in some applications it can be replaced by a relevant
Lie grupoid structure. It seems to be the case for the inextensible strings and networks, but this is

completely beyond our scope.

1.3 History of the mathematical analysis of inextensible strings

Let us now give a historical overview of the research related to mathematical analysis of motion of
inextensible strings'. The study of an inextensible string goes back to the dawn of mathematical

IThere is not much literature about analysis of inextensible networks, see the end of this section for the details.
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analysis. Let us start with a brief summary of pioneer works, for further details see [3, 67]. The
mechanics of inextensible strings was launched in the beginning of sixteenth century. First studies
were done to find the shape of the curve of the stationary problem. Until the first half of nineteenth
century, the following four static problems were studied: the suspension bridge whose shape was
found as a parabola, the catenary problem whose shape was found as hyperbolic cosine, the problem
of gravitational attraction to a fixed point that has the shape of a circle, and the velaria model whose

shape was found as a circle as well. Let us specify the classical static problems using modern notation:

* Suspension bridge

0=0d,(0d;n)+Adsn where A = <(1) 8)

» Catenary
0= as(casn) +8

* Gravitational attraction to a fixed point

0=d,(casm) — InnP

e Velaria

0 = 0,(59yn) + BA,n where B — (‘1) _01>

Of course, all these settings should be completed by the inextensibility constraint |dyn| = 1.

The question of discovering the equation of the catenary (hanging chain) was asked by Leonardo
da Vinci but he had wrong assertions about its mathematical character. In 1638, Galileo thought that
he found the shape of the catenary as parabola, but he was incorrect, which is acceptable for his time
because at that time the exponential function was not discovered yet. The catenary has the shape of
hyperbolic cosine. Galileo had worked with a uniform inextensible string. In 1691, Joh. Bernoulli,
Leibniz and Huygens found the equation for the curve of catenary, Leibniz obtained its graph in the
form of hyperbolic cosine. This was the one of the earliest successes in calculus of variations. One of
the known studies was done by Stevin in 1608, he did not study the catenary but another similar model
which is the suspension bridge. The suspension bridge problem describes the equilibrium of the string
suspended at the both ends and subject to the distributed load that is uniform along the horizontal
coordinate. Meanwhile, Beeckman in 1615, Huygens in 1646 and Pardies in 1673 showed that the
curve is actually a parabola for the suspension bridge problem.

Huygens had some errors in his first works on this subject as saying that velaria is a parabola
but then he corrected his mistakes. Velaria problem is the shape of a sail under the pressure of the
wind. In the model for velaria the force is the normal force of constant absolute value. In 1675 Hooke
observed that a (uniform inextensible) moment free arch that supports its own weight is obtained
by turning the catenary upside down. Joh. Bernoulli found that the shape of an inextensible string
gravitationally attracted to a fixed point is a circle.

We now describe some studies on evolutionary problems of inextensible strings and related areas.
Only few results about general well-posedness of inextensible string equation are known. One of the
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few existence results that we have is given by Reeken. He approaches to problem by using chains.
In his papers [56, 57], he studies the infinite string with gravity when the initial values are near
to trivial stable stationary solution. He explains the difficulty of studying this equation and gives
possible approaches to the problem apart of his well-posedness result. Dickey [21] considers the two
dimensional dynamic behavior of inextensible string. He studies some possible solutions rewriting the
equation of inextensible string in polar coordinates in which the radius vector depends only on the
polar angle. He works with the whip boundary conditions, and he makes some change of variables
and finds that the equation admits some wave solutions, but with his change of variables, he loses the
boundary conditions, so his solutions do not satisfy the boundary conditions. In the last part of his
paper, he studies the link between galactic motions and the inextensible string.

Preston[54] studies the motion of inextensible string with whip boundary conditions in the absence
of gravity, he also approximates the string with chains. He extends the curve and obtains new boundary
condition. This new boundary condition is a special case of the whip boundary condition, he obtains
the same value at both ends for displacement and tension. He proves local existence and uniqueness
in a weighted Sobolev space defined for the energy. In another article [55], he studies the geometric
aspects of the space of arcs parameterized by unit speed in the L?-metric. He proves that the space of
arcs is a submanifold of the space of all curves and the orthogonal projection exists but is not smooth,
and as a consequence he gets a Riemannian exponential map that is continuous and even differentiable
but not C'. We will use the manifolds introduced in [55].

Preston and Saxton in [53] study the geodesics of the H' Riemannian metric on the space of
inextensible curves. They use the results in [55] to show that the geodesic equation is C* in a Banach
topology which implies that there is a smooth Riemannian exponential map. In addition, they give
global-in-time solutions for a special case. They have an extra term in their partial differential equation
in contrast to the usual inextensible string equation, which is a fourth order mixed derivative term, and
they work in the absence of gravity. The extra term changes the equation that the tension satisfies.
The extra term reduces the mathematical difficulties.

McMillen and Goriely in [40] study one of the most interesting phenomena of whips. They see
whips as unique objects due to the crack that they produce in certain movement. It is explained
why this crack is a sonic bomb. Since it is an article regarding to an observation rather than pure
mathematical analysis, they have added different parameters as the material of whip, the radius of whip
etc. In [40], we see a wave type approach to whips. They show by asymptotic analysis that a wave
traveling along the whip increases its speed as the radius decreases. Also, there is a numerical scheme
to support their experimental and mathematical results. They use the whip boundary conditions, and
they give importance to the movement of the hand that moves the string.

Vorotnikov and Sengiil in [60] rewrite the problem as a hyperbolic conservation law with discon-
tinuous flux. They work with the whip boundary conditions. They show the non-negativity of the
tension and they use change of variables to transform their equation to a system, meanwhile they
have difficulties since the tension causes some singularities. The non-negativity of the tension is
an important fact for their work. After modifying the new system, they work with the hyperbolic
conservation laws. They show the existence of the generalized Young measure solutions. Vorotnikov
and Shi [61] observe that the mean curvature flow is a gradient flow on a Riemannian structure with
a degenerate geodesic distance which was shown by Michor and Mumford in [41]. They introduce
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a new related gradient flow with respect to non a degenerate distance. The new flow is obtained
by orthogonal projection of the mean curvature on the tangent bundle of the infinite-dimensional
submanifold and it can be seen as the formal gradient flow in a submanifold of the Wasserstein
space of probability measures. In 1D case, their new mean curvature flow is an overdamped motion
of an inextensible loop. In [62], they study the gradient flow of the potential energy on a similar
infinite-dimensional Riemannian manifold, akin to [55], which is the model for overdamped motion
of a falling inextensible string. They show the exponential decay of the solution to the equilibrium
after proving the existence of solutions. Their solutions satisfy the new system and the relaxed
constraint, here relaxed constraint is about the length of the string. They construct a suitable family
of approximating gradient flows on the a flat Hilbert space. Also, they observe that the system has
non-unique trajectories.

Various elastic flows of inextensible strings were studied in [32, 35, 47-51, 70]. The presence of
elastic forces contributes towards non-degenerate parabolicity of the flows and helps to overcome the
difficulties caused by the Lagrange multipliers related to the inextensibility constraint.

Let us give some literature review about inextensible networks. As the study of networks is a huge
area of research, we should restrict ourselves to the mathematics of motion of inextensible networks.
As we already said above, the mathematics of inextensible networks goes back to Chebyshev [26] and
Rivlin [58]. Aside from [46], we are however not aware of any investigation of evolutionary behavior
of inextensible networks. Our work thus seems to be one of the first contributions to this particular
field. On the other hand, there has been a major recent activity on well-posedness of geometric flows
describing time-evolving extensible networks, see [19, 20, 24, 25, 33, 37, 38] and the survey [39].
Whereas the authors of [33, 37, 38] deal with variants of the mean curvature flow for networks, [46]
and the other mentioned articles consider elastic flows (interpolations between the mean curvature
flow and the Willmore flow). The main technical difficulties that appear in the study of networks in
contrast with the evolution of single strings are due to the rather non-standard boundary conditions
at the junction points.The literature on flows of networks cited above is concerned with variational
evolution driven by “intrinsic” energies (related to the length or curvature).

1.4 Summary of the thesis

In this section, we write down the main results of each chapter with a brief summary and we give an
outline of the thesis.

In Chapter 2 we study the overdamped equations of motion of inextensible triods under the
gravitational force. The results of this chapter are published in [65]. The triod is a network that
consists of three strings that meet at a common point (junction), and the other ends are fixed at three
distinct points of R?, d > 1. The junction is moving in an unknown way. One of the main difficulties
of such systems is caused by unusual boundary conditions at the junction. Because of that many of
the estimates that were used in [61] fail to be generalizable to our setting. This in particular applies to
the crucial L™ estimate in the spirit of Ladyzhenskaya, Solonnikov and Uraltseva, cf. [34]. We will
manage to overcome these difficulties and to prove novel and more refined estimates by leveraging
the gradient flow structure of the approximation problem much more thoroughly than in [61]. This
will be combined with careful observations involving geometric properties of triods, the behaviour



1.4 Summary of the thesis 9

of the curvature and some convexity argument. Apart from that, in [61] the existence of C”-smooth
solutions to the approximation problem was derived from Amann’s theory, cf. [1]. It is not applicable
here anymore (again due to the boundary conditions), so we will solve our approximate problem by
the theory of abstract evolution equations with pseudomonotone maps, cf. [59], which we briefly

recall in the Appendix A.
The equations of motion for a triod overdamped by a heavily dense environment that we analyze
in Chapter 2 read
an' =9 (6’&17") +8,
‘aSni’ = 17
1 2 3
t,0) = 1,0) = t,0
1 (,0) =17 (1,0) =0’ (1,0). 05
n'(s,1) =a'(1),
c'on' +0%9n*+039n> =0ats=0forall ¢,
n'(0,5) = a'(s).

Here, g represents the gravity and it is the external force. We assume that |g| = 1 for definiteness.
In Chapter 2, first we introduce the original equations of motion of a triod, and then derive them
using the least action principle. We also observe that they represent Newton’s equations on a certain
infinite-dimensional submanifold of the Otto-Wasserstein space. Then we derive the overdamped
problem that has a gradient flow structure on that submanifold (the gradient flow is driven by the
potential energy). After this we present an approximation system, which has a gradient flow structure
driven by a suitable approximating/penalizing energy on a Hilbert space. We obtain various a priori
bounds for this system, some of which are more direct and other are more refined. We manage to
apply the theory of evolution equations with pseudomonotone maps from the book of Roubicek [59]
for regularity and solvability of the approximation system and we use [7] for the decrement of the
gradient flows. Then we manage to pass to the limit in order to return to the original problem. Here
and below we use the shortcut Q. := (0,e0) x (0,1). The main result of Chapter 2 is the following
one.

Theorem (Global existence of generalized solutions). For every initial data o' € W= (0, l)d, =
1,2,3, meeting the assumptions of Remark 2.3, there exists a generalized solution to (1.8) in Q..
Moreover; those solutions satisfy o' (t,s) > 0 for almost every (t,s) € Q.

In particular, this approach is applicable to the overdamped fall of a single inextensible string with
the ends fixed at two distinct spatial points (it suffices to observe that such a string can be viewed as a
degenerate “triod” with one arm having zero length); remember that [61] studied the case of one free

and one fixed end (i.e., a “whip”). More precisely, we have the following result.
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Proposition. Given o € W' (0,1)? satisfying |a(0) — a(1)| < 1, |ds0t(s)| = 1 a.e. in (0,1), there

exists a generalized solution to

9z77 = as (6(9‘1’]) + &

|<9s77|=17 (1.9)
TI(I’O):O‘(O)? n(tvl):a(l)v

n(0,s) = o (s).

in Qo. Moreover, 6 (t,s) > 0 for almost every (t,s) € Qe

In Chapter 3 we study the uniformly compressing mean curvature flow for a shrinking 8-network.
A 6O-network is a network consisting of 3 strings that has two junction points at the end and at the
beginning of each string. Furthermore, the junction points are not attached to any spatial point.

Remember that binormal curvature flow [31] preserves the uniform parametrization. On the other
hand the classical mean curvature flow destroys it, which is unwelcome and may cause computational
instabilities [44, 63]. In Chapter 3 we develop the ideas of [62] and consider a model of a shrinking
O-network that preserves the uniform parametrization. We show that the problem can be normalized
in a smart way. Another advantage of our approach is that it works without assuming any version
of the Herring condition. The latter one means that the arms of the network meet with equal angles
(27/3) at the junctions. This restrictive geometric condition is usually assumed by the authors who
study mean curvature flow of networks since it prevents instabilities, cf. [33, 37, 38]. The treatment of
initial configurations that do not satisfy the Herring condition requires much more involved techniques
and only local results have been recently obtained, cf. [28].

We exploit the gradient flow structure to derive some evolution properties of the length and the
variance of the curves. After a suitable change of variables, we introduce a renormalized system that
can be viewed as an overdamped motion of an inextensible 6-network repelled from the origin by the
external force equal to the radius-vector. Namely, the renormalized problem reads

Q& = 0, <Gi8stg’i) tE

9:E'| =1,

£1(1,0)=&(1,0) =& (1,0),

En1)=8(1,1)=&(1.1),

0'9,E' +0620,E% +030,E3 =0 ats = 0,1 forall ¢,
8109 =p'(5).

(1.10)

Chapter 3 starts with a tedious derivation of the system above from the a variant of the mean
curvature flow for networks that preserves the uniform parametrization. The renormalized system can
be viewed as a gradient flow on an infinite-dimensional submanifold of the Otto-Wasserstein space.
We then define an approximation system for the renormalized system and find different bounds. The
theories of evolution equations with pseudomonotone maps and that of the Hilbertian gradient flows
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as well as new a priori bounds are used similarly as before in order to obtain the following existence
result.

Theorem (Global existence of generalized solutions). For every initial data B* € W= (0, l)d, i=
1,2,3, meeting the assumptions of Remark 3.3, there exists a generalized solution to system (1.10) in
Q... Moreover; those solutions satisfy &' (t,s) > 0 for almost every (t,s) € Qe.

In the last Chapter 4 our model consists of a single inextensible string that is however inhomo-
geneous. We thus study the equations of overdamped motion of an inhomogeneous inextensible
strings with the whip boundary conditions. Vorotnikov and Shi obtained similar results in [61] for
homogeneous whips, and here we study the inhomogeneous whips. The inhomogeneity of the string
means that the density of the string is not constant but is a function p = p(s), and this leads to the
following system:
9z77 = as (Gasn) +psg,

’857” =1,
n(t,1)=0and o (¢,0) =0,
1(0,s) = a(s).

This system describes the motion equations of inhomogeneous whips overdamped by the heavily

(1.11)

dense environment. The idea for allowing the density to vary is also inspired by the Muskat problem
and porous media. In this connection, it is important that p is not assumed to be continuous in s and it
is allowed to take value O for some s € [0, 1].

Chapter 4 starts with deriving the full dynamical equations for the inhomogeneous inextensible
whips and then we obtain the overdamped flow. Afterwards, we define an approximating system
that is a Hilbertian gradient flow. Contrary to the previous chapters, we do not employ the evolution
equations by pseudomonotone maps but we use the theory by Amann [1] in order to obtain existence
results for the approximating system and, moreover, an idea from the book [34] of Ladyzenskaja,
Solonikov and Ural’ceva is used for our main estimate here. Furthermore, in this chapter, we show the
exponential decay of the relative energy of the system and the convergence to the equilibrium. Here
are the two main results of the chapter:

Theorem (Global existence of generalized solutions). For every o € W= (0,1)¢ with 11 (1) =0,
|0st| <1 fora.e. s€(0,1)and given 0 < p (s) < 1in L™ ((0,1)) there exists a generalized solution
to (1.11) in Q... Moreover, those solutions satisfy o (t,s) > 0 for almost (t,s) € Qe.

Theorem (Exponential decay of the energy). Let (1,0) be a generalized solution in the sense of
Definition 4.4. Assume that ¢ > 0 almost everywhere in Q.. and Cs=> > 6! for a positive constant

C. Then there exists a universal constant co > 0 such that
E(t) <e 0 &(0), t €0,00).
Here, & (t) is the relative energy (4.45) and 6. (s) == [y p.

We refer to Remark 4.3 for a discussion of the technical assumptions of this theorem.
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Remark 1.1. The proof of the last theorem is heavily relying on Hardy’s inequality. The proof strategy
cannot be easily adapted to the string with two fixed ends?, let alone the triod, since that would require
to substitute Hardy’s inequality with a troublesome non-standard variant of the Poincaré inequality.
Moreover, to the best of our knowledge, the explicit characterization of the steady state with the least
potential energy is not available for the triod.

The exponential decay of the relative energy implies the exponential convergence of the generalized
solution to the stationary solution (1w, 0.) = ((1—s)g, [y p) in L*(0,1) as t — oo.

Corollary. Let (n,0) be a generalized solution in the sense of Definition 4.4 with ¢ > 0 and
Cs™% > 02! for a positive constant C. Then there exist universal constants Cy,co > 0 such that for all
1t €0,)

11, =1 () g ) < Cod (0)¢.

Notation

In this subsection, we introduce the main notation used in the sequel.
« Q:=(0,1),
e Q,:=(0,1) x Qfort € (0,00,
* d > 1 stands for the dimension of the space where the dynamics of the networks occurs,
* g € R is a constant gravity vector, |g| = 1,
* g(s):=(g,8,8) €RY,
o M (M) stands for spaces of finite (locally finite) Radon measures,

* (C stands for a generic positive constant.

* We will need the following function Fg (k) := ek + ——~—, k € R? & > 0,

« and its inverse Ge (1) := (F¢) ' (1),7 € R%.

2The corresponding steady state is the catenary.



Chapter 2

Triod

2.1 Introducing and setting the problem

In this chapter we study the overdamped equations of motion of inextensible triods under the grav-
itational force. The triod is a network that consists of three strings that meet at a common point
(junction), and the other ends are fixed at three distinct points of R¢, d > 1. The junction is moving in
an unknown way and thus constitutes a kind of a free boundary. We repeat that we will only consider
the triods that are inextensible.

We investigate the gradient flow of an “extrinsic” energy, namely, the potential energy determined
by an external force (gravity), with respect to a suitable geometry, cf. [61]. As we explain below, this
models the overdamped motion of a falling inextensible network (triod). The results in this chapter
are published in [65].

In Section 2.2 we derive the following full system of equations of motion of a triod under the
action of gravity:

dun' = 0y (6’9517") +g, o
|as77i\ = 17

subject to the boundary conditions

nl (Z,O) = 772(va> = 713 (t70)7
ni(t,1) =a' (1), (2.2)
olon' + 062902+ 0393 =0at s =0 for all 7.

If we just know the initial configuration, we are given the initial conditions
n'(0,s) = o' (s), M'(0,s) = B'(s). (2.3)

Here n' = n'(t,s) € RY, i = 1,2,3, is the position vector at time ¢ > 0 of the particle that is labelled
by the arc length parameter s and belongs the ith arm of the triod. For each i, the scalar function
o' = o'(t,s) is the Lagrange multiplier (that is often referred to as the tension) coming from the

inextensibility of the i-th arm (the nature of these multipliers will become more transparent later).

13
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Finally, g is a constant gravity vector for which we assume w.l.o.g. that |g| = 1, and &(s), B’ (s)
determine the initial dynamical configuration of the triod. Note that s = 1 corresponds to the fixed
ends, and s = O corresponds to the (moving) junction.

From the geometrical point of view, a natural inifinite-dimensional configuration manifold for the
evolving inextensible triods is

o ={n=n"n’n):n' e (0,LRY),
' (0)=n*(0)=n°(0), n'(1) = &' (1), [dn'(s)| = 1Vs € [0,1]} (2.4)

viewed as a submanifold of L2(0,1;R3¢) (and hence equipped with a weak Riemannian metric).
Observe that the tangent space at a “point” 1] is

Tyl ={v= W) v e H? (O, 1;Rd) ,
v (0) =12 (0) =+ (0), v (1) =0, dyn‘(s) - dpv'(s) = 0}. (2.5)

Note that we never employ Einstein’s summation convention. Then (2.1), (2.2) is at least formally
equivalent to Newton’s equation

V,-m =-Vy&(M). (2.6)
Here

3 1 )
sm=Y | —genias @.7)

is the potential energy of a triod, cf. Remark 2.2.

If the fall of the triod is overdamped by a heavily dense environment, the equations of motion
(2.1) become

am' =9y (6"8m") +8
9’| = 1. (2.8)
N (0,5) = o' (s) .-

We refer to the next section for the details of the derivation.

Remark 2.1 (Initial velocity is not prescribed in the overdamped regime). Note carefully that the first
equation in (2.8) is a first order equation w.r.t. time, and the initial data do not contain the initial
velocity anymore. This is natural because in the overdamped regime the initial velocity is determined
by the friction.

Remark 2.2 (Computation of the gradient). Our problem (2.8), (2.2) can be realized as the gradient
flow of the potential energy & on the manifold <7, i.e.,

d

dn=—v,6m). 29

In order to see that (2.6) is formally equivalent to (2.1), (2.2), we need to carry out a formal computa-
tion of —V 4, &. Fix a reference network n € 7. Firstly, it is clear that —V;2& (1) = g. Hence, by
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some basic Riemannian geometry [22],
—Va& (M) =Pyg, (2.10)

where Py g is the orthogonal projection of g onto the tangent space T;.</ that was defined in (2.5).
Assume that the following system of ODE

;6" —[dyn'|c’ =0 @2.11)
with the initial/terminal conditions
3 . .
Y o'on'=0ats=0, (2.12)
i=1
d,6'9,n" + 6'9ysn" + g does not depend on i at s =0, (2.13)
6'9n'+ 0o n' = —gats=1, (2.14)

is solvable for ¢/, i = 1,2,3. We claim that

Pigi= (g0 (0'0m") e+ 2. (a%0m) e+, (°2’) 2.15)

fulfills the relevant conditions for the image of g under the orthogonal projection, namely, Ppg € Ty g
and g — Py g is L*-orthogonal to any v’ € T;,.«7. Indeed, differentiating the constraints [d,n|> = 1 we
find

aST]i ° assni = O’
am" : 8mn" = _|assni|2'

Hence,

as (Png)l 'asrli = assci - lassni\z i 0.

It is easy to see that we have Pg (1) = 0 by (2.14) componentwise. Moreover, by (2.13), (P;g)" (0)
does not depend on i. We have proved that P, g € T;;.<7. Finally, for any vie T/, we obtain after
summing the terms and integration by parts

(P g Vids = G ‘9, n v'ds
L n
3
= Z/o c'on’-ov'ds—Y o'om’- v
i=1 i=1

It follows from the definition of 7;;.27 in (2.5) and equality (2.12) that both terms vanish, and the claim
(2.15) follows.

s=1

s=0

This formally justifies that the PDE form of the gradient flow (2.9) is (2.8), (2.2). A similar but
slightly amended argument formally implies that (2.6) is equivalent to (2.1), (2.2).
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In light of the discussion in the Introduction (see also [54, 55, 60, 66]) equation (2.1) has much in
common with the Euler equation of ideal incompressible fluid. In the same spirit, the overdamped
equation (2.8) is comparable to the Muskat problem (also known as the incompressible porous medium
equation) that received a lot of attention during the last decade, see [16—18, 64] and the references
therein.

In this chapter, we are interested in constructing global in time solutions to (2.8), (2.2). We deal
with generalized solutions, which allows us to consider not necessarily smooth but merely rectifiable
triods.

Observe that g(s) := (g,8,8) € L*(Q;R3).

Remark 2.3 (Initial data). We fix once and for all Lipschitz initial data o' € W' (Q)d, i=1,2,3,

satisfying the compatibility conditions
al (0)=a?(0)=ca’(0) =0 (2.16)

and
10,0 (s)| =1 ae. in Q. (2.17)

Since (2.17) is only required to hold almost everywhere, the arms of the triod can have shape of any
rectifiable curve at the initial moment. Note that we have also w.l.o.g. assumed that the junction is
located at the origin at the initial moment. We will moreover assume that the arms of the triod are
not fully straight at the initial moment which means that |/ (1) | < 1 (since the length of each arm is
equalto 1),i=1,2,3.

Observe that 7, being a formal submanifold of the Otto-Wasserstein space, see [62] for similar
claims, is a metric space with a non-degenerate (Riemannian) distance. Nevertheless, <7 is neither
a complete metric space nor a geodesic space. Accordingly, the theory of gradient flows in metric
spaces, cf. [2, 69], does not sound to be applicable to well-posedness of our flow (2.9).

To achieve our goal of this chapter, we will follow the strategy suggested by Shi and Vorotnikov
[61] for the evolution of a single string. It basically consists of approximation of the original gradient
flow on <7 by suitable gradient flows on the flat ambient space L?(Q;R3¢). The idea is to derive
uniform estimates for the approximation problem that would allow us to pass to the limit and to
show that the limiting functions are solutions to (2.8), (2.2). However, because of the complicated
boundary conditions (2.2), many of the estimates that were used in [61] fail to be generalizable to our
setting. This in particular applies to the crucial L™ estimate in the spirit of Ladyzhenskaya, Solonnikov
and Uraltseva, cf. [34]. We will manage to overcome these difficulties and to prove novel and
more refined estimates by leveraging the gradient flow structure of the approximation problem much
more thoroughly than in [61]. This will be combined with careful observations involving geometric
properties of triods, the behaviour of the curvature and some convexity argument.

Apart from that, in [61] the existence of C”-smooth solutions to the approximation problem was
immediate from Amann’s theory, cf. [1]. It is not applicable here anymore (again due to the boundary
conditions), so we will solve our approximate problem by the theory of abstract evolution equations
with pseudomonotone maps, cf. [59].

Our results still hold for the overdamped dynamics of a falling single cord with two fixed ends,

see Remark 2.8 and Proposition 2.22.
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2.2 Derivation of the full dynamical system and of the gradient flow

In this section, we show that system (2.1)-(2.2) can be view as a manifestation of the celebrated
physical principle of least action [5, 23]. This section does not contain any analysis but is only
intended to derive the full dynamical system and the overdamped one (i.e., the gradient flow). This
section is heuristic and we do not claim full mathematical rigor.

We define the action functional S (1) for the system (2.1)-(2.2) as the time integral of the difference
between the total kinetic energy K () := Y3, 01 319im|?ds and the total potential energy P(r) :=

Z?:l fOl - nidS,

T 3 1 ) .
S(n):/ K(t)—P(t)dt:Z/ (\8,n’]2+g-n‘) dsdt. (2.18)
0 i=1/ar \2
Consider the following set of triods with fixed initial and final configurations:

A:={n=m"n*n):n"ec (Q;R") o' =1,0"(T,s) =n7 (s),
n'=n?=ndats=0,n'(1)=a'(1) ,n'(0,s) = &'(s)Vi}, (2.19)
and let us look for minimizers of the functional S within the constraint set 2. We claim that for each

local constrained minimizer 1) there are scalar functions ¢*, i = 1,2, 3, such that the tuple (ni , O'i)
satisfies (2.1)-(2.2).

Indeed, take any local minimizer 7. Let € be a positive small parameter. Let h' = k' (&) be
arbitrary elements of C! (Q, Rd), satisfying the following conditions

W =n=hn ats=0, h(t,1) =0, (2.20)
h'(0,5) =0, K (T,s) =0, (2.21)
20,h' - o’ + €| dh|* = 0. (2.22)
We claim that
n+ehe (2.23)

It suffices to check the |ds(n + €h')|? = 1, the other conditions are obvious. Indeed,
10s(n' +&h') > = |0n'|* +2ed,m" - o' + €°|dsh'|* = 1

due to (2.22).

Since 1) is a constrained minimizer, we have the following inequality
3 1 . . . .
Z/ <|8,n’+ea,h’\2+g‘ (n’+eh’)>dsdt
i=1/ar \2

3 1 . .
> Z/Q <2|8m’|2+g-n’> dsdt. (2.24)
i=1 T
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Dividing by €, we can recast this in the form

3 ‘ | . ‘
Z/ <8tn"8,h’+8]8th’\2+g-h’> dsdt > 0. (2.25)
i=179r 2
Let € — 0 to obtain X
y / (a,nf Oh+g- hf) dsdt > 0. (2.26)
i=17/Qr

Observe that the condition (2.22) as € — 0 becomes
dshi-dm' = 0. (2.27)

The possibility of replacing 4’ by —h' in (2.26) without violating the constraints (2.20), (2.21) and
(2.27) allows us to have equality in (2.26):

3
y /}3 (a,nf-a,h"+ g-h") dsdt = 0. (2.28)
i=1 T

Now, we apply integration by parts to equality (2.28) and obtain

3
y / (at,n’ - g> hdsdt =0 (2.29)
i=17/9r

for all i’ satisfying (2.20), (2.21), (2.27). Denote

. s .
Zi(t,5) = /O (3m’ (1,€) —g) ac.
We rewrite (2.29)
3
Y | oz -hdsdt=0
—1JQr
and apply integration by parts

3
) / Z'-dhidsdt =0 (2.30)
i=179r

for all /' satisfying (2.20), (2.21), (2.27). By a Hilbertian duality argument, it is possible to deduce
from (2.30) that there exists a measurable scalar function ¢ (¢,s) for each i = 1,2,3 such that
Z! = 6'dyn'. We only need to recover the boundary condition 213:1 o'dyn’ = 0 at point s = 0 for all ¢.
By the definition of Z’ we have the following equality for all i = 1,2,3

9m' —g = 0 (9#7"6") .

We multiply the last equality with generic /' that satisfies (2.20), (2.21), (2.27), integrate over spatial
and time variables and make a summation w.r.t. i to infer

Ii‘i/ﬂr (@zni—g) -HWdsdt = g{/g, oy (Giasni) -Wdsdt 2.31)
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We integrate by parts in the right-hand side and obtain
3 ‘ . 3 S ‘
Z/ (9m’—2) .h’dsdt:Z/ ~ (o’ - ayhidsdr
=17 =17
3T . A
+Z/ (G’am’-h) (1,0)dr.
=170

Here, /2 (¢,0) := h' (¢,0) = h* (¢,0) = I’ (¢,0) is used for a shortcut for the perturbation of the junction.
Notice that the left-hand side of the last equality vanishes due to (2.29), and the first term on the
right-hand side of the equality is zero due to (2.27). We end up with

0= i/OT (c"asn"-ﬁ) (1,0)d1,
i=1

which implies the missing boundary condition
3 . .
Y dmn'c' =0ats=0foralls € [0,T].
i=1

Let us now derive a model of motion for a triod overdamped by a heavily dense environment.
Assume that the triod is subject to a frictional force fé = cd;n' for each i = 1,2,3 (here c is the
damping coefficient) and a gravity force fgi. In view of the previous discussion, this is governed by the
system

2um (t.5) = 3 (§1(1.5) A (1)) + £~ £
‘asni(tas) | =1

Assume that the gravity is of the same order as the damping, that is, fgi = cg for some constant vector
g. We divide the equations by ¢, and letting 6" = {’/c and ¢ — oo we formally deduce

am' (.5) =, (04 (1,)9m (1,5) ) +g
o (1,8)| = 1.

We complement the system with the initial/boundary conditions

771 (Z,O) = nz(tao) = 173 (l‘,O),

n'(e,1) =o' (1),

clon'+ 06292 +039m3 =0ats=0forallz,
[1'(0,5) = &' (s).

Note that this is a first order equation w.r.t. time, so only the initial configuration « is needed do be
prescribed.

Another way to feel the link between the original system (2.1) and the gradient flow (2.8) is to
employ the quadratic change of time [13]. Indeed, introducing the "new time" 8 := /2 in (2.1), we
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derive
2o’ +203p0m’ =0, (c'd’) +¢

. (2.32)
o' = 1.

For small 6 we have 9899ni = 0, and we obtain (2.8).

2.3 The approximation problem

Let us now describe the way of approximation of our gradient flow that we are going to employ in
order to prove the main result of this chapter (Theorem 2.21). Similar approaches (as well as the
notation) will be used in the other chapters.

We begin with some heuristics. Consider the extra variables k' = ¢'d;n‘, i = 1,2,3. Then our
system (1.2) can at least formally be rewritten as

alni = aSKi+g7
kKl = oo, (2.33)
ol =x-omn'.

More precisely, the constraints |d;n’| = 1 yield |k’| = |o| and k' = sgn(o)|k’|dyn’. We make the
ansatz o’ > 0 (that will be a posteriori justified) and infer k' - d;n’ = o'. Note that we formally have
on' = ‘%‘ thus the map k' > dyn' is not a diffeomorphism. To overcome this issue, we fix € € (0,1)
and introduce the auxiliary functions

Fe:RYT = RY, Fo(x) :=ex+ (2.34)

K
and
Ge (1) := (F) " ().

Approximating the relations k' — d;n’ and dyn’ — k' by F, and G,, respectively, will be used to
obtain different approximation systems.

Remark 2.4. Let us make an elementary observation that is very important in the sequel. The Euclidean
norm |F; (k)| depends only on |k| and is an increasing function of |k|. If |k| = 1, then by simple
calculation |F; (k)| > 1. Consequently, if |t]| < 1, then |G¢(T)| < 1.

Now, we write some computations to show the bound for VGg; firstly we compute

. QF! €8 + |x|*8;; — ki
VF{=5 % =ed;+ LR 3
(\/e+\;<12)

where §;; is the usual Kronecker delta and 7, j = 1...d. To obtain estimates for eigenvalues of the

)

matrix VF!, we test VF by V& € R?, then we have the following inequalities

(A1) 1EP < VEE & < (A7 (9)) €2
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where

A (k) =gt ——
(\/s+|x|2)

2

A () — e+ — XK

— 3
(Ve+Tnp)

We use the usual theory for eigenvalues and inverse matrices. By explicit computations done above
we conclude that VG is positive-definite and furthermore we infer the estimate

e (T)|EP < VGe (1) E-E <A (1) |E, VEERY, TERY, (2.35)

where A, and A satisfy

71 Ae (7) = !
o (2.36)
Ae (1) 1= <el

1+ (e+]Ge(n)]2) 2~

Using all that properties and definitions, we can proceed with approximation problem defined
below. Approximation of the relations k' +— d;n’ and dyn’ — k' by F. and G, respectively, leads
from (2.8), (2.2) to the problem

omi = o (GE (%né)) +g i=1,23, (2.37)

with the following initial and boundary conditions:

Tll (075) =a (S)7
Ne (t,1) =a' (1),
ns (1,0) =nZ (t,0) =0 (,0), (2.38)

3
Z Ge (8517:;) =0ats =0 forall ¢.
i=1
Motivated by the original system (2.33), given a solution 7 to the approximation problem (2.37),
(2.38) we define
K. = G (&mé) , OL:=Ge (831);') R (2.39)

Observe from the definition of G¢ that there exists a bounded smooth positive scalar function ¥
such that G¢(7) = % (|7%|)7, T € RY. In particular, this implies for triods with inextensible strings that

ol > 0. (2.40)

Moreover, 7. is bounded away from 0 and e (not uniformly w.r.t. €). Let I'¢ be the primitive of ¥,

with Tz (0) = 0. Set
1
0clr) := 3 Te(l?).
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Observe that
VO, (1) = G¢(7). (2.41)

Moreover, Q¢ can be computed explicitly for the approximation system (2.37) :

2 1
Qe (1) =¢ ('G‘f” — W) +VE. (2.42)
By Remark 2.4, Q. (7) << l'if |[7| < 1.
We define the associated “total energy” of the approximation problem (2.37), (2.38) by
Ee(n) =X, (fol Qe (%n’) ds+ [} (—g)- nids)
for n € AC*(Q;R3) satisfying (1) = a(1), n' (0) = n%(0) = n3(0);
+oo for any 1 € L2(Q;R3?) except those above.

(2.43)

Then (2.37), (2.38) can at least formally be interpreted as a gradient flow, with respect to the flat
Hilbertian structure of L2(Q;]R3d ), that is driven by this functional, i.e.

d
p7iC —Virabe(n), n(0)=a.

We will return to this issue in the next sections.

2.4 Evolution by pseudomonotone maps and solvability of the approxi-
mation problem

For the existence of the solution to the approximation problem, we use the theory of abstract evolution
equations involving pseudomonotone maps. We prefer this approach (instead of directly employing
the theory of gradient flows in Hilbert spaces, cf. [7, 15]) because it automatically gives us the
regularity of solution that is required.

Our goal of this section is show the existence and regularity of solutions to the approximation

problem. We use the theory described in Appendix A.

Remembering that @' (s) is the initial condition, it is convenient to rewrite our approximation
problem (2.37)-(2.38) with the help of the simple transformation,

éi(tvs) = né‘ (t,s) _ai(s)a
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arriving at

QE 0, <G€ (as (§i+a"))> —g =123

§1(t,0)=8%(1,0)=8°(1,0),
E(1) =0, (2.44)
§'(0,5) =0,

Y. Ge <8s (§i+ai)> (t,0) =0.

Let us recast this system in the form of the Cauchy problem (A.2). Let H = L? <Q;R3d) be the
Hilbert space of triples with the natural scalar product. Consider the set

Vi={u={u'} € AC? (ﬁ; R3d> such that /(1) = 0 and u' (0) = u? (0) = u® (0)}.

It is a separable reflexive Banach space with the norm inherited from H'. Define a seminorm on V
by [{u'}|y := ||{dsu'}||z. The required Poincaré inequality obviously holds. Let A : V — V* be the
mapping that is defined by duality as follows:

Zi/ Gs( €+a)>-8s€"ds. (2.45)

Then (2.44) rewrites as

d

5 TAE1) =g §(0)=0. (2.46)
Note that the last equality of (2.44) is hidden in the duality in (2.45).

In order to check that Theorem A.8 is applicable to (2.46) we need to prove several auxiliary
statements. For the sake of readability, we will omit the subscript € coming from the approximation
problem.

Lemma 2.1. The mapping A satisfies the inequality

(A(&) -A(&),& - &) >col& - &y

for some constant ¢y > 0 (depending on €) and any &,&E € V.

Proof. Define A’ : H' (Q;Rd) N <H1 (Q;Rd)> by

(Al (ii) ,6) = /01 Ge (as (é”+a")) -9,Lids.

Throughout the rest of the proof, we omit the index i to avoid heavy notation in A’, &/, & and a'.
With this convention, it suffices to prove that

(A(&)-4(&) &~ &) = collds(&r - &)l
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We compute

a@)-a@) &&= [ [6(a@ra)-6(aEra)|a(@ro-Era)s
(2.47)

Let us denote u := G (as (51 + Oc)) and y:=G (35 (52 + a)) . Now, we use the relation between F'

and G and conclude that F (u) = dy (51 + OC) and F (y) = Jy (52 + oc). We can rewrite the right-hand
side of (2.47) as

Jw=n-(F(w)~F (1)ds
_ —7)-le(u— - '
_/Q(H 7) ( (v y)+\/€+lulz \/€+“’|2>d

2/ el —yl*ds
Q

oo : .
because the map r — Jeraisa gradient of a convex function. Observe that

IF(u)—F(y)]<(e+e'?)u—v

by the mean value theorem since the operator norm of the matrix VF(r) is bounded from above by
e+e 12, cf. (2.36).
Thus we conclude that

(&) -A(&).& &) e [ ln=—vids=co [ 1F(u) = FPds = coll (& ~ &)

Corollary 2.2. The mapping A is monotone.

Proof. Itis clear from Lemma 2.1. [

Corollary 2.3. The mapping A is semicoercive.

Proof. Employing Lemma 2.1 and Cauchy-Schwarz inequality, we see that

(A(E).8)=(A(8) —4(0).8)+(A(0),&)
> |E[7 +(A(0),8)

:|§2+i/lG<8 ozi)-&&ids
V 1:1 0 A )

‘{G(asaf)}HHmv

> &) —calElv,

2
> &y —

where ¢; is a positive constant depending on . O
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Lemma 2.4. The mapping A is bounded.

Proof. Indeed,

_ i/olc;(as <<§i+ai>> - Cids

=1

< {G a"))} 2y
<|{alea)f] e
< 1§ -+alv gl

(We have used sublinearity of G). Since ||y is finite, this implies that ||A(£)||y+ is bounded provided
|€|lv is bounded. O

Lemma 2.5. The mapping A is radially continuous.
Proof. Fix §,§ €V and let 7, — 7 be a sequence. Then it is easy to see that
3 . . .
Y G < (& +rn§’+oc>> —)ZG( (& +’L’C’+Ot’))(x)-85§’(x)
i=1

a.e. in Q. The claim will follow from Lebesgue’s dominated convergence theorem if there is a function
in L' (Q) that dominates the left-hand side. But it is indeed the case since we can leverage sublinearity
of G to estimate

(2 (g mgra))-a

and the right-hand side is L' by the assumption. O

< Clo; (E+ Tl +a) 19,8 < C(1E P+ (9L + |dsarl?),

Invoking Lemma A.4, we get the following corollary.
Corollary 2.6. The mapping A is pseudomonotone.
We can now legitimately use Theorem A.8 in order to solve (2.46).

Corollary 2.7. Given & as in Remark 2.3, the system (2.46) has a solution & = {E'} e W= (0, T;H)N
AC? ([0, T];V) that is understood in the same sense as in Theorem A.8.

Returning back to the variable 1) and leveraging elementary properties of G¢ and VG, we get the
existence of approximate solutions.

Corollary 2.8. Given a as in Remark 2.3, there exists a solution 11 = 1 to (2.37)-(2.38) in Q7 that
belongs to the following regularity class:

newh (0, T:.12 (Q))d NAC? <[o, T];AC? (Q))d,



26 Triod

, d
osn' € AC? ([O,T};Lz (Q)) ;
) . d
K =G e 7 (0.7:17(@)
VGe(am') € L (0,T:L7 (@),

omier” (0,T;L2 (Q))d N2 (o, T:H' (Q))d,
ok = 0, (GE (asn")> cr” (o, T.12 (Q))d N2 (o, T.H' (Q))d,

o' €L” (O,T;L2 (Q))d.

Note that the norms of the solution 11 = 1, in the corresponding spaces above may depend on &€.
At this stage we cannot infer an L™ estimate on d;1 (even £-dependent) because we do not control
dyn' on dQ. Anyway, we will manage to establish a related bound in Corollary 2.16.

It is straightforward to see that 1 = 1 from Corollary 2.8 coincides with the unique solution of
the gradient flow

d
%n S _8L2(Q;]R3d)(gd€ (n) (248)

in the sense of Theorem B.2 in Appendix B, where the driving functional &, was defined in (2.43).
This in particular implies that 7 — & (n (t)) is a continuous and non-increasing function.

2.5 Uniform estimates of the approximate solutions

In this section we derive various uniform (in &) estimates for the approximation solutions 1} obtained
in Corollary 2.8. These bounds are crucial for passing to the limit in Section 2.6. In the sequel, C will
always stand for a constant independent of €. For the sake of readability, we drop the dependence on
€ in the subscripts and write n° = 1, G = G¢, a = o, etc., until the proof of Lemma 2.15.

Lemma 2.9 (Energy estimate). Let 11 = {n'} be a solution of the approximation problem (2.37)-(2.38)
in Q7 as constructed in Corollary 2.8. Then

3
s@+y (/Q AP +19G (') dun’? dsdt) 111 0 7:01(09) < € (2.49)

Here the constant may only depend on o, and T, but not on €.

Proof. We first establish a uniform bound (w.r.t. €) on the initial energies. Indeed, since |dy’ (s) | = 1,
Remark 2.4 implies that |G(dya’ (s))| < 1, and using the explicit definition of Q given in (2.42), we
get that the first terms (for each i) in the expansion

& (a) = il (/01 0 (asaf(s)) ds+/0] (—g)- o' (s) ds>

are uniformly bounded. The second terms are obviously uniformly bounded.
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Let us estimate the remaining terms in the left-hand side of the energy estimate (2.49). Take the
L?(Q)-inner product of (2.37) and 9,1’ and integrate over L, t € (0,T]. We obtain

3 3 3
i _ N o
i;/m!&m ‘ dsdt-;/ﬂtgsG(asn) an dsdt-i-;/ﬂtg om' dsdt

Then, we perform an integration by parts and also integrate the last term over time, ending up with

3 , 3 3
Z/ 1am'[? dsdt:—z G(&yni) -9s;nidsdt—|—2/g-ni(t) ds—Z/g-oci ds
=17 i=17€ i=17€

i=179

L[ olom) ara-g [o(am) ara
at s=1 at s=0

/Q£G<8S >~8S,T] a’sdt—i—lzi/gg-n (t)ds—lzi/gg-a ds

3 t

/OtG (85171'(1)) Qal(1)di Y A G (asni(0)> -9, dt.

i=1
9 '=0 L1 G(9m'(0))=0
=0 ;6

Il
|
™
=

[
—

+
Mm

Here 1] (¢) denotes the spatial position of the junction. Consequently,

3 3 3 3
o dsdt = — /G o) - ayn’ dsdt / i(t) ds— / ‘ol ds. (2,50
;/Qt\m! sdr ==Y |, (an')-9um’ ds L O ds-) [ gotds (250
For the first term on the right-hand side, we observe that
G(am')- 9’ = 3,0 (asn") : 2.51)
cf. (2.41), where Q is defined as in (2.42). In view of (2.51), (2.50) becomes
3 , 3 .
Y. [l asai+ Y. [ 0(an') )+ [ (~g)n(t)ds
i=17/Q¢ i—17/Q Q
3
=1

:Z/KZQ(asO‘i(S))ds+/£2(—g)-06(s)ds,

whence

3
Z/ 0’| dsdt + & (n(t)) = &(a). (2.52)
=17

Using Q > 0 and the definition of &, we derive that

EM®) > =IOl olele-@:- (2.53)
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Hence, employing Jensen’s inequality, we can estimate

008 < X IO = X ([ 01 as)

i=1
3 . 3
_ i i 2
-1 </Q i (5) | ds+/Q o'l dsdt) <2l +2) </D o] dsdt)

i i=1

3
<2l +2tY [ 1 dsds <2l g +276 (@) + 2700l @ gl
i=1 t

Simple algebra implies that | (t)[|1(q) is uniformly bounded. Consequently, letting t =7 we
conclude that Y3, Ja, lom’ 12 dsdt is unlformly bounded. On the other hand, from the equality

s (G (8517’)) = 0,n' — g we deduce

Z/ IVG(37) o’ disdt Z/ )) P dsds
i=1 i=1
gzZ/ \a,nfyzdsdz+6/ g dsdi < C.
i=17/9r JQr

We have used Jensen’s inequality and the fact that g = (g, g, 8). O
In view of (2.53) we simultaneously proved the following.

Corollary 2.10. The energy of the approximation problem & (n (t)) is bounded from below for all
t € [0, T] uniformly in €.

Since 1°(0) = o does not depend on &, the uniform regularity can immediately be improved.
Namely, 1 (t,-) = a+ [; 91 and the second term on the right-hand side is uniformly bounded in
L= <O, T;L? (Q)) by (2.49). So we get the following corollary.

Corollary 2.11. The norm ||n'| |L°°(0.T~L2(Q)) is uniformly bounded with respect to €.

For the the subsequent family of estimates will need to bound the time away from zero by some
constant 6 > 0.

Lemma 2.12. Given § > 0, the norm ||9,n'|| 1=(5.7:12(2) is bounded uniformly in €.

Proof. By Theorem B.2, the right derivative d," 1) exists for all times, and the expression ||9," 1 (1) ||Z, @

is non-increasing in time. Using [7, formula (17.79)], we obtain

& (@)-&(n(3)) > limsup (n () - & (n(3))

J 2
= [ 110m 1) e
> 17 (9) I

= 5”‘9t+ ( ) HLZ(Q)
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By (2.49) and Corollary 2.10, the left-hand side is bounded from above uniformly in €. Hence,
1371 (8) ll 2@y < C/8.
Since |97 (1) || [2(@) 18 non-increasing in time, we infer that

Haﬂ?i\ |Lw(5,T;L2(Q)) = Haﬁﬂ ‘L‘”(&T;LZ(Q))

is bounded uniformly in €. 0

We now derive uniform bounds for k that were defined in (2.39). We start with the following
lemma.

Lemma 2.13. For fixed § > 0, dyk' and the product |K'||0ssn' — €05k | are bounded in L <5, T;L? (Q))
uniformly with respect to €, i = 1,2,3.

Proof. By Lemma 2.12, we know that ]\8,ni]\Lw( @) < C. Since d;n = d;x’ + g, we infer that

8,T;12
dyk' is bounded in L (6, T,L? (Q)) uniformly with respect to €. We differentiate both sides of the

equality
ol

dn' =F.(x') = ex' +
with respect to s to get

oK K (&vic" . K‘i)

VerIRP  (e+ kiR

We multiply this equality by /€ +|k?|> and deduce

, . , K"(8s1<"-1<">
1 2 1 112 1
dssN'y/ €+ |Ki|> = €dsx'\/ € + | K] +as1<—7g o

We reorganize the equality above to obtain

(8“11"—8851(") \/ €+ |xi|? = dx’ — Klgi];f)

The right-hand side is bounded in L* (5 ,T;L? (Q)) uniformly with respect to €, hence so is the

assni = gasKi +

left-hand side. Consequently,

k||’ — €dsx'| is bounded in L™ (5, T;L? (Q)) uniformly with
respect to €.

Lemma 2.14. Let Y be a finite set in RY. Assume that there exists a point in the convex hull of Y
such that the distance between it and Y is greater than or equal to 1. Then the radius of the smallest

enclosing ball for Y is greater than or equal to 1.

Proof. Translating the origin if necessary, we may assume that the origin belongs to the convex hull of
Y, and Y does not intersect with the open unit ball centered in the origin. It suffices to prove that there
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isno p € R? with [y — p| < 1 for any y € Y. Indeed, if such p exists, then y- p > %|y|2 — %\y—p|2 > 0.
Since the origin belongs to the convex hull of Y, we infer 0 > 0, a contradiction. O

s=1 m s=0 M2 s=1

Fig. 2.1 Symbolic depiction of the 1st scenario in Lemma 2.15: two arms of the triod tend to the
straight position

n m

UE

Fig. 2.2 Symbolic depiction of the 2nd scenario in Lemma 2.15: all the arms of the triod tend to the
straight position

Now we assemble all the ingredients to get the crucial L™ bounds for k and d,1.
Lemma 2.15. Given § > 0, the norm ||x'|| 1(5.T:17(Q)) is uniformly bounded with respect to €.

Proof. From now on, we do not omit the subscript €. However, in this proof we decided to swap the
sub- and superindices for the sake of convenience and readability.
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Step 1. We argue by contradiction. Assume that there is a sequence £" — 0 such that

165 1 (5, 7:00()) o

Here, without loss of generality, we have chosen the generic i to be equal to 1. By the regularity
of d;k€" and dn®" there exists a set T, of full measure in [§,7] such that k' (t) and ' (¢) are
C'-smooth in Q whereas d;nf (t) € L*(Q) for every i and every ¢ € T,,. Furthermore, by Lemma
2.13 without loss of generality we can assume that d;k¢" (¢) and |k£' (¢,-)||dssnE (t,-) — €"IskE (t,-) |
are bounded in LZ(Q) uniformly w.r.t. nand ¢t € T,,. Let T := N,enT,. Then there is a sequence
(t",s") € T x Q such that |k&" (", 5") | — oo as n — co. Thus,

() = K () + [ 9t (1.6 O
N — ST

oo

<C

when n — co. Accordingly, |kt (#")| — oo uniformly in s.

Step 2. By the boundary conditions,

3
Y & (1",0) =0. (2.54)

i=1

k£ (t",0)| — +oo. Hence we have two possible scenarios symbolically pictured
in Figures 2.1 and 2.2, respectively. The first option is |kf (#",0)| — +oo and |k¢ (#,0)| < C as
n — oo (up to swapping the second and the third arms). The second one is |5’ (£",0)| — +o0 and
|KE" (£",0)] — +o0 as n — +oo.

By the previous step,

Step 3. We start by examining the second scenario. An argument similar to the one of Step 1
shows that |k£" ()| — +eo uniformly in s, i = 1,2,3. Since " € T, we know that

[k (") 19w (17,-) — edsf™ (1", |
is uniformly bounded in L2 (Q). Hence,
9mE" (1",7) —€"95kE" (1",-) | = 0
in L% (Q) as n — +oo. On the other hand, d;k" (¢") is uniformly bounded in L? (Q), whence
"9k (") | =0

in L? (Q). We conclude that |90 (¢",-)| — 0in L? (Q) as n — +oo. By Remark 2.4, |k (#,-)| > 1
implies [9,nE" (#,-)| > 1 (assuming n to be large enough).
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Step 4. The idea now is to compare the triangle formed by the points p? :=n¢" (t",0)+dn¢" (t",0)
with the fixed triangle! formed by n¢" (¢",1) = a; (1), i = 1,2,3. Observe that

|asni£n (tna ) 8" | - '/ bént

/ |assn1 ") |ds < \// |0ssME" (1") |>ds — 0 uniformly in & as n — co.
Hence,

pi = au(1)] = Inf" (",0) =" (1", 1) + 9" (",0) |
1

= '/ ot (1",0) — dnE (¢",s) ds| — 0 asn — oo
0

It follows from our assumptions (Remark 2.3) that the radius of the smallest enclosing ball of the three
points ¢; (1) is less than 1. Since the radius of the smallest enclosing ball is a continuous function
of the points of a set, it follows that the radius of the smallest enclosing ball of the three points p? is
less than 1 for » sufficiently large. Since the junction point nfn (#",0) does not depend on i, the radius
of the smallest enclosing ball of the three points p’ := d; nf" (",0) is the same as the previous one.
, |7 > 1. Moreover, since ¥'3_; k€' (t",0) = 0 and ! = Fen (k€' (1,0)), we conclude that
the convex hull of {p"} contains the origin. We arrive at a contradiction because by Lemma 2.14 the

radius of the smallest enclosing ball of {5/} must be greater than or equal to 1.

Step 5. We now study the first scenario. Define p} and p? as in Step 4. The plan is to look at the
angle 6, between the position vectors of 5 and p; and to obtain a contradiction from that.

We first show that 6, cannot tend to 7. Indeed, mimicking the arguments of Steps 3 and 4, we can
prove that for i = 1,2 one has [9,nf" (",-)| > 1 with n large enough, [0 (,-) | — 01in L? (Q) and
|p?—o0i(1)| — 0 as n— oo.

Hence,
191 = P3| = |pi = P3| = Jou (1) — (1) < 2.
Since we have |pf| > 1,|p5| > 1, the angle 6, cannot converge to 7.
Now take the wedge product of relation (2.54) with the vector

1
|dni” (¢7,0) |15 (&7, 0)]

omf (1",0)

to obtain ., . . .
K5 (t",O) A on; (1",0) K5 (1",0) 81118 (”, 0)

n + n /\ :0
K5 (,0)]  [dsni” (7,00 5" (7,0) [dnf” (1,0) |

IBoth triangles can be degenerate.
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Since | k%" (1",0)] — +oo and |k¢" (#,0)| < C, the second term converges to 0. Consequently,

Kzsn(tnao) A 8Sni€n (tn70)

7 7 —0
|5 (t",0)]  |dsnf (1,0) |

|sin6,| =

asnfn (tn70) A aSnfn (tnao) ‘_
195" (7,0)| " [dsnf" (17,0) |

as n — oo,
To obtain a contradiction, it remains to observe that 6, cannot tend to 0. Indeed, taking the scalar
product of relation (2.54) with

1 n
7 T ans (1,0
a0 @m0

we get

kf (1",0)  9nf (",0) . K5 (",0)  dnf (",0) . K5 (7,00 dmf (1",0)
i3 (1, 0)| |9sni” (7,0) [ [15" (", 0)[ [deni” (7,0)] ~ [K5" (%, 0)] |dnf" (1,0) |

=0. (2.55)

n

& (tn,O)\T (;mlsn 0)] > 0 by (2.39) and (2.40). The third term converges to 0.

Accordingly, the second term, which is equal to cos 6,, cannot tend to 1. O

The first term is equal to

Corollary 2.16. Given § > 0, the norm ||nL.|| L= (8.7:W1=(@)) is uniformly bounded with respect to €.

Proof. Since dyNin = Fen(K..) and the sequence {€,} is bounded, Lemma 2.15 yields a uniform L~
bound for d;n‘. By Lemma 2.9,

0 - ) is also uniformly bounded with respect to €, and
the claim follows by the mean value theorem. O

Lemma 2.17. Given § > 0, the norm |6 ||Lm((s ) is bounded uniformly in €.

Proof. In view of Lemma 2.15 and Corollary 3.20, the L* (8,T;L” (Q))-bound for ¢ immediately
follows from the equality 6/ = d;n’ - k'. Differentiating this equality w.r.t. s we obtain

9,0' = ok’ - Im' + K- Iy’

We estimate the two terms on the right-hand side separately. Firstly, a uniform L* (6, T;L? (Q))
bound for dyk’ has been already established, cf. Lemma 2.13. This together with Corollary 3.20
implies the uniform boundedness of d;x’ - dyn’ in L™ (5, T:[?* (Q))

Now, we estimate k' - assni . From the explicit expression of Agn in (2.36), for 7 € R? we have

" +|Gen (7)? |Gen (7) |

> .
€"\/€"+|Gen (T) P+ 1 €"[Gen (1) [+ 1

Aen (T) =

Thus,

|Ger (%n’) |19ssn’| < <6”|ng (&n’) |+ 1> | Aenssm’|

< (e"|1<f| n 1) IVGer (asni) dsn]-
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By Lemma 2.15, |'| is uniformly bounded in L~ (8,T;L~ (2)), whence
K-’ < [Ger (0n”) 19551'| < CIVGer (") dum’| = €l

Since the right-hand side is uniformly bounded in L* (5 ,T;L? (Q)) so is the left-hand side and,

consequently, the spatial derivative d;c" itself. O

2.6 Existence of generalized solutions

We are now at the position to define generalized solutions to the original problem (2.8), (2.2) and to
prove their existence.

Definition 2.18. Given initial data of € W' (Q)? as in Remark 2.3, we call a pair (ni,6i> a
generalized solution to (2.8), (2.2) in Q.. if

d

d d
(i) nieLs ((0,00;W1=°°(Q)) ACpoe <(0,oo);c(9)> ﬂAC,ZOC([O,oo);LZ(Q)),

am' Ly, ((0,00): 12 (Q))d 13, (10,00):22 (Q))d,
oleLys ((o,oo) LAC? (Q)),

cion €L ((o,oo) L AC? (Q))d.

loc

(ii) Each pair (ni,ci) satisfies for a.e. (t,s) € Qe

o (1,5) = 3, (o (1.5) 9’ (1.5) ) +3, (2.56)
ol (1,s) (yami(t,s) - 1) —0, (2.57)
m' (1,5) | < 1, (2.58)

as well as the initial conditions
n'(0,s) =o' (s)

and the boundary conditions

(iii) The solutions M’ satisfy the energy dissipation inequality

3 3
Y [lan'wPas<y [ gan'@s) ds (2.59)
i=1/Q i=1/Q
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fora.e. t € (0,00).

Remark 2.5. Note that (2.57), (2.58) is a minor relaxation of the non-convex constraint
|9’ (1,8)| = 1. (2.60)

However, this is not a banal convexification of the constraint since (2.57) is still not convex. The
new constraints (2.57), (2.58) naturally appear from the (1, o, k)-formulation (2.33), cf. (2.62) in the
proof below. Moreover, if a generalized (in the sense of Definition 2.18) solution (1], &) is C2-smooth,
then it automatically satisfies the strong constraint (2.60). On the other hand we claim that any
generalized solution (1, 5) with n € C! (E) AC2(9..) and |d,0¢| = 1 is a solution to (2.8), (2.2).
Now we prove the claim (it is independent of choice of i): it is enough to show that the open set
U:={(t,s) € Qu:|dsn(t,5)| < 1} is empty, we argue by contradiction. Suppose not, then 6* = 0
a.e. in U due to the constraint 6 (|0yn| — 1) this implies that d;n’ = g hence dyn’ = 0in U. For each
(to,s0) € U, lett; =inf{r > 0: (¢t,19) x {so} CU}. If t; = 0 then

195" (t1,50) | =1

due to our assumption about &' and if #; > 0 then the above equality holds by the continuity of d;n'.
From d;n’ = 0 in U and the up to the boundary C' continuity of 1?, we deduce that

19,m" (t0,50) | = 95" (t1,50) | = 1

and this completes the proof. Finally, we emphasize that (2.59) is not direct consequence of (2.56),
(2.57) and (2.58).

As in [61], our generalized solutions are, generally speaking, not unique. Yet this has nothing to
do with the fact that we slightly relaxed the constraint (2.60). As a matter of fact, non-uniqueness can
persist even if the strong constraint (2.60) is imposed, cf. [61, Remark 6.5].

For convenience, we first pass to the limit on finite time intervals. In what follows, we use the
shortcut Q7 := (6,7) x Q.

Proposition 2.19. Fix T > 0 and a small § > 0. Let N be a solution to (2.37) in Qr with the
initial/boundary conditions (2.38) as constructed in Section 2.4. Let (Ki , 6) be defined as in (2.39).

Then (up to selecting a subsequence €") there exists a limit (ni, o, Ki) such that as € — 0 we have
. . d _\d
N — N’ weakly* in L™ <5, TWle (Q)) , strongly in C <Q’}) and weakly in L* (Qr)",
. , d
onL — o' weakly-* in L™ (5, T;L? (Q)) and weakly in L* (Qr)",
O — O weakly-*in L* <5, T,H! (Q)),

ki — &' weakly-* in L <5,T;H1 (Q))

The limit satisfies the relation

K =con'eL” (5,T;H1 (Q))
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and solves (2.8)-(2.2) in Q7 in the sense that

an' =, (con’) +gae in 2y,
- (\asn"|2 - 1) —0ae. in O},

n'(e,1) =a' (1),
n'(1,0)=1*(1,0) =1’ (1,0),
3

K =0ats=0 forae.tc(5,T).
=1

1

Remark 2.6. At this stage we don’t discuss the validity of the initial condition 1 (0,s) = o’ (s) that is
postponed until Remark 2.7.

Proof. The weak compactness results for 1}, 6% and k. follow immediately from the estimates above.
By the Aubin-Lions-Simon theorem,

L (5,T;W1’°° (Q)) AW (5,T;L2 (Q)) cc ([S,T];C (Q)) (2.61)

and the embedding is compact, which implies strong compactness of 7\ in C ([5, T];C (Q)) .
Let us show that
K =oc'dn’, o =x"-on (2.62)

a.e. in Q7. Since both sides of the equalities (2.62) are integrable on 7., it suffices to prove (2.62) in
the sense of the distributions, i.e., that for any ¢’ € L2 (5, T;H& (Q))

3 3 3

Z/ K’(])’dsdt:—Z/ Gln’(?sq)’dsdt—Z/ 0,0'n' ¢'dsdt (2.63)
i=17/97 i=17/97 i=17/97

3 . 3 o 3 S

Z/ G’¢‘dsdt:—2/ K’~n’8s¢’dsdt—2/ oy’ -n'¢'dsdr. (2.64)
i=17/97 i=17/97 i=17/97

Firstly, applying integration by parts to the equality 6} = k’. - d;n\. we obtain

3 3 3
Y [ ote'=-Y [ sniogiasa-Y [ axinioidsa,
=179 =197 -/

and due to the strong compactness property of {1} given above we can pass to the limit to get (2.64).
We now claim

lim
£—0

2
ong| — 1’ =0 (2.65)

i
Ke

uniformly in 7. Before proving the claim we show how (2.63) follows from (2.65). Indeed, with
(2.65) in our hand and noting that k%|d;n}|*> = (K‘é . 8mé) Jyni = ol.0sn\ we have for each i = 1,2,3

ll_r}l’(l) ‘ ’6835TI8 — KEHLM(Q;) =0. (266)



2.6 Existence of generalized solutions 37

In particular, for any ¢’ € L2 (5, T;H] (Q)>

3 3
limZ/D* Ké(])idsdt:l%z:/ﬂ* Glomieldsds.
T i=1 T

saoizl

An integration by parts applied to the integral on the right-hand side gives
3

3
lim Y’ /D Kigidsdr = lim Zi /}3 (~oiniagl - aoinig’) dsdr.
T 1= T

£—0 =1

This together with the compactness properties established above yields (2.63).

We now provide a proof of (2.65). By the definition of F; in (2.34),

Fe (;c;')

= elie| +

-1

kel
VE+|KL?

€

Vet TRl (Ve+ TP+ |xi)

|Omel —1=

= el -

Thus,

elxi|
Ve+ Ik (Ve+ kP + |
<|1omil+1] (el + V).

e

ol 1| =19 ]+ 1] |elxt? -

This together with uniform L= bounds on d;n} and k. yields (2.65).

Passing to the limitin L? (Q}) in 9,1} = d;k% + g and using (2.62), we obtain ;1 = 9, (c"&m") +
g. To get o' ( o> — 1) = 0, it suffices to express k' from the first of the equalities (2.62) and

substitute the result into second one.

Due to the strong uniform convergence of N\, we have o/ (1) = n(¢,1) — n'(t,1), whence
ni(t,1) = &' (1) for all t € [§,T]. The condition n} (¢,0) = n2(¢,0) = n2 (¢,0) similarly passes to
the limit. To check the validity of the boundary condition at s = O for k, we swap the variables ¢ and s,
noting that k. are uniformly bounded and weakly-* converging in H'(0,1;L>(3,T)). Employing, for
instance, [71, Corollary 2.2.1], we get

H'(0,1:L7(8,T)) = AC*([0,1]:L*(8,T)). (2.67)
Hence, by the Aubin-Lions-Simon theorem, the embedding

H'(0,1;L=(8,T)) c C([0,1];H~(8,T))
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is compact, whence we may assume that k. — k' strongly in C([0,1];H~"'(8,T)). Thus,

3 3
0=Y «(-,0) = Y «'(-,0)
i=1 i=1
in H~(8,T). Due to (2.67), ¥3_, k'(-,0) = 0in L*(§,T). O

Remark 2.7 (Initial conditions). By the Aubin-Lions-Simon theorem, the embedding
H'(0,T:L(Q)) € C([0,T):H™'(Q))

is compact. Since 1! (w.l.o.g.) converge weakly in H'(0,7;L?(Q)) we can pass to the limit
in the initial conditions to obtain 1(0,-) = a in H~'(Q). However, since H'(0,T;L*(Q)) =
AC?(0,T;L*(Q)), the initial conditions actually hold in L*(Q).

Proposition 2.20. Let (1, 0) be the limiting solution obtained in Proposition 2.19. Then
(i) |dsni(t,s)| < 1fora.e. (t,5) € Qk;
(ii) 6'>0fora.e. (t,5) € Q};

(iii) (2.59) holds for a.a. t € (6,T).

Proof. (1) We observe that the set

#={Ler?(Qp)":1¢(r,9)| < 1 forae.(1,5) €27 }

is weakly closed in L2 (Q;)d. Remember that F; (K‘é) = €KL+ L 1L Now as € — 0 the

Vet
first term goes to zero in L2 (Q’})d and we notice that the remaining term belongs to 4, this implies
that the weak limit d;n’ belongs to 4.

(ii) Remember the definition of o} = G, (8.;%) -dsm: for each € > 0 we have o} = k.- 9yn. =

K. Fe (Kg) Just using elementary properties of Fr we immediately obtain that 6% > 0. It follows
that passing to the limit in 6. we obtain ¢’ > 0.

(iii) In this proof we have many upper and lower indexes, for this reason we do not write the upper
index i to show with which arm of the triod we are working i.e. N’ = 1, 6 = & etc., however we still
put the sum symbol to emphasize it. We of course tacitly assume that there is a sequence €; \, 0 and
solutions {(n s Gj)} to the corresponding approximation problems (2.37)-(2.38) that tend to (1, 0).
In order to prove (2.59), we start by multiplying both sides of the equation for n; with d;n;¢, where
@ =@ (t) € CZ ((0,)) is a non-negative cut-off function:

3 . 3 3
Z/D |8mj\2(pdsdt:2/}3 9,G; (9sm;j) a,njqoazsdwrz/D g- oM, pdsdt.
=1 =17 =1/

Here G; = G%. Since the last term is linear and the first term is quadratic (hence lower-semicontinuous
w.r.t. j — oo), we only need to show that second term Z?:l Ja. 95G; (851] j) -dym;jedsdt tends to 0 as
J — oo
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After one integration by parts in the space variable and recalling k; = G; (8Sn j), it suffices to
show that

3
Z/ Kj - OsM;@dsdt — 0 (2.68)
i=1/Q

Observe now that

K-dyN =K-0 (€K+

)

— €K K+ K oK k(x-0K)
— %9, . _

VErIKE (o)
= eKOK+E L

(\/s+\x\2)3

_gﬁ x| 1
i\ 2 \Je+|x]?

12
Here we omit the index j for clarity. From the equality x;dyn; = € j% <|K§| G +1|K_|2> we deduce
J J

Ki)? 1
| ]| — i(pdsdt

3 3
K- dyniedsdt = —¢; /
,-Z{/Dm ! ! ’,.; -1 2 /Sj—l—]l{ﬂz dt

3d
From Proposition 2.19, k; is uniformly bounded in L* (6, T:H' (Q)) . W.lo.g. ¢ is assumed to

vanish outside (8,7). Passing to the limit j — oo we obtain (2.68).
]

Theorem 2.21 (Global existence of generalized solutions). For every initial configuration o' €
whe (Q)d, i=1,2,3, meeting the assumptions of Remark 2.3, there exists a generalized solution to
(2.8), (2.2) in Q... Moreover, those solutions satisfy &' (t,s) > 0 for almost every (t,s) € Q..

Proof. Let &, T; be two sequences with & N\, 0 and T; " = as k — . For each k fixed let
{(n,f, G,f) e be solutions to approximation problems (2.37)-(2.38) in [0, 7;) x (0, 1). By Proposition

& . & .
2.19 and a standard diagonal argument we can obtain a subsequence (n I Gj) = (nkf’ , ka’ ) such that

3d 3d
n; — n weakly* in L, (0,00;W17°° (Q)) , strongly in Cpoe (Qe) > and weakly in L. ([0, o0); L? (Q)) ,

loc

3d 3d
Jn; — J;n weakly-* in L7’ (O,oo;L2 (Q)) and weakly in L? ([0,00);L2 (Q)) , 0j — 0 weakly-

loc loc

3
*in Ly (O,oo;H1 (Q)) . By Propositions 2.19 and 2.20 and Remark 2.7, the limit (1,0) is a
generalized solution in the sense of Definition 2.18.
O
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Remark 2.8 (Single cord with two fixed ends). The results of the chapter, mutatis mutandis, are valid
for the overdamped fall of a single inextensible string with the ends fixed at two distinct spatial points
(it suffices to observe that such a string can be viewed as a degenerate “triod”” with one arm having
zero length); remember that [61] studied the case of one free and one fixed end (i.e., a “whip”). More
precisely, we have the following result.

Proposition 2.22. Given a € W= (Q)? satisfying |a(0) — ot(1)| < 1, |dst(s)| = 1 a.e. in &, there

exists a generalized solution to

o = ds (odm) +3g,

| =1, 2.69)
n(,0)=a0), nl)=oa(l),

n(0,s) = a(s).

in Ne. Moreover, 6 (t,s) > 0 for almost every (t,s) € Q.

Remark 2.9. The stationary solution of system (2.69) attracted attention of researchers at least since
17th century. It has the shape of catenary, in other words, a piece of the graph of the function cosh. It
is plausible that the solutions of system (2.69) should approach the catenary in the long time regime,
however, we do not have a rigorous proof, cf. Remark 1.1.



Chapter 3

6-Network

3.1 Introducing and setting the problem

In this chapter we consider a variant of the mean curvature flow for 6-networks that preserves the
uniform parametrization of the "arms" of the network. By a 8-network we mean an object that consists
of three strings (arms of the 8-network) that meet at two common points (junctions). The junctions,
similarly to the previous chapter, are moving in an unknown way. For simplicity, we chose to have 3
strings, but the results are valid for any finite number of strings in an object with the same structure.

Remember that binormal curvature flow [31] preserves the uniform parametrization. On the other
hand the classical mean curvature flow destroys it. In this chapter we develop the ideas of [62] and
consider a model of a shrinking 6-network that preserves the uniform parametrization. We will see
that the problem can be normalized in a smart way. Another advantage of our approach is that works
without assuming any version of the Herring condition. The latter means that the arms of the network
meet with equal angles at every junction (thus the angle is 27t /n where n is the number of the strings
meeting at a junction). This restrictive geometric condition is usually assumed by the authors who
study mean curvature flow of networks since it prevents instabilities, cf. [33, 37, 38]. The treatment of
initial configurations that do not satisfy the Herring condition requires much more involved techniques
and only local results have been recently obtained, cf. [28].

We will derive and justify the following variant of the mean curvature flow for networks that

preserves the uniform parametrization

am' (1,5)=p2 (1) (as (6°.9) agnfa,s))) . i=1,23,

|9m" (s)| = p(2),

Y3, Jy 6ids=1forallz, G3.1)
n'=n?>=n’ at s=0,1forallt,

Y3 69ni=0ats=0,1forallz,
\n"(OJ) =a'(s),

see Subsection 3.2.1 for the details. Note that the extra variable p as well as the both sides of the third

equation in (3.1) do not depend on s.

41
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The uniformly compressing mean curvature flow (3.1) is difficult and nonlocal, but after a suitable
change of variables we can equivalently rewrite it as a renormalized system that can be viewed as an
overdamped motion of an inextensible 8-network repelled from the origin by the external force equal
to the radius-vector. The main attention will thus be focused on the following normalized model:

28" =0, (c'agh) +&!,

QE2 = s (Gza@z) e

28 =0,(c%0.8%) + &,

|0, (¢,5)| =1 for each i, (3.2)
El=E2=¢3 at s=0,1 forallt,

Y ,0600,E=0 at s=0,1forallt,

£'(0,5) =B (s)

\

The notation £/ (¢,5) € R, d > 1, is the position of the string number i = 1,2,3 at time t € R* and
at the point corresponding to s € [0, 1], and 67 (¢,s) is the tension at the same point that can again
be seen as a Lagrange multiplier. We keep the notation § = (5 1 g2 53) similarly to the previous
chapter and also Q := (0, 1). Each string ' has fixed length 1. Let us emphasize again this can be
viewed as overdamped motion of an inextensible 6-network subject to the external force is ¥ = &.

To avoid any possible confusion between the usage of (§,0) and (1, 5) let us point out that in
this chapter we start working with (1,6, p), and the unknown variables of the normalized system
(3.2) are (&, 0). The transformation is given by (3.18), (3.21).

Observe that in comparison with the previous chapter, we do not derive the gradient flow (3.2)
from the full dynamical system but obtain it as a renormalization of the uniformly compressing mean

curvature flow.

3.2 Obtaining the flow

In this section we derive the uniformly compressing mean curvature flow of networks (3.1) and
the renormalized system (3.2). In the subsequent manipulations, in order to fix the ideas and avoid
avalanche of technicalities, we remain formal and fully concentrate on the geometry of the problem,
neglecting regularity issues.

3.2.1 Uniformly compressing flow of networks

Firstly, we present the infinite-dimensional manifolds which are the ambient spaces of our gradient
flows. For d > 2, let the space %" be defined as follows.

. 3001
H = {nz(nl,nz,HS):nl:Q%Rd,Z/o nldszo}-
i=1
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As a linear vector space, it can be viewed as a smooth manifold with tangent space
Ty :{w: whw?whHw' Q- RY:
Z/ kds=0Vk=1,. d},neyz/.
i=1

Here {¢*} denotes the canonical basis in R,
Let

L: % —=R,L(n / |9’ |ds (3.3)
i=1

be the length functional. We define
of = {n e X :|om' (s)|=p(M):=L(n)/3>0 forallsc Qandi=1,2,3,
1'0) =20 =’ O () =P =D}, G
which is a smooth submanifold of .#” with the tangent space
Ty :{w =ww W)W QR

dsw' (s)-dyn'(s) does not depend on s and on i,

andZ/ fds =0k =1,....d,

wl(0) = w?(0) = w3 (0),w! (1) = w?(1) :w3(1)}, ned.

We endow .7~ with the Riemannian metric

vwm%fZ/ (5)/0sm’ (s) ds,

which is invariant under reparametrization and is compatible with the mean curvature flow, cf. [42, 43].
It induces a metric on o7

> ! i i
WWWWZEAVQ%W®PMM& (3.5)

Remark 3.1. We emphasize that the equality p () = |d;n’| allows us to have dyn’- dyn’ = 0 and
9N’ - dyssM' = —|dss'|* pointwise for each i = 1,2, 3.

We are interested in the formal gradient flow of the length functional L(n), N € <7, under the
metric (3.5):
d
2= VL) (3.6)
As explained in [62], this can be viewed as a uniformly compressing variant of the mean curvature
flow ([62] deals with a flow of single loop; our flow is a natural generalization). In order to derive the
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PDE formulation of (3.6), we compute the orthogonal projection from 7;,.%" onto Ty <7 with respect
to the metric (3.5).

Remark 3.2. Here we implicitly assume that all arms of the evolving network have the same length
(this is not fundamental and in principle can be omitted but simplifies the calculations below). Note
also that here and below we fix the center of mass of the evolving network at the origin. This
does not affect the generality of the shape evolution because L is translation-invariant in the sense
L(n) = L(T,(n)), where T,(n',n%,n3) := (n' +v,n%+v,n? +v), for any vector v € RY,

Lemma 3.1. Let ) € &/. The orthogonal projection Py : Ty X" — Ty o/ is (at least formally) given by

Py (z) = <z1 ) (olasnl) ) (Gzasn2> 2 — 0, (638sn3)> ,

where ¢ : [0,1] — R solve the system of ODE

P00 — \8ssn"|20"' =97 - dsn' + const (i) (3.7

3001

) / o' (s)ds =0, (3.8)
i=17/0

3 . .

c'dn'=0ats=0,1, (3.9)

i=1
9,6'9n' + 69’ — 7' does not depend on i at s =0, 1. (3.10)

Proof. (1) We first show that for any o' satisfying (3.8), (3.9) and (3.10), the vector field
(8S (olasnl) ,0s (023sn2> ,0s (638”13)) is orthogonal to T <7. Indeed, given any w € T2/,
by integrating by parts we obtain

p/o1 ds (Giasni) W' ds,

. . 3 r . .
= pG’&Sn’-w’ﬁié—Zp/ oo’ - dw'ds
i i=1 /0

o

(95 (0dsm) ,w)r0 =

1

1

(98]

Il
1

Here we used the properties of the Tj;.<7, (3.8) and (3.9).

(2) Next we show w = (w!,w?,w?) € T & where w' = 7' — 0 (G’Oﬂ]’) for any z € Ty, 7. Tt
follows from (3.10) that w' (0) = w2(0) = w?(0),w! (1) = w?(1) = w?(1). Moreover, Y3, [, wids =0
due to (3.9). It remains to check the condition dyw' - d;n' = const (i). Indeed, by easy calculations, we
have

dow' -9’ = 9y - In' — 056" |OM|* — 20,69’ - O’ — G Dy’ - AsM'.
By Remark 3.1, we end up with
o' - 9n' = 9’ 9’ — dys0'p* + 69|

which is a different constant for each i = 1,2, 3 by (3.7). ]
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We now compute the f-gradient of L. Let 1 € /. By the definition of the gradient and < being
the submanifold of .Z~ we have

VoL(n) =Py (VeL(n)).

Some calculus of variations applied to (3.3) shows that the L?(Q;R3¢)-variation of L (1) is

sL(n) = | o, 2N (R PPN i
m (|a |) (rwr) <\8m3\

8s171 N p asn 1) — s 1 S
+ <|as771| (So(s—1)=&(s)), on?| (So(s—1)— & ( ))7‘(9&]3\ (Bo(s—1)— 8o ( )))7

3.11)

where & is the Dirac delta function. In particular, since L is translation-invariant by Remark 3.2,
we formally have 6L (n) € T, ¢; this claim can also be derived directly from (3.11). By the very
definition of the gradient,

1
(VoL () W,z = [ SL()(5)-w(s)ds

:_IZ‘{/ <|3n!> ds+2<

for every w € Ty 2 ~ J#". We conclude that

_ 1 asnl 1 aan 1 asn3
VaL(n)=— <|9sn1|as|3s771|’ |asn2|as|(9m2|’ |3s773|as|3s773|

_ 0N )y
W (1) = i ©) <o>>,

3

Js o,n> P
+ <|a n1|2 (So(s— 1)_50(3))7%1,722 (o(s—1) = o (s)), |as,;’3|2 (So(s — 1)—50(5))> :

(3.12)

Note that the components of the first term in (3.12) are exactly the curvature vectors of the arms of the
network (which is in agreement with the classical mean curvature flow), and the second term vanishes
everywhere but at the junctions.

Since n € 7, (3.12) simplifies to

1 2 3 1 2 3
VyL(n) - _ <assn assn assn ) + <8s77 8s77 asn ) (5()(5— 1)—6()(.9))

pz = p*’ p? p*’ p*’ p?
-9 19(5)9s711 19(5)9s772 IQ(S)asrl3
— — Us p2 ) p2 I p2 .

By Lemma 3.1, the orthogonal projection of the negative gradient in %" to the tangent space T .4/ is
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Py (=VxL(n))
=p2(t) (as <(1Q ~ ol) (t,5) 9’ (ns)) :

3. ((1a-0%) (:)2070.9) 2. (12 - 0*) ()20 (1)) ).

where ¢’ : [0,1] — R satisfies
. ) . ) . . 301
p20y0' — G’]&S‘m’\z = OsssN' - 9sN' + const (i) = —]8”7)’\2 + const (i), Z/ o'ds =0,
i=17/0
as well as (3.9) and

9,6 0,n" + 6'9yn’ — Iy’ + A;M’ (50(s —1)—6 (s)) does not dependoniats =0,1.  (3.13)

Letting 6' := 1 — o', we get the following expression for the gradient flow (3.6):

I (t,5) = p~2 (1) (as <6i (1,5) asni(t,s))> . (3.14)

This should be complemented by the following constraints that follow from the considerations above
(note carefully that 6 = —c' at s = 0, 1):

3 ) ) 3 1
Y 69" =0ats=0,1, Z/ 6lds=1. (3.15)
i=1 i=17/0

The remaining constraints can be recovered from the condition 1(7) € «/. We have thus derived
system (3.1).

It is sometimes useful to write the obtained flow in the weak form as follows. Test (3.14) by a
smooth evolving curve y(z,s) = (¥, 7%,7%) (t,s) € R that satisfies

After an integration by parts we arrive at

3

i/lanf(t )Y (s)ds=p2(1)Y —/laf(z $)an (1,5)- 0¥ (t,5) ds (3.16)
l:1 O t l bl 0 bl S bl ) b . .

i=1

3.2.2 Evolution of the variance and the normalized flow

We now exploit the gradient flow structure to derive some evolution properties of the length and the
"variance" of the 8-network. Remember from Section 1.3 that we can view the evolving string as a
stochastic process and so it has a well-defined variance at every time. Throughout this subsection, we
remain formal and assume the existence of solutions to the gradient flow (3.14).
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The first proposition is about the evolution of the total length functional.

Proposition 3.2. Let 1 be solution to (3.14). Then
3 [ .
AL(N) = — Zp—3/0 &'|0wn’ ds.
i=1

Proof. Using that |00’ (s,¢)| = p (t), then

op = at|as77i|
ami(ts)
= OS5 i
()] 2 ES)
_ 3s77 (t,s) as 9 aszsn + asc 2sn
P P p

Note the d,p does not depend on s. Thus, summing in i, integrating in s from O to 1, and then by parts
we obtain the desired equality. O

In the next proposition, we show that the variance of the solution decays with constant speed.

Proposition 3.3. Let 1) be a solution to the gradient flow (3.14). Let

1
M(t):= = (t,5)|%d 3.17
Wi=5 X [ In' o) Pas (3.17)
be the variance (up to a multiplicative constant'). Then o;M (1) =-3.

Proof. We let ¥ =1 in (3.16) to obtain
3001 3001
8;M(t):2/ 8,n‘.n’ds:—pzz/ &'|9,n’[*ds.
i=17/0 i=170

Using that p = |dyn‘| and fol 6'ds = 1, we obtain J,M(t) = —3. O
An immediate consequence of the proposition above is that the flows extinct in finite time.
Corollary 3.4. M (1) — 0 ast — t*, where t* = 1M(0) = Lx3 | [ [n(0,5)2ds.
It is also possible to obtain the decay rate of p () near the extinct time ¢*.

Corollary 3.5. Let Ly := L(0) > 0 and let t* be the extinction time as in Corollary 3.4. Then for all
t € [0,1%),

6 t*_t
t*

L(l‘) <Ly

'Remember that the center of mass Y3_; fol N (t,s)ds is fixed at the origin, hence the variance is % Y, fol [ (z,s) |ds
in the spirit of (1.7).
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Proof. By Proposition 3.3, we have

M(r)=3(r"—1).

For a generic i, by Holder’s inequality the following is true
1 2 1 1
(/ omi- n&m) < / \8,ni]2ds/ In'2ds.
0 0 0
Now, we sum in {

3

)}

2
1 ) ) 3 1 . 1 .
(/ am’-n’ds> SZ(/ \&n’lzds/ n’!zds)‘
i=1 \”/0 =1 \Jo 0

We can estimate the right-hand side using an algebraic inequality and similarly the left-hand side
s N a0
Z/ om'-n'ds §3Z / on'-n'ds
=170 i=1 \’/0

3 1 _ 1 3 1 _ 3 1

3) /]8,n’|2ds/ n'ds) <3y /\a,n’y%zs y /m’\st .

i=1 \/0 0 =1 \/0 =1 \Jo

Using that d,M (1) = Y3, o dn'-nids =3 and M (t) = 1 Y3 [o [n/*ds, we obtain

3 1 ]
9<3)" </ |aml\2ds> 2M(1).
i=1 \/0

From the last inequality, we immediately have

IN

Mw

<

1

o
/\8,n’]2ds.
170

2M (1)

We can rewrite the last expression as

1 Sl i
- < ! .
Z(I*—I) —;/0 |9ﬂ7 | dS

On the other hand, by the gradient flow structure

3 > [ o L
L=— Nds < ————.
1 l_zlp/o ’tn| s_6(t*—t)
Thus, —d,InL(r) < ¢ ]

< sF=n- We integrate over ¢ from 0 to ¢ and obtain the upper bound

t*—t
L(t) < Loy

t*
forr € (0,1%).
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We first work with a slow time variable and start to normalize the flow. More precisely, for
t €10,r%) let
T(t):= —InL(z).

Note that by Proposition 3.2 and Corollary 3.5, 7(¢) is monotone increasing ¢ and T — oo iff t — 1*.
Next we consider the normalization

é%fﬂ)::ﬂnglfl (3.18)

p(t(r)
One advantage of using such renormalization is that the curves & (7,s) have the unit speed parametriza-

tion, i.e.,
10:E (1,5)| = 1, (1,5) €[0,00) x [0, 1].

We emphasize that we also change the initial value with transformation (3.18) and it is B (s) :=

£1(0,s) = p(()c;gg)))' A direct computation shows that &' satisfies for each i = 1,2,3 the following

equation

08" =0, (c'0,&) +¢ (3.19)

Here ¢/ (7,s) can be viewed as a Lagrange multiplier coming from the constraint |d,&/| = 1. It satisfies

dss0' — 00 E P = —1. (3.20)
Indeed, from the change of variable % =— a’LL(t(;) =— al’)‘zg). Thus

: atT]i dt atp dt alni ni
9yt = A %P O .
& p ax Tprdr ap ' p

Using the equation of 1/, we have

e @(aﬁ%nj 0’
& p2o:p " P
Letting ‘
. &'
o' = 3.21
—pa:p 62D

and writing the above equation in terms of &', we arrive at (3.19) together with constraint [d,&7| = 1.

With the similar argument as in previous section we can easily see that the normalized flow (3.19)
and (3.20) can be viewed as the positive gradient flow of the variance M (&) := 133 | ['|€7(s)|? on
the manifold of 8-networks with arc-length parametrization

&fﬁz{éé&%ﬂ%@%ﬂ\:lfmﬂﬂseﬂamU::LL3}

with the Riemannian metric inherited from .7, i.e.,

K& = +V M(E(1)). (3.22)
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Remark 3.3 (Initial data). We fix once and for all Lipschitz initial data B/ € W1 (Q)d, i=1,2,3,
satisfying the compatibility conditions

B! = B* = B> at points s = 0, 1 for all times , (3.23)
3 1
Z/ B'ds =0 (3.24)
i=170
and
10,8 (s)| =1 a.e. in Q. (3.25)

Since (3.25) is only required to hold almost everywhere, the arms of the 6-network can have shape of
any rectifiable curve at the initial moment. We will moreover assume that the arms of the 6-network
are not fully straight at the initial moment. Thus the only case we exclude is when all the arms are
coinciding straight lines.

3.3 The approximation problem

In order to analyze system (3.2) that we have just derived we use the approximations and ansatz similar
to the ones presented in Section 2.3. We omit the majority of manipulations to avoid redundancies
and we write down only the important parts.

We assume that ¢ > 0 for all s and ¢ (this is the ansatz). The approximation problem reads

ok =a. (G (08l) ) +&
El=E2=¢3ats=0,1foralls

(3.26)
Y2 | Ge (a@) —0ats=0,1forallt
£ (0,5) =B (s).
In comparison with the original equation (3.2) we define
Ki = Ge (ase:;) , ol =G, (asz;;) D€L (3.27)

As discussed in Section 2.3, there exists a bounded smooth positive scalar function 9 such that
Ge(T) =7 <|1'2|) 7,7 € R?. In particular, this implies for 8-networks that

c. >0. (3.28)
We consider the associated total energy to the above approximation system
6 (&) =iy (5 00 (087) as— 4 1 1Pas )

for & € AC*(Q:R¥) satistying &' (0) = £2(0) = £3(0),6'(1) = &> (1) =&3(1); ()
4o for any & € L?(Q;R3?) except those above,
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where as before

o 0 — Ge(w)]* 1
Q: : RS R, O ( )—( 5 8+|G£(u)|2>+\/5. (3.30)

Then (3.26) can be interpreted as a gradient flow with respect to the flat Hilbertian structure inherited

from L2, which is driven by this functional:

%ée =—-Vé&; (58) , & (0)=B.

We opt for using the same notation &; for a different energy in comparison with the other chapters.

3.4 Evolution by pseudomonotone maps and solvability of the approxi-

mation problem

Our next goal is to apply theory presented in [59] to show the existence and regularity of solutions to
the approximation problem (3.26) using Appendix A. Fix the initial data B/ € W' (Q) satisfying the
compatibility conditions as in Remark 3.3. Let us rewrite our approximation system (3.26) with the

help of the simple transformation
V(1) =& (t,5) = B (s),

arriving at

9, 0" — 0 <G£ <as (Ui+ﬁi>>) —'Ui_Bi =0, Vi,
v! (£,0) = v2(2,0) = V3 (1,0),
o' (1,1) =02 (1, 1) = V3 (1,1), (3.31)

v (0,5) =0, Vi,
21‘3:1 Ge (as (Ui-l-ﬁi)) (0)=0.

Let us rewrite this system in the form of the Cauchy problem (A.2). Let H = L? (Q;R3d ) be the

Hilbert space of triples with the natural scalar product. Consider the set
Vi={u={u'} € AC* (ﬁ;RM) such that ' (1) = u*(1) = (1) and u' (0) = u* (0) = > (0)}.

It is a separable reflexive Banach space with the norm inherited from H'. Define a seminorm on V by
[{u;}|v := ||[{dsui}||u. The required Poincaré inequality, cf. the Appendix A, obviously holds. Let
A:V = V*and A :V — V* be the mappings that are defined by duality as follows:

3
(A(v),8) = ;/01 Ge (r% (Ui+ﬁi)) -0,Gids, (3.32)
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(A(v),8) = —Z/Ol (vi+Bi) - Gids. (3.33)

Let A := A+ A. Then (3.31) rewrites as

CerA(E) =0 E0)=0 (3.34)

Note that the last equality of (3.31) is hidden in the duality in (3.32).

In order to check that Theorem A.8 is applicable to (3.34) we need to prove several auxiliary
statements. Since this material is very similar and the results are the same as Chapter 2.4, for the
majority of the statements below we do not give the proofs. The difference with the previous chapter
is the external force and, although it destroys the monotonicity, still it is very easy to deal with it as it
is an affine term. This is the reason why we do not give extra details. However, when it is needed, we
write the proofs. To avoid messy notation, we will omit the subscript €.

Lemma 3.6. The mapping A satisfies the inequality
(A(v1) —A(v2),01 —v2) > colvi —a;

for some constant co > 0 (depending on €) and any V1,0, € V.

Corollary 3.7. The mapping A satisfies the inequality
(A (1) = A(v2),01 = V2) > colvr — Vafy — |[01 = V||

for some constant co > 0 (depending on €) and any v, 0, € V.
Corollary 3.8. The mapping A is semicoercive.

Lemma 3.9. The mapping A is bounded.

Lemma 3.10. The mapping A is radially continuous.

Lemma 3.11. The mapping A is pseudomonotone.

Proof. By Lemma A.4 and the results above A is pseudomonotone. On the other hand, since the
Sobolev embeddings V C H and hence V C V* are compact, the affine map A is totally continuous.
Now Lemma A.6 yields the result. O

Corollary 3.12. Given B € W' (Q), the system (3.34) has a solution v = {v;} € W' (0,T;H) N
AC? ([0, T];V) that is understood in the same sense as in Theorem A.8.

Returning back to the variable & and leveraging elementary properties of G and VG, we get the

existence of approximate solutions.

Corollary 3.13. Given 3 as in Remark 3.3, there exists a solution & = & 10 (3.26) in Qr that belongs
to the following regularity class:

Elew! (0,T;L2 (Q))d NAC? <[0,T];Ac2 (Q))d,
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2 € AC? ([O,T];L2 (Q))d,
K= Ge@g) e (0.1:2(@)".
VGe(9:ET) € L™ (0,T: L7 ()",

omier” (0,T;L2 (Q))d N2 (o, T:H' (Q))d,
ok = 0, (GE (asn")> cr” (o, T.12 (Q))d N2 (o, T.H' (Q))d,

Il e L (0,T;L2 (Q))d.

The norms of the functions above in the corresponding spaces may depend on €. Note that at this
stage we cannot infer an L™ bound on d,&’ (even £-dependent) because we do not control d,&F on 9Q.

It is straightforward to see that & = &, from Corollary 3.13 coincides with the unique solution of
the gradient flow

d
Eé S —8Lz(Q;R3d)£5 (5) (3.35)

in the sense of Theorem B.2, where the driving functional &¢ was defined in (3.29). This in particular
implies that r — &¢ (5 (t)) is a continuous and non-increasing function.

3.5 Uniform estimates of the approximation solutions

Now we derive some energy inequalities with uniform (in €) bounds for the solutions &/ in terms of
initial datum. We use always C for a constant independent of €. We keep omitting €.

Proposition 3.14. Let & = {&'} be a solution of the approximation problem (3.26) in Qr as con-
structed in Corollary 3.13 Then for any T € (0,00)

1.
3 3
) max / |&élPds + / laséélzdsdt§0<2e” ( / |B"|2ds)+1>, (3.36)
i—11€[0,T]/Q Qi =1 Q

g/m |0 &P +IVG (&55) -5, &i[Pdsd
= Ci (@“’ (B)+¢"2 (11Bll2e) ) + 1) (3.37)

Proof. (Proof of (3.36)) We start by the following observation: remember the expression of F in
~1/2
(2.34) and G = F~!. Consequently one has T = £G (1) + (8 +|G(7) |2> G(7),7 € R?. Thus,

of?

e+ (e+1]G(1)]?)

G(1) 1= i
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Using the monotonicity of the scalar function r — F (r) := er+ \/8:7 in [0,00) and F (7) <1++e
one can conclude that

IG(1)| > Tm{r || > 1++€}. (3.38)

Hence by the conclusion above we have

ol

G(r) ©> — k&
e+ (e+e!) 2" et E

if || > 1+ /€. This can be rewritten as

G(08)- 08> &P in ((:5) €2 E (9)| > 1+VE).  (339)

We take the inner product of each equation (3.26) with &' and summing all, we have

yogg-ya(6(ag)) ¢+ Lt

Firstly we integrate over £ and then apply integration by parts

72/\5\2&— 2/ P agdsdt+z/ & dsds + = Z/us (s) Pds,  (3.40)

we have used the boundary conditions when we applied integration by parts: firstly we used that all
arms of the whips have the same value at boundaries s = 0, 1 and then the sum of G <c93§i> are O at
boundaries. Notice that these calculations could not be done for the triod case because of the different
boundary conditions at s = 1. Hence

3
;z‘j/ |E ‘st+2/ 8§dsdt
3
:2;Am%Wm+;Aﬁ%m (3.41)

After noticing that G (8@’) -9,&' is always positive, by Gronwall type inequality for t € [0,T] we
have

3 ‘ 3 ‘
Z/Qli’lzdséf,ez’ (/QIﬁ’IZdS> (3.42)
i=1 i=1

Maximizing both sides in #, we obtain the estimate for maxco r) 1EF(t,) || 2(Q)
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To show the estimate for ||0,&¢| 12(q,)> We use the estimate (3.39) and apply it to (3.41) to obtain

;/Qtaséipdsdtg < )i/ < >'9s§idsdt+<1+\@>23|gt|

3

3 (s) Pds + e+ Ve) Z/ B
+3(1—|—\[) |Q|

After taking the suprema over t, the last inequality with (3.42) yields

,Z”;“oa’;/ g 'deZ/ 9 ‘”S‘”“(Ze” (/e ws)“)

(Proof of (3.37)) We take the inner product of each equation with a,éji with related i and integrate
it over Q¢ and we sum them up

11/ \8,<§|2ds—lz{/ ( 5,& )a@mi/ £i9,Elds

After an integration by parts and using the boundary conditions we have the following equality

Z/ 10, 2ds = — Z/ (2&7) duetas+ 5 Z/lél ds—;g/gmqlds.

Note now that we have G (Bséi) 0xEl = 0,0 (8@’) (cf. (2.51)), using this we obtain

3

3 .
;/Qtwtélpdsdt—&—z Q asgz det—fz/ g |

i=17€

W

i - 2
3 QQ asp ds Z/\ﬁ]ds

Then we conclude that

3
112
r /Q 0,E Pdsdr + & (& (1,)) < & (B)

This in particular gives the decay of the energy
& (E(t,) <E(B) <eoforany te (0,7]

The lower bound of & (é (t, )) follows automatically by inequality (3.42). Indeed, from the
definition of & (é (t, )) , we see that the first term is always positive using the explicit definition of

Q¢ (+). Thus,
Ly t i 1 i
s X ([IpFas) <33 [ gfar< 6 (E)
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On the other hand, from the equality d;G (855i> = 0;&" — E' we deduce that for each i = 1,2,3

/ |VG-8SS§i|2dsdt:/ 2.6 (a) |2dsdt§2/ |a,§f\2dsdr+2/ & Pdsd
QT QT QT QT

The last two inequalities together yield (3.37). 0
Corollary 3.15. The norm ||c|| L (0711 (@) is bounded uniformly in €.

Proof. Remember the definition of ¢’ in (3.27) and we rewrite (3.40) using the definition

1 3/ ‘ 3 , 3 A 1S .
Sy [ e ) Pds = — /G’dsdt+ /\é’\zdsdt—kf /|ﬁ’(s)\2ds.
21X Jo Lo o 21X Jo

As in the proof of (3.36) we use the positiveness of [ G (&cé i) - d,&" and we can write

13 / ' ) 3 . 3 - 13 o
Sy [ e, ) Pds+ / oldsdt < / & Pdsdt + ~ /]ﬁ’(s)| ds.
2 1221 Q 1221 Q¢ ,:Zl Q¢ 2 1221 Q
We conclude the result using (3.42). ]

In the rest of this chapter, we do not give the majority of the proofs of the statements as the proofs
follow the same ideas as in Section 2.5. However, we provide a proof if there is an essentially different
result or proof.

Corollary 3.16. The energy of the approximation problem & (é (t)) is bounded from below for all
t € [0,T] uniformly in €.

Lemma 3.17. Given 8 > 0, the norm ||9,&f||, - (5.7:12(9) is bounded uniformly in €. Furthermore,

[EX+ HLm(&T;Lz(Q)) is also uniformly bounded in €.

Lemma 3.18. For fixed § > 0, the product |k'||0ssE" — €0,E"| is bounded in L™ (5, T,L? (Q)) uni-
Sformly with respect to €, i =1,2,3.

The next lemma follows the same idea as Lemma 2.15. It has some differences in the proof and it
is an elaborate proof, so we prefer to write it down.

Proposition 3.19. Given 6 > 0, the norm HKéHLN(&T;L“(Q)) is bounded uniformly in € for each
i=1,23.

Proof. This proof is done for one of the junction points, and it is valid for the other one too. From
now on, we do not omit the subscript €. However, in this proof we decided to swap the sub and
upper-indices for the sake of convenience and readability.

Step 1. We argue by contradiction. Assume that there is a sequence €" — 0 such that

163 | (5.re1()) =+
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Here, without loss of generality, we have chosen the generic i to be equal to 1. By the regularity
of d;k€" and d,E€" there exists a set T, of full measure in [§,7] such that k&' (¢) and EF'(¢) are
C'-smooth in Q whereas d;,EF" (1) € L2(Q) for every i and every ¢ € T,,. Furthermore, by Lemma
3.18 without loss of generality we can assume that o,k (¢) and |k€" (¢,-)||dsnE (t,-) — €"dskE" (t,-) |
are bounded in LZ(Q) uniformly w.r.t. nand ¢t € T,,. Let T := NuenT,. Then there is a sequence
(t",s") € T x Q such that |k&" (", 5") | — o0 as n — co. Thus,

K (0) = K () + [ 2et” (1,) 06
N——— s"

e <c

when n — co. Accordingly, |kt (#")| — 4o uniformly in s.

Step 2. By the boundary conditions,

Y kE(",0) =0. (3.43)

1
i=1

By the previous step, ]Kf”(t”,O)] — +o0. Hence we have two possible scenarios: The first option is
|K&"(#",0)| — +o0 and |k£' (#",0)| < C as n — +oo (up to swapping the second and the third arms).
The second one is |k£ (£",0)| — +oo and | &% (1",0)| — +o0 as n — +oo.

Step 3. We start by examining the second scenario. An argument similar to the one of Step 1
shows that |k£" (t")| — +co uniformly in s, i = 1,2,3. Since " € T, we know that

IKE" (1",) || 95 EE" (1",7) —edskE (1",) |
is uniformly bounded in L2 (Q). Hence,
05EF" (1) — €"05kE" (") | = 0
in L% (Q) as n — +oo. On the other hand, d;k" (¢") is uniformly bounded in L? (Q), whence
e"kE (") | =0

in L? (Q). We conclude that [ EE" (£7,-) | — 0 in L? (Q) as n — -+oo. By Remark 2.4, |k (",-)| > 1
implies |,EF" (¢",-)| > 1 (assuming n to be large enough).

Step 4. Let us prove that the points pf := & (i",0) + 9,&" (1",0) are close to the junction
EE" (", 1) for large n. Indeed

n n g n
DS (1,0) — A& (1",¢) | = ] [ () as

s, L
< /0 05s&F (1) |ds < \//0 105sEE" (1) |? ds — 0 uniformly in G as n — eo.
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Hence,

P} — é‘sn (fnv 1) | = ‘gign (tnao) - ‘:isn (fn, 1) +as§i£n (fn70) ’
1
_ ‘ [0 (.0) -2 (.5) ds| »0asn o0
0

Since the radius of the smallest enclosing ball is a continuous function of the points of a set, it follows
that the radius of the smallest enclosing ball of the three points p? is small for n sufficiently large.
Since the junction point nf" (#",0) does not depend on i, the radius of the smallest enclosing ball
of the three points pY := 8351.8” (#",0) is the same as the previous one (so again small). By Step 3,
|7| > 1. Moreover, since ¥'3_; k&' (#*,0) = 0 and p! = Fen (k€' (¢",0)), we conclude that the convex
hull of {p!} contains the origin. We arrive at a contradiction because by Lemma 2.14 the radius of the
smallest enclosing ball of {5} must be greater than or equal to 1.

Step 5. We now study the first scenario. Define p} and p! as in Step 4. The plan is to look at the
angle 6, between the position vectors of 5 and p; and to obtain a contradiction from that.

We first show that 6, must tend to 0. Indeed, mimicking the arguments of Steps 3 and 4, we can

prove that for i = 1,2 one has [9,EE" (#,-) | > 1 with n large enough, |95 EF" (#",-)| — 0in L? (Q) and

|pi — é’gn (t"7 1))| — 0asn— oo.

Hence,
= Bl = P = Pl = 18F (1) = & (" 1)) =0
Since we have |p'f| > 1,|p45| > 1, the angle 6, should converge to 0.

To obtain a contradiction, it remains to observe that 6, cannot tend to 0. Indeed, taking the scalar
product of relation (3.43) with

1

; ; d,EE (17,0
B o) o 5 (0)

we get

kf (7,00 A& (",0) | k("0 A& ("0 | k("0)  9&f (1,0)
K5 (1,0) 956" (1,0) | [&5" (¢, 0)| |9sGf" (7, 0)| * [K5" (¢, 0)| [s&f" (¢7,0) ]

=0. (3.44)

el

& (tn’o)ﬁérglgn @] > 0 by (3.27) and (3.28). The third term converges to 0.

Accordingly, the second term, which is equal to cos 6,,, cannot tend to 1. 0

The first term is equal to

Corollary 3.20. Given 8 > 0, the norm ||EL]| L= (5.7:W1(@) is uniformly bounded with respect to €.

Corollary 3.21. The norm ||k, (0.7 (@)) is bounded uniformly in €.

Proof. This proof is independent of the choice of i, so we write it as generic { upper-index for all.
Firstly, we show that |k’| is bounded in L' (0, T;L! (Q)) uniformly in €. Indeed, since Fe (K’i) =

0" we have | k| < 1 where |0,&7| < 1. But at the same time we have |k/| < ‘g’—é‘i‘ < |o’| for |0,&F| > 1.

These imply that |k'| is in the same space as |6?| and by Corollary 3.15 we conclude.
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Using a Poincaré type inequality for [|x||,, (07:L1() < C and that ||d;x'|| is uniformly bounded

in L? (0, T;L? (Q)) we conclude that [|k’[|, (o,7:#1(@)) 18 also bounded. o

Lemma 3.22. The norms ||o%| ;. (07 W11() and HGéHLm(a T (@) 4T bounded uniformly in € for
eachi=1,2,3.

Proof. This proof is independent of the choice of upper-index. Firstly, we start showing the boundness
of [|oL| 1 (0.1 (@) Using the equality 6’ = d,&' - k' with a direct computation we have d;6' =
o5k’ - 0;ET + k! - dE'. We estimate these terms separately. Firstly, by Proposition 3.14 we have the
uniform bounds for d;k’ = 9;G (8@”) and d,&" in L2 (Qr). This gives us the uniform boundedness
of d;k’ - d;& in L! (Q7).

Now, we start to estimate k' - dy,E. Observe that the explicit expression of A¢ in (2.36) for T € R?

gives us
= e e o1 % o+ o
Thus
Ge (2) 10811 < (e]oe (07) |+1) fedug'
< (s\Gg (a.&') |+ 1> VG (9.8") at’
By the explicit definition of F, this gives
Ge (28")- 28| < (10.81+1) |VGe (") 2| (3.46)

By the boundedness of [9,&| € L? (O, T,L? (Q)) and inequality (3.37) we conclude that k' - 9, &' =
Ge <8s§i) - d5s&" are uniformly bounded in L' (Q7), and then using Corollary 3.15 we finally obtain
oiel (0, T;wh! (Q)).

The bound for ||6]];- (5.1:12(9) follows immediately from the equality o' = d;&' - k’. Indeed,

Proposition 3.19 and Proposition 3.14 imply the required result. The H' bound follows as in Section
2.5. O

3.6 Existence of generalized solutions

In this section, we relate the results obtained for approximation problem to original gradient flow
problem. Now, we are at the position to define generalized solutions to the original problem (3.2) and

to prove their existence.

Definition 3.23. Given initial data B’ € W' (Q)? as in Remark 3.3, we call a pair (gi,ci) a
generalized solution to (3.2) in Qo if

i) - el ((o,w);wlvw(g))dmc,oc <(0,oo);C<Q)>dﬁACIZOC([O,oo);LZ (Q))d,
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- 9! eL,w< )
- 8§‘€Lloc< ,00 Q))
-olel” ( ) ;AC? (Q )86 € Mo (Qeo)

oagtegw(w )ﬂuﬂ())mﬂﬁm([,)mcagg.

o)) ne ( wo); L2 (Q))d,

loc

(ii) Each pair (éi, 6‘) satisfies for a.e. (t,5) € Qe

XE (t,5) = 0, (o" (1,5) D& (t,s)> +E (3.47)
o%ng(w@%ngﬁgm)zo, (3.48)
10,8 (1,5)| < 1, (3.49)

as well as the initial conditions
§'(0,5) =B'(s)

and the boundary conditions

(iii) The solutions &' satisfy the energy dissipation inequality

g/g]&éi(t,s)\z dsgglléi-(?,éi(t,s) ds (3.50)

fora.e. t € (0,00).

Remark 3.4. Note that (3.48), (3.49) is a minor relaxation of the non-convex constraint
0&" (t,5)| = 1. (3.51)

However, this is not a banal convexification of the constraint since (3.48) is still not convex. The
new constraints (3.48), (3.49) naturally appear from the (£, 0, k)-formulation (2.33). Moreover, if a
generalized (in the sense of Definition 3.23) solution (1, &) is C2-smooth, then it automatically satisfies
the strong constraint (3.51). We claim that any generalized solution (éi , o*i> with & € C! (Q;) N
C?(Q..) and |d;B| = 1 solves the gradient flow system. The reasoning is a little bit more refined
than in Remark 2.5. It is enough to show that the open set U := {(t,s) € Q.. : |d;&/| < 1} is empty.

We argue by contradiction. Suppose it is not empty, which implies 6/ = 0 a.e. in U due to relaxed
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constraint (3.48). This gives us immediately that d;,&’ = &7 in U, whence 0 (yas§i|2) = 2|d,&!|?. For
each (fo,s0) € U, lett; =inf{r > 0: (¢t,t9) X {so} C U}. If t; = 0 then

10,E% (t1,50) | = 1 (3.52)

due to our assumption about the initial data 8/, and if #; > 0 then (3.52) also holds by continuity of
0,&!. From 0, (]3Y‘g'i\2> > 0in U, we reach to following contradiction

10,&" (t0,50) |* > [95&" (t1,50) |* =1

and this ends the proof of the claim.
Finally, we emphasize that (3.50) is not direct consequence of (3.47), (3.48) and (3.49).

We remind here again that as in [61], our generalized solutions are, generally speaking, not unique.
Yet this has nothing to do with the fact that we slightly relaxed the constraint (3.51). As a matter of
fact, non-uniqueness can persist even if the strong constraint (3.51) is imposed, cf. [61, Remark 6.5].

For convenience, we first pass to the limit on finite time intervals. In what follows, we use again
the shortcut Qf = (6,7) x Q.

Proposition 3.24. Fix T > 0 and a small § > 0. Let & be a solution to (3.26) in Q7 as constructed
in Section 2.4. Let (Ki, Gi> be defined as in (2.39). Then (up to selecting a subsequence €") there

exists a limit (§',6', k') such that as € — 0 we have

. . d _N\d
&L — &' weakly-* in L (5, T;Whe (Q)) , strongly in C (Q’}) and weakly in L* (Qr)°,

0,EL — 0,&! weakly-* in L (5, T;L? (Q))d and weakly in L? (Qr)d,
&l — 0,&" weakly in L? (Qr)d

ol — o' weakly-* in L (5,T;H1 (Q))

050\ — dy0! weakly-* in M (Qr),

K. — k' weakly-* in L™ (5,T;H1 (Q)) and in A <[0,T];Hl (Q))

The limit satisfies the relation

K=ol eL” (5,T;H1 (Q))
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and solves (3.2) in Q7 in the sense that

9E =9, (ofasgl) V& ae in 9,
i (yasgiﬁ - 1) —0ae. in O},

! (t70) = 52(t70) = 53 (Z‘,O),

! (tvl) = 52(t71) = 63 (l‘,l),

Q

e e

k'=0ats=0andats=1 forae te(5,T).

-

i=1

We do not give the proof of the proposition as it is similar to the proof of Proposition 2.19. One of
the novelties is the presence of the spaces of measures but they do not create any trouble being dual to
separable spaces of continuous functions. The validity of the initial condition &7 (0,s) = B (s) will be
discussed in next remark.

Remark 3.5 (Initial conditions). By the Aubin-Lions-Simon theorem, the embedding

HY0,T:L2(Q)) c c([0,T];H '(Q))

is compact. Since & (w.1.0.g.) converge weakly in H'(0,T;L*(Q)) we can pass to the limit in the ini-
tial conditions to obtain 7 (0, -) = B%in H~'(Q). However, since H' (0, T;L*(Q)) = AC?(0,T; L*(Q)),
the initial conditions actually hold in L?(Q).

Proposition 3.25. Let (éi, Gi> be the limiting solution obtained in Proposition 3.24. Then
(i) [0,E%(t,s)| < 1fora.e. (t,s) € Qk;
(ii) o >0 fora.e. (t,s) € Qf;
(iii) (3.50) holds for a.a. t € (5,T).
We omit the proof since it follows the same lines as the proof of Proposition 2.20.

Theorem 3.26 (Global existence of generalized solutions). For every initial configuration ' €
whe (Q)d, i=1,2,3, meeting the assumptions of Remark 3.3, there exists a generalized solution to

the system (3.2) in Q... Moreover, those solutions satisfy 6" (t,s) > 0 for almost every (t,s) € Qe.

Employing a diagonal argument and taking into account Proposition 3.25 and Remark 3.5, we
can deduce Theorem 3.26 from Proposition 3.24. This proof follows the same ideas as the proof of
Theorem 2.21.



Chapter 4

Inhomogeneous Whips

4.1 Introduction to inhomogeneous inextensible strings

In this chapter we study the equations of motion of a single inextensible inhomogeneous string, in other
words, we take n = 1 in system (1.1) but allow for variable p(s). We derive uniform energy estimates
for the approximation problem and show that the limiting functions are generalized solutions to the
overdamped inhomogeneous whip equation (4.4). At the end of this chapter, we show exponential
decay of the energy. The long time behaviour of solutions is the highlight of this chapter. In this
chapter, for the global existence of approximate solutions we used a simpler technique in comparison
to the previous chapters. The reason is explained in this chapter. Due to the complexity of the previous
models we did not have any results on long time behaviour, but in this chapter we manage to derive
exponential decay of the energy and long time behaviour results. Vorotnikov and Shi obtained similar
results in [61] for homogeneous whips. In this chapter, our results are an extension of their results to
inhomogeneous whips. Furthermore, to the best of our knowledge this is the very first work that does

mathematical analysis of inextensible strings that are inhomogeneous.

For an unspecified external force y = v (s7 n,asn), and inhomogeneity function p = p(s) a

general system of equations of motion of inextensible strings reads as following:

pattn = aS (Gaﬂ']) + v,
’8Yn’ - 17

n (O,S) = OC(S), an (O,S) :ﬁ(s)'

Let us directly pass to our specific system of this chapter: we study the equation of motion of
inhomogeneous whips under the effect of gravitational force. Inhomogeneous whip means that the
material that the string is made of is not a constant function, it is a function of s, and it will be denoted
by p (s). Physically, p(s) is the density of the string which does not change with time because the
string is inextensible. Throughout this chapter even if we do not particularly mention that a whip is

inextensible or inhomogeneous, it is considered to be inhomogeneous and inextensible.

63
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The full dynamical system of motion of inhomogeneous inextensible string under the force of
constant gravity (that will be derived below) reads as

pattn = 0s (Gaﬂ]) +p8,
[dn| =1,

(4.1)

here s € [0, 1] is the arc length parameter and r € R is the time, p = p (s) comes from the inhomo-
geneity of the string, 6 = o (¢, ) is the tension, it is a Lagrange multiplier as in the previous chapters,
and 11 = 1 (¢,s) is the displacement. Due to the inextensibility of the string, we still have |d;n| = 1.

We impose the whip boundary conditions:
n(t,1)=0and o (¢,0) =0. 4.2)

The potential energy of the string is

1
50”?34(—p@-n- (4.3)
Throughout this chapter, we assume that
0<p(s) <1, Vsel0,1].

Physically this makes sense as the density p (s) of a material should always be a bounded nonnegative
function. Here we allow that p can be 0 for some s € [0, 1] or even take one of the two values 0 and
1 everywhere. In particular, p is not assumed to be continuous in s. This is inspired by the Muskat

problem (imagine a whip made of a porous material).

The system (4.1) is related to the following gradient flow (the calculations that justify it can be
found in the next section):

8tn :8s (Gasn)+pg7
|aSn| = 1’

n(t,1)=0and o (¢,0) =0,
n(0,s) =o(s).

Physically speaking, when (4.1) is overdamped by a heavily dense environment, we obtain (4.4).

(4.4)

Note that we lowered the order of the system and we remain just with one initial datum as explained
in Remark 2.1. The new system can be viewed as the gradient flow on <7 := {n € H? (0, ;R4 ) :
n (1) =0and |dyn| =1,Vs € [0,1]} driven by the potential energy (4.3):

d
= "Va&), “.5)

where the space of arcs .¢7 is viewed as an infinite-dimensional Riemannian submanifold of [? (0, I;Rd) ,
similarly to related observations in the previous chapters. We assume that |g| = 1, we remind that this

assumption is only for simplicity.
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As we wrote in the first chapter that Muskat equation is a system where you have inhomogeneity
of an incompressible fluid [12, 16-18, 64]. Here, the inhomogeneity of the string represents a similar
feature. Remember that we discussed the physical meanings of each equation in Muskat system in
Chapter 1. In system (4.4), the first equation is reminiscent to the Darcy law in the Muskat equation,
where the velocity is the projection of pg towards admissible velocities and the second equation is
like the incompressibility of a fluid.

In comparison with the previous two chapters, in this chapter we use the theory developed by
H. Amann in [1] and Ladyzenskaja, Solonikov and Ural’ceva in [34]. The reason is that as we have
stressed out before, the presence of uncommon boundary conditions in the previous two systems.
Here, the boundary condition (4.2) is more standard. The result in [1] is used for the existence of a
unique smooth solution for the approximation system and a technique from [34] is used to prove a
weak type maximum principle.

4.2 Derivation of full dynamical system and of the gradient flow

In this section, we show that system (4.1),(4.2) can be viewed as a manifestation of the celebrated
physical principle of least action [5, 23]. This section is only intended to show the derivation of main
system (4.1),(4.2) and to obtain the gradient flow (4.4). It has the same spirit and ideas as Section
2.2. Our motivation of doing this again for inhomogeneous inextensible strings with whip boundary
conditions is that it is not written explicitly anywhere in literature. In this section we are formal and
assume that p and other functions are sufficiently regular.

We define the action functional S (1) as the time integral of the difference between the total kinetic
energy K(7) := fol p%|8,n |ds and the total potential energy P(t) := fol —g-pnds

T 1 5
st = [ Ko -rP@ar= | (zp\am\ +g-pn)dsdz. 4.6)

Consider the following set of inextensible strings with whip boundary conditions and with fixed initial
and final configurations:

W= {n eC' <Q;Rd> 192 =1,1(T,s) = nr(s), 4.7)

77(171)20’ TI(07S):O‘}» (4.8)

and let us look for minimizers of the functional S within the constraint set 2J. We claim that for each
local constrained minimizer 7 there is a scalar function ¢ such that the pair (1, 0) is a solution to

(4.1), (4.2). Indeed, take any local minimizer 1. Let € be a positive small parameter. Let h = h(€) be
arbitrary element of C! (Q, R? ) , satisfying the following conditions

h(t,1) =0, h(0,s) = 0,h(T,s) =0, (4.9)
205h- 9 + €|dsh)* = 0. (4.10)

We claim that
n+ehe. “4.11)
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By the construction of /, we only show that |d,(n + &h)|? = 1 as it is the only nonobvious condition.
Indeed,
|0s(n +eh)|> = |9,n|* +2€0yn - dsh + 2| dsh| = 1

due to (4.10). Since 1 is a constrained minimizer, we have the following inequality

1
/ (p\8,n+£8,h|2+g'p(n+£h)>dsdt
Qr \ 2
1
2/ (plazn|2+g-pn>dsdt- (4.12)
Qr \ 2

Dividing by €, we can recast this in the form

1
/ <pa,n-ath+p28|ath|2+g-pn> dsdt > 0. (4.13)
Qr

Letting € — 0 we get
/ p (din-0h+g-h)dsdt > 0. (4.14)
Q

T

Observe that the condition (4.10) as € — 0 becomes
dsh-dn =0. (4.15)

The possibility of replacing & and —# in (4.14) without violating the constraints (4.9) and (4.15)
allows us to have the equality in (4.14):

/Q p (din-dh+g-h)dsdt =0. (4.16)

T

Now, we apply integration by parts to the equality (4.16) in order to obtain

/Q p (dun —g) -hdsdt =0 (4.17)

T

for all & satisfying (4.9),(4.15). Denote

2(.9):= [ p(¢) (9 (1.0) ~ ) dc.

We rewrite (4.17)

dsZ - hdsdt =0
Qr

and apply integration by parts

Z-dhdsdt =0 (4.18)
Qr

for all & satisfying (4.9),(4.15). Finally, by Hilbertian duality argument, it is possible to deduce
from (4.18) that there exists a measurable scalar function o (z,s) such that Z = dyno. Notice that
Z(t,0) = 0 which automatically allows us to secure the other boundary condition ¢ (z,0) = 0. Hence,
we derived the system (4.1),(4.2).
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In the rest of this section, we derive the gradient flow (4.4) from (4.1).

The gradient flow (4.4) is a model of motion of an inextensible string with whip boundary
conditions, which is overdamped by a heavily dense environment. The motion of the inextensible
string is subject to a frictional force f; = cd;n (here ¢ is the damping coefficient on the string, it is
important to notice that the amount of the friction is independent of the material of the string., i.e. of
p) and a gravitational force f,. Thus it is governed by the system

P (5)0um (1,5) = 0 (§ (1,5) O (1,5)) + fo — fa
10,1 (1,5)| = 1.

Assume that the gravity is of the same order as the damping, that is, f, = pcg for some constant vector
g (the gravitational force acts on the mass and not on the volume, so it depends on p as in (4.1)). We
divide the equations by ¢, and letting 0 = {/c and ¢ — oo we formally deduce

oM (1,5) = 2, (0(1,9) 2,1 (1,9)) + pg
\9s77 (I,S) ’ =1L

We complement the system with the initial/boundary conditions

4.3 Approximation problem and energy bounds

In this section, we introduce an approximation to system (4.4) by L*-gradient flows.
We will use the same functions F; and G, as in Section 2.3.

Let k¥ = 0,1, and then the system (4.4) can be written as

on = dik+pg
K= 00N (4.19)
o =K-0d,

here (1,0, k) € R x R? x R solves the new system, and initial/boundary conditions are the same as
(4.4). The heuristics beyond this system is similar to the one in Section 2.3. Fix € € (0, 1/ 16). Itis
convenient to work with the following approximation problem

9N = 05 (Ge(9sMe)) + peg in (0,00) x (0,1) (4.20)
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with initial/boundary conditions

Ne (tal) =0, asns (t,O) =0

“4.21)
Ne (0,5) = Qe (s).

For technical reasons, the new initial data o (s) is chosen to approximate the possibly nonsmooth
given initial datum o in C|0, 1]. Here, o (s) and p; (s) are smooth functions in [0, 1]. Using the fact
that VG is smooth in its argument and positive definite, the system (4.20),(4.21) is well-posed. Given
any initial data o (s) satisfying the above boundary conditions, the existence of a unique smooth
solution 1g : C= ((o, T] % [0, 1];Rd> ne ([0, T] % [0, 1];Rd> to the system (4.20),(4.21) follows from
Amann’s theory [1].

In comparison with the original equation (4.19), we define

og .= G¢ (&vne) -0y M. (4.22)

We consider a new energy which is associated with the approximation system (4.20), (4.21):

Se(N) = fo] Qe (3s77e) d5+f()l (_Peg> -nds
for n € AC*(Q;R3?) satisfying 7 (0) =0; (4.23)
40 for any 1 € L>(Q;R?) except those above,

where Q, : RY — R is given as before

[ 1Gem)]* 1
O (u) =¢€ ( > AT !2> +Ve. (4.24)

In this way, (4.20) can be interpreted as a gradient flow with respect to the flat Hilbertian structure of
L?, which is driven by this functional

d
Ene = —V28:(Me), Ne(0,5) = e (s).

We derive some energy inequalities with uniform (in €) bounds for the solutions 1), in terms of
the initial datum. In sequel, the generic constant C will be always independent of €, also we will drop
the dependence of € and only write 1 = 1., G = G, etc. We start by stating a remark about initial
data and density function p.

Remark 4.1. Given any initial datum oc € W' (0,1)? with o (1) = 0 and |9yt (s) | < 1 to the original
problem (4.1)-(4.2), it is possible to find smooth @, satisfying a, (1) = 0 and dsae (0) = 0 such that
oz — o uniformly and |d;ae| < 1, see [61]. For such approximations the initial energies & () are

~ r ~
uniformly bounded in € € (0,1/16). To see this, we define F (r) := &r+ ——, and F (i) > 1

and using the monotonicity of £, we have |G¢ (1) | < ﬁ if |7| < 1. Then, from (4.23) we see that
8 (o) <2if |dsae| < 1.
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Given any function p € L~ ([0,1]) with 0 < p (s) < 1 which is allowed to be a discontinuous
function in original problem (4.1), we can find p, — p weakly* in L™ ([O, 1]) such that 0 < pe < 1is
a sequence of smooth functions.

We start from an energy estimate that is similar to the ones in the previous chapters. We however
prefer to present the proof for completeness.

Proposition 4.1. Given o, ps € C” as in Remark 4.1, let Mg be the solution to the approximation
problem (4.20)-(4.21) in Q. Then for any T € (0,)

max/ \ng(t,-)|2ds+/ |8mg|2dsdt§C<eT/ |ag|2ds—|—1>, (4.25)

t[0,7].JQ Qr Q

/Q 107e| + [V Ge (0,m) - Osne Pdsdt < C (5 (0) + e[|t 120 + 1) (4.26)
T

Here &, as defined in (4.23), is associated energy for the approximation problem.

Proof. In this proof, as we agreed above we drop the dependence of € for readability.

Proof of (4.25). Start by taking the inner product of the equation with 1 and integrate in space
and time. After an integration by parts in space we obtain

/ on-n dsdt:—/ G (9n) - 9osn dsdt+/ pg-ndsdt, Ytel0,T].
Q¢ Q¢ Q¢

Application of the Young inequality yields

1 2
3 [ In (o) Pds+ [ G(om)-am dsas
1 1 1
S*/ Ia(S)\zdstf/ |17|2dsdt+f/ Ip|?|g|?dsdt. (4.27)
2 Q 2 Q¢ 2 Q4

Using the non-negativity of the second term on left hand side of the inequality (4.27) and the
Gronwall’s inequality, we get

/|n(t,s) 2ds < ¢ </ \a\2ds+1> (4.28)
Q Q

We use that fol |p|?ds < 1. Maximizing both sides in ¢, we obtain the estimates for max(o.7] |11 () l[2(0)-

Before we give the estimates for ||d;n|| 2(ay)> Ve remind the following result

G(dsm)-dn > in {(t,5) € Q¢: oM (t,5)| > 1+ ¢} (4.29)

1
— |0, 2
Hﬁ\‘nl
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from the proof of Proposition 3.14. Now, we will give the estimates for ||ds7]|] 2(ar)’ Apply (4.29) to
(4.27):

/ ’asn‘stdt < (8+\/§)/ G(asn) - 05N dsdt + (1 +\/§>2/ dsdt
0 0 okt

t

8+2\/§/Q|a(s)|2ds+‘H_z\/g/ﬂt|n|2dsdt+ ((1+\/E)2+

<

£+2\/§> 1

After taking the suprema over ¢, with (4.28) yields

max/ n () |2+/ |8Sn]2dsdt§C<eT/ ||oc\|2ds+1>. (4.30)
Q Qr Q

t€[0,T]

Proof of (4.26).We start by taking the inner product of equation with d;n and integrate over ;. After
integration by parts, we end up with

/ Ic?mlzdsdt:—/ G (dsn) dun dsdt+/pg-n(t,-)ds—/pg.ads.
jol 9] Q Q

t

Here we have used the boundary conditions d,;7 (t,1) = 0 and dsn (¢,0) = 0. Now, we will use that
G (asn) astn = aIQ (asn) )

K
remember that this follows from dyn, = ex + ﬁ and the following equality
E+|K

com_ed (IKF_ 1
st dr ) e 1 el n ]K‘z .
Then we can write the following
/ |9z77|2dsdt+/ 0 (9m) (t,°) ds+/ (—pg) m(t) ds
0y Q Q
= o) d +/ — -o ds,
| e(0) ds+ [ (=pg)-aas
or using the definition of &, we can rewrite
[ 1amPdsdi+ & (n(.)) <& (@).
t
By this, we deduce the decay of the energy
EM(t,) <&(a) <eo foranyte (0,7].

Using (4.28) and the definition of &, we immediately have the lower bound, taking in account that
initial data is bounded

o ([jafase1) <L [ .o Pas—1 [ Pleas< s (i)
A 2 Jo 2Jo
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On the other hand, from the equation 9,G (d,17) = d;n — pg we deduce

/ \VG~¢9SS17|2dsdt:/ ]&YG(am)]stdtgz/ \a,n\2+z/ pgl?
Qr Qr Qr Qr

<2 [ 1anP+29,

From the last two inequalities, we have (4.26). 0

Next we estimate supg, |ds7e|. For this we take the spatial derivative of the equation and let
ug 1= dyNe. Then ug solves the following system

e = 95 (VG (ug) dsute) + 0speg,
e (1,0) = 0, 3G (ug) (t,1) = —peg, 431)
ug (0,5) = dste (s) := Pe ().

Proposition 4.2. Let ug and B¢ be as above. Then there exists a positive constant C = C (T) such that

sup |ug| < Csup |Be|.
Q7 Q

2
Proof. Let k be a constant with k > max{supg, |B|, (1 + \/5> }. We use the following sets Ak (¢) :=
{s€Q: |ul?(t,s) > k} and Q¢ := {(1,5) € Qr : |u]? (1, 5) > k}. Denote v() := (yu|2 —k> and take
+
the inner product of the equation (4.31) with uv(k ), integrate over 7 we obtain

8tu-uv(k)dsdt :/ Jy (VG(M) Gsu) -v(®) dsdr

Qr Qr

(4.32)

+ /Q 9 (pg:)_f-\ (uv(k)) dsdt

=B

Before we start to show the estimates term by term, notice that
®) =Ly 0p
Qu-uv\®) = 18,|v ]

and with the choice of k ( such that y(®) (0,-) =0) we deduce

We start by using integration by parts on the first term of the right hand side of (4.32) and we have

A :/OT (—pg)- <W(k)> (1,1)dt

— [ VG(u)du- asuv(k) — [ VG(u)du- uasv(k)dsdt.
Qr Qr

(4.33)
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2
For the last two terms of the right hand side of the last equality, using A, (7) > 1 if |7]* > (1 + ﬁ) ,

which follows from € € (0, 1/ 16) and from the expression for A in (2.35) and from the estimate

G()| Zwléi“ (7)1 > 1+ V&),

we get

VG(u)&yu~asuv(k)dsdt2/ ]avu\zv(k)dsdt.
Qr Qr

By very similar arguments, we get

VG (u) vt udy ¥ dsdr > 1/ |8sv(k)|2dsdt.
Qr 2 Jar

For the first term on the right hand side of (4.33), we use the boundary condition u (z,0) = 0 and the
fundamental theorem of calculus to write

/OT (—pg) - w®) (1, 1)dt :/QT ) <(—pg) : <uv(k)>> dsdt
- [, -ape)- (uv(k)> [ () <8suv(k)> [ (-pe): <u85v(k)> (4.34)

=D

Let us start by rewriting D, here we use integration by parts and boundary conditions
T
—D = —/ (pg) - o <uv(k)) dsdt—i—/ (p(1)g)- <uv(k)> (t,1)dt
Qr 0

_ /Q (pg): <asuv(’<)>dsdz— /}3 (pg): <u(9sv(k)>dsdt

+p (l)g/oT (uv(k)> (t,1)dt. (4.35)

Remember that we dropped the dependence of € for readability. So p = p¢ is a smooth function and
the value p (1) is defined and bounded by 0 and 1.

Now, we give estimates for B, we use integration by parts and boundary conditions

B=-— /Q (pg): (8Suv(k)> dsdt — /Q (pg): <uasv(k)>dsdt
1p(l)g /O ! (uv(k)) (1,1)dr (4.36)
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We will use the Young inequality for the first two terms and remember that |g| = 1 and p is bounded

_/QT (pg) - (8suv(k)> dsdr < /DT |P||as”"(k)|

< / 13yu|[v (O dsdie
Qr

_ / <|asu|v(k)]l/2) W82 gsdr

Q7

< / |95t disdlr + / v(8) dsd 4.37)
Qr Qr

Similarly, we estimate the next term

B /QT (pg)- <u5’xv(")> dsd < /Q ) lu) |9 (8 |

i
< / |+~ / 19, (8) 2dsd (4.38)
Qr 4 Qr

Notice that in (4.35) and (4.36), the last terms are same, we will estimate them together. We use
fundamental theorem of calculus and boundedness of p with the Young inequality,

p(l)/OTg- (uv(k)) (t,l)dt:p(l)/QTg-Bs (uv(k)>a’sdt
=p(1) </D gﬂsuv(k)dsdH—/D g-u&sv(k)dsdt>

< / |9ua| (8 |disdlz + /D lu]|9v(¥) | dsdt (4.39)
Qr T

The right hand sides can be further estimated in the same manner as above. We combine all above
inequalities, we deduce that there exists a universal constant C (independent of €) such that

sup |v(k)|2(t,-)ds+/ |8Su|2v(k)dsdt+/ \8Sv(k)|2dsdt (4.40)
1€[0,7]/ L Qr Qr

<C v(k)dsdt+C/ \u|dsdt
Qr Qr

<c | v®dsdr+c / kdsdt
Qr Qr

where the last inequality follows from |u|? < (\u!z - k) th=v0) k. Using the Young inequality
+
and Holder inequalities, we have

g 1 T T
c| vWasar+c [ kdsar <~ sup [ PO, )ds+C / A (1) |d1 +Ck / Ay |di
Qr Qr IE[O,T] Q 0 0
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Note that the constants are generic and can depend on 7. Note that the first term can be absorbed by
the left hand side of (4.40). Thus,

T
sup [ WP, ds+ / 19, Pdsdr < Ck / A (1) |dt.
1€[0,7]VQ Qr 0

Using the Theorem 6.1 in Chapter II of the book [34] of Ladyzenskaja, Solonnikov and Ural’ceva, we
get
sup |ul” (1,5) < 2(1+C)sup|B|* (s)

Q

Qr

4.4 Existence of generalized solutions

In this section we state the main theorem after defining the solution and showing the convergences.

Proposition 4.3. Given any T > 0, let ¢ be a solution to (4.20) in Qr with the initial/boundary
conditions (4.21). Let (Kg,O¢) be as in (4.22). Assume that HOtgHLz(Q) and &; (ate) are bounded
uniformly in €. Then

(i) Along a subsequence € — 0 one has

d
- Ne — N weakly* in L™ (O, T,Wh= (Q)) and strongly in L* (Qr)*
- 9 Me — M weakly in L? (QT)d
- O — O weakly in L* (O,T;H1 (Q))

(ii) The limit (N, 0) satisfies
d
oo € L2 (0,T;H‘ (Q))

and solves (4.4),(4.2) in the sense that

o = o, (cdn) +pg, © (yasmz— 1) —0
n,1)=0vs, n(0,s) =a(s) Vs, o(¢,0) =0 fora.e.t.

Proof. Proof of (i) The compactness results for 7, follow immediately from the uniform energy
bound in Proposition 4.26 and the L bound for dyn, from the Proposition 4.2. Also for the uniform
boundedness of o we use Proposition 4.2. We do not give more details of this proof as it follows the
similar ideas in proofs of Lemma 2.17 and Proposition 2.19.

By a very direct computation dyGz = dyK; - dyNe + Ke - dsNe. We will estimate the two terms
in the summation separately. First by (4.26) and Poincare’s inequality we immediately obtain that
Ke = G (9sM¢) are uniformly bounded in L? (0, T:H! (Q)) ; note that the whip boundary conditions
help us in comparison with the previous chapters. This together with Proposition 4.2 gives the uniform
boundedness of dyk - dyMe in L? (Q7). The second term ke - dys7e can be estimated as in Proposition
2.19.
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Proof of (ii). From the energy uniform bounded showed in (4.26), we see that there exists
k := lim K, in the weak topology of L? (O, T:H' (Q)) .

The passage to the limit from the approximating system to the original problem is done as in the
proof of Proposition 2.19. However, let us point out some differences. The omitted parts of the proof
heavily rely on the estimate (4.2). In the proof of Proposition 2.19, we had different estimates but still
similar bounds that we could use the same ideas in the proof. Finally since we approximated & and p
let us see how we proceed with the corresponding terms.

It is easy to see that p,g — pg weakly* in L™ (Q) as g is constant and 0 < p, < 1.

We now observe that by the Aubin-Lions-Simon theorem
L (o, ;W' (Q)) NH! (o, T2 (Q)) cc ([O,T];c(fz))

and the embedding is compact. Without loss of generality, we may therefore assume that 1 — 1e
strongly in C ([O, T] x Q). Hence, @ = n¢ (0,-) — 1 (0, -) uniformly in s, thus ) (0,-) = a. In a very
similar way we obtain the required boundary condition at the fixed end.

To check the validity of the boundary condition for ¢, we swap the variables ¢ and s, noting that
o¢ are uniformly bounded and weakly converging in H' (07 1;L2 (0, T)) Employing for instance [71,
Corollary 2.2.1], we get

H! (0, 1,12 (o,T)) cc ([0, 1];22 (0, T)) .
Hence, by the Aubin-Lions-Simon theorem, the embedding

H! (o,l;L2 (o,T)) ([o 1; )
H-

is compact, whence we may assume that o, — o strongly in C <[O 1];H-1(0, T)) Using (4.20) and
(4.22), we get 0 = o¢ (+,0) — o (-,0) in H~'(0,T). Consequently, o (t,0) = 0 in L? (0,7 and for
a.e.t. O

Definition 4.4. Given an initial datum o € W= (Q) with (1) =0, [d,0t(s) | < 1and 0 < p (s) < 1
for almost every s € Q, we can call a pair (1,0) a generalized solution to (4.4),(4.2) in Qu =
(0,00) x Q if

(i) The pair (n,0) and their derivatives or products belong to given spaces as following

ne g (0.0 (@) nack, (0.2 @)

cel?, ([o 00); H? (Q))) com e L2, ([o,oo);H1 (Q)))d
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(ii) The pair (n,0) for a.e. (t,s) € Qo

o (t,5) = s (o (t,5)om (t,5)) +pg 4.41)
o (t,5) (1 (1.5) P~ 1) =0 (4.42)
|dsm (2,5) < 1 (4.43)

and the initial/boundary conditions

n(t,1)=0forallt, n(0,s) =a(s) Vs, o(¢,0) =0 fora.et

(iii) The solutions 1 satisfy the energy dissipation inequality
/ |dim (fas)‘zdsﬁ/gp-atn(t,s)ds (4.44)
Q Q

fora.e. t € (0,).
Proposition 4.5. Let (1, 0) be a limiting solution obtained in Proposition 4.3. Then
(i) |9sn (t,5)| <1 fora.e. (t,s) € Qr
(ii) o (t,s) >0 fora.e. (t,5) € Qr
(iii) (4.44) holds for a.a. t € (0,T)

The proof of the proposition above is very similar to the proof of Proposition 2.20.
We state the theorem that provides the global existence of generalized solutions.

Theorem 4.6 (Global existence of generalized solutions). For every a € W' (Q)? with n (1) =0,
|0sa| < 1 fora.e. s € Qand given 0 < p (s) < 1in L (Q) there exists a generalized solution to (4.4),
(4.2) in Qw. Moreover, those solutions satisfy o (t,s) > 0 for almost (t,s) € Qe

We use a diagonal argument for existence of subsequences and take into account Proposition 4.5
and Proposition 4.3. After these, we deduce Theorem 4.6 from Proposition 4.2. This proof follows
the same ideas as the proof of Theorem 2.21.

4.5 Exponential decay and long time behaviour of solutions

The main goal of this section is to show that the relative energy decays along the trajectories of the
generalized solutions of (4.4), (4.2) exponentially fast. Remember that the potential energy is given in

(4.3), and we define the relative energy as

where 7., is the downwards vertical stationary solution:

N (s) = (1—s)g and O (s) := /Osp.
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We will show that & (¢) has an upper bound which decays exponentially fast to zero as t — co and this
together with non-negativity of the relative energy implies the convergence of 1 (¢,-) to N in L? ()
with an exponential convergence rate.

We notice the following equality

1 1
— [ ~pg-nds= [ oug-am ds
0 0

because of the boundary conditions (4.2). Observe also that & () is continuous in time because
d
neAC, (10,117 (9))) .

Now, an easy computation gives us that d;n. = —g, SO we can write

1
f0- [ e ana
0
Thus, by adding and subtracting same terms we deduce the following
E(1)=61)-&(n.)
1
:—/ CooO5Neo - 05 (1 — Moo ) d's
0
1 1
:_/ Gwasnm'asn+/ Gw‘asnw|2ds
0 0
1 1
. / OOl - Dy s+ / 0|9 s
0 0
1 1 1 1
+ / 0|91 [2dls — / 0|9 s + / 0] - Ayl — / DT - DT ds
0 0 0 0
1 1
[ owom-a.(n—n.)ds+ [ oulo(n—n.) Pds.

Also, notice the following equality by using the definition of the relative energy

1 1
g(x):/ Gw83n~8s(n—nw)ds—/ o (o[~ 1) ds
0 0

We have used that (1) = — fol 005 Neo - OsMNeols = — fol Owds. Now, combining both expressions of
the relative energy, we obtain

2/ o9 (1 — M) |2l — = /ow yan|2—1)ds (4.45)

Remark 4.2. From the equivalent expression of the relative energy & (¢) in (4.45), |d;n| < 1 a.e. and
the continuity of ¢ — & (¢), we immediately obtain that & (r) > 0 for all # € [0, o).

Remark 4.3. We will now proceed with proving the exponential decay under the assumptions Cs~2 >
o ! for a positive constant C and ¢ > 0. The assumption 6 > 0 a.e. in Q.. is not restrictive. It
is satisfied by the generalized solutions existing by Theorem 4.6 for all Lipschitz initial data with
o (1) =0and |dsa (s)| <1 fora.e. s € Q. The first assumption is also not very restrictive and just
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says that the density p(s) near s = 0 should either be bounded away from zero or decay to zero at
most linearly.

Lemma 4.7. Let (1,0) be a generalized solution in the sense of Definition 4.4. Assume that 6 > 0
almost everywhere in Q.. and Cs~> > 62! for a positive constant C. Then there exists a universal
constant co > 0 such that

1
(1) <o /0 19m (1,5) [2ds (4.46)

fora.a. t > 0. Here, & (t) = & (t) — & (M) is the relative energy, defined as before.

Proof. Using the equation of 1) and Hardy’s inequality, and remembering that kK = 6d,n (in particular,
we can define accordingly K. := 0w0s1e = —g Jo ) We obtain for a.e. 7 € (0,00):

1 1
/|a,n|2ds:/ 10,k + pg|Pds
0 0
1
:/ |95k — Ko
0
1
26/ 572K — | 2ds
0
1
26/ ok — k.|*ds
0
1
:6/ G;”Gasn _GooasnDO|2ds.
0

Here C is a universal constant which is independent of 7 and we used the assumption that we have for
the density Cs~2 > o, !. This implies for any ¢ = ¢ (t) € C° (0,0), ¢ >0,

/ |9 [*¢dsdt >C / 05|00 — 60w |* ¢ dsdt. (4.47)
Q.. Q..

We take the precise representatives of d;n) and ¢ and define

Q1= {(t,5) € Qw97 (1,5)] = 1},
Q1= {(t,5) € Qu:|on (t,5)| £1, 6 (1,5) =0}, (4.48)
Qo ={(t,5) € Qu:|on (t,5)| £ 1, 6 (1,5) #0}.

Using that o = 0 in 5 1, (4.47) has the following estimate

/ 0m 0 dsd > E/ 0|0y 20 dsdr = 6/ 6.0 dsdt.
Qoo Q1 Q1

Combining all we end up with

/ | [*odsdr > 9/ O dsdt+g/ 0. '169n — 6w0sN..|?¢ dsdr. (4.49)
Q. 2 Ja,, 2 Ja.
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Now, we will give an upper bound for the relative energy & (¢) such that we will have same terms that
are lower bounds for [ |,n|?ds, this will complete the proof:

[ 80oai=3 [ oulan-na)Pedsdi+y [ 0ula(n-n.)Pe dsd
0 2 Jo,u0,, 2J0,,

. (]8Sn|2—1)¢dsdt—;/g

2 Jo,, o (|am|2 - 1) o dsd

2,

loc

d
Note that by (4.42) and (4.48) we have || = 0. This together with 1) € L ([o,oo) W (Q))
and p € L”(Q) yields that integrals over Q, , are zero:

[ olovtn =)0 dsdr =0
Q>

/Qz‘z O <‘asn’2 - 1) 0 dsdt =0

To estimate the integrals over € ;, we note that by (4.43) in Definition 4.4 |Q;; N{(t,s) € Q7 :
|dsn (¢,5)| > 1} = 0. This allows us to have

1 ) 1
2/Szz_|6m|&v(n—nm)| ¢dsdt—5/g

= O (1 - &sn : avnm) (P dsdt
Qo

G.. (|asn\2— 1) odsd

2,

< 200 dsdt
Q

For the integral over Q, we want to find similar terms in order to relate it with the lower bound of
fnm |atT] |2dsdt:

1/ 0|05 (1 = M) [ dsdt = 1/ 051|69N — CudsNew + (0w — 0)IsM|*¢ dsdt
2 Q 2 Q)

< / 0. '16dn — 60N> dsdt+/ 0.0 — 0u|*¢ dsdt,
Q. o

we used that |d;n| = 1 a.e. in Q. Knowing that ¢ > 0, we observe in Q; the following using the
triangle inequality

|6 — 0| = “Gwasnw\ — \68Sn” < 69N — CodyMeol,
thus we have

/ 0..'|0.— o|*¢ dsdt < / 021 |60,1 — 6.0Nw| ¢ dsdt.
Q Q

Therefore, combining all above estimates for all ¢ = ¢ (1) > 0 and ¢ € C°(0,), we end up with

/Owé(z)gb(r)dz < 2/900 o.'loon —oom|*e () dsdt + /szz_. 20..0(t) dsdt.
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Finally, using (4.49) we conclude that

i B0 (1)di
0
< Z/QW 0. |00n — 0udiN.|* (1) det—'_/ng 20..0(t) dsdt (4.50)

<@ [ 1amPe(0) dsdr.
oo

for some positive ¢o. This implies the claim of the lemma because both sides of (4.46) are locally
integrable. O

Theorem 4.8. Let (1, 0) be a generalized solution in the sense of Definition 4.4. Assume that 6 > 0
almost everywhere in Q.. and Cs~> > 62! for a positive constant C. Then there exists a universal

constant co > 0 such that
E(t) <e & (0), t €10,00). (4.51)

Here, & (t) is the relative energy, defined as before.

Proof. Employing the energy dissipation inequality (4.44), the relation (4.46) and integration by parts
we obtain

| éwew szco/:/olpg-ama,sm dsdt
:60/0 5(0%(1)0) dr.

forall ¢ = ¢ (1) > 0, ¢ € C(0,0). Denoting ¢, = o, we can rewrite this in the following way
iy cot d —cot
/ e (o (1)) > 0.
0 dt

This implies that d (eCO’ & (t)) /dt is a non-positive distribution. Since r — & (¢) and thus £ — & (¢) is
continuous, we have
E(t) <e & (0)

forallz € [0,0). O

The exponential decay of the relative energy implies the exponential decay of the generalized
solution to the stationary solution 7., in L? (Q) as t — co.

Corollary 4.9. Let (1,0) be generalized solution in the sense of Definition 4.4 with ¢ > 0 and
Cs™2 > o0, for a positive constant C. Let & (t) =: & (1 (t,-)) — & (n) be the relative energy as in
Theorem 4.8, where (1., 6w) = ((1—5)g, Jo ) is the stable stationary solution. Then there exist
universal constants Cy,co > 0 such that for all t € [0,0),

17 () =1 () [[72) < Co& (0) €. (4.52)
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Proof. By (4.51) for nonnegative ¢ = ¢ (1) € C° ((0,o0)) we have

/ E) g < / e '&(0) gdt.
0 0
Using the equivalent expression in (4.45) for & () we obtain

/ 60|95 (1 — 1) |20 dsdt—/ G (|asn\2 - 1) 0 dsdt < 2/me—CO’£~(0)¢ dr.
0o Qoo 0

2
loc

Since dyn € L7 . () and |dyn| < 1 for almost every (,s) € Qu., we have

/ o (lom[> 1) ¢ dsdr <0.
Qo
Thus we immediately obtain the exponential decay of the Sobolev distance:
| (0.0)'/? (9sM — 9sNws) HiZ(Q) <2&(0)e " for almost every € [0,00). (4.53)

To derive the decay for the L? distance we apply again Hardy’s inequality

1 1
[ s -n-aoPds<c [ Fo.m—n.)Pds
0 0

for almost every ¢. Using s* < Co.. we infer from (4.53) that

[ ln=n)Podsar <c ["e & 0)9 ar.
0

oo

Since this holds for arbitrary nonnegative ¢ € Cz” ((0,°0)) and since the map ¢+ | |1 (z,-) = 1w () || 12(q)
1s continuous, we conclude that

17 (2,) = N () [[72 < Co& (0) ™'

with some constants cg,Cy (actually cg is the same as in Theorem 4.8). L]
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Appendix A

Evolution by Pseudomonotone Maps

Here we recall some concepts and definitions related to evolution by pseudomonotone maps mainly
following the book [59]. Let V be a separable reflexive Banach space, and V* be the dual space of V.
We use the bracket notation for the duality.

Definition A.1. A mapping A :V — V* is called monotone if Yu,v €V we have (A (u) —A (v) ,u—v) >
0.

Definition A.2. A mapping A : V — V* is called radially continuous if Vu,v € V : t — (A (u+vt),v)

is continuous.

Definition A.3. A mapping A : V — V* is called pseudomonotone provided
(i) A is bounded (i.e., the image of any bounded set is bounded),

(ii) for any sequence u, — u weakly with

limsup(A (uy) ,up —uy <0
k—ro0

and for every v €V it is true that

(A (u),u—v) <liminf(A (uy) ,ur —v).

k—yo0
We will need the following useful criterion of pseudomonotonicity from [14].
Lemma A.4. A bounded, radially continuous and monotone mapping is pseudomonotone.

Definition A.5. A mapping A : V| — Vo, where V|, V, are Banach spaces is called totally continuous
if it maps weakly convergent sequences to strongly convergent ones.

Lemma A.6. A perturbation of a pseudomonotone mapping by a totally continuous mapping is
pseudomonotone, i.e. if A is pseudomonotone and A; is totally continuous then u — A1 (u) + Az (u) is

pseudomonotone.

Assume that there is a continuous embedding operator i : V — H, and i(V) is dense in H, where
H is a Hilbert space. This generates the Gelfand triple V.C H C V* by the following well-known
observation. The adjoint operator i* : H* — V* is continuous and, since i(V) is dense in H, one-to-one.
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88 Evolution by Pseudomonotone Maps

Since i is one-to-one, i*(H*) is dense in V*, and one may identify H* with a dense subspace of V*.
Due to the Riesz representation theorem, one may also identify H with H*. Moreover, the H-scalar
product of f € H,u € V coincides with the value of the functional f from V* on the element u € V:

(fu)n = (f,u). (A1)
Assume that there is a seminorm | - |y on V that satisfies the “abstract Poincaré inequality”
lully S llulle +luly, - VueV,

where || - || is the Euclidean norm in H.

Definition A.7. A mapping A : V — V* is called semicoercive if for u € V we have
) — oy — €1 Vv —C2 H>
(A (u) ,u) = colulfy — erluly — calfull7
where cg,c| and cy are nonnegative constants.

Consider the following abstract initial value problem on the time interval (0,7 ):

St A (o) = 1(0), u(0) = uo. (A2)

The following result can be found in [59, Theorem 8.18].

Theorem A.8. Let A:V — V* be a pseudomonotone and semicoercive mapping and
feAC?([0,T],V*),
ug €V is such that A (up) — f(0) € H,

(A(uy) —A(up) ,uy —wa) > coluy — ua|y — calluy — ua||% for uy,uy € V with some constants
cp,cr > 0.

Then there exists u € W' (0, T; H) NAC? ([O, T];V) that solves the Cauchy problem (A.2) (the first
equality in (A.2) holds in the space V* for a.a. in (0,T), whereas the second one holds in the space
V).



Appendix B

Solvability of Hilbertian Gradient Flows

For the sake of completeness we present here Theorem 17.2.3 from [7]. This result is about solvability
of gradient flows in Hilbert spaces.

Definition B.1. Let (V, |- ||) be a normed space and f : V — RU{+e0} be a closed convex proper
function. We say that an element u* € V* belongs to the subdifferential of f atu €'V if

VueV f(v)> f(u)+ u",v—u).

We then write u* € d f (u).

Theorem B.2. Let 7 be a Hilbert space, and ® : 7 — RU{+oo} be convex, lower semicontinuous,
and proper. Suppose that ® is minorized, i.e., inf ;,p & > —oo. Let ug € dom ®. Then there exists a
unique strong global solution u : [0,00) — F of the Cauchy problem

Ly (t)+ 9P (u(t)) >0,
u(0) = up,

which is given by u(t) = S (t,up). The Cauchy problem above is satisfied in the following sense:
c ueC([0,00););
* u(t) €dom P forallt > 0;
* u is Lipschitz continuous on [8,4o0) for any § > 0;
* the gradient flow equation above is satisfied for almost all t > 0;
* Vtdue?(0,T;5) forall T > 0;
* for each t>0,
184 (1(1))” | < 12 (1) | + 1o —v]| v € dom 9
» Foreacht > 0, u has a right derivative, and

d+ 0

) =—09 (u()",
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Solvability of Hilbertian Gradient Flows

where 0P (u (t))o is the element of minimal norm of 0P (u(r)).

s

d+ . . .
Sru(t)|| is nonincreasing.

o 1+ @ (u(t)) is nonincreasing, absolutely continuous on each bounded interval [8,T), & > 0,

and
iCID (u(t)) = —Hiu(l‘) HZ for almost allt >0
dt — lar '
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