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Abstract

In this thesis, the search for the Standard Model (SM) Higgs boson produced

in association with a top-quark pair, tt̄H, was performed. A dedicated study

of the dileptonic topology together with a Higgs boson decaying into a pair of b

quarks is presented, using 20.3 fb−1 of proton-proton collision data at a centre-

of-mass energy of
√
s = 8TeV collected with the ATLAS detector. Being mostly

dominated by tt̄ + jets production, the events were categorised according to

their jet and b-tagged jet multiplicities, which suppresses the SM backgrounds

without loss of events, while maintaining the highest possible signal sensitiv-

ity. In order to search for the signal, a combined statistical fit to signal-rich

and signal-depleted regions was performed. An improved background predic-

tion was achieved by combining information from differently populated regions.

Signal-depleted regions were used either as background control regions, allowing

to match the simulation prediction to that of data, or as sources of background

information to constrain the statistical fit. A neural network was used to dis-

criminate between signal and background events in the signal-rich regions. No

significant excess of events above the background expectation was found and an

observed (expected) 95% confidence level upper limit was set at 7.8 (4.5) times

the Standard Model cross-section. The ratio of the measured signal strength

to the Standard Model expectation was found to be µ = 3.7 ± 2.2 assuming a

Standard Model Higgs boson with a mass of 125GeV.

The sensitivity of several observables to the CP nature of the top quark

couplings in neutral and charged currents was also investigated in a phenomeno-

logical approach. The top quark Yukawa coupling to the Higgs boson as well as

the top quark electroweak coupling to the W boson were studied, considering dif-

ferent beyond the standard model (BSM) scenarios, while new observables were

proposed to gauge their nature. The top quark-Higgs boson coupling is probed

using dileptonic tt̄H/A events with either a scalar SM Higgs Boson, H, or a

pure pseudoscalar CP-violating Higgs boson, A, considering also mixed states.



Angular distributions of the decay products, as well as CP angular asymmetries,

are explored in order to separate the scalar from the pseudo-scalar components

of the Higgs boson and reduce the contribution from the dominant irreducible

background tt̄+bb̄ jets. Significant differences between angular distributions and

between asymmetries of the tt̄H, tt̄A and tt̄+bb̄ jets processes are observed. The

nature of the top quark electroweak coupling to the W boson is also probed,

using top quark (antiquark) polarisations in single top quark (antiquark) pro-

duction processes, where possible deviations from the SM are considered in terms

of anomalous Wtb couplings. Three orthogonal axes to investigate the top quark

polarisation in the t-channel single top process were proposed and the expres-

sions for the polarisation in these axes in terms of anomalous Wtb couplings

were calculated. It was found that the polarisations in the two axes orthogonal

to the spectator quark axis are very sensitive to an anomalous coupling involving

a b̄LσµνtR dipole term. In particular, an asymmetry based on the polarisation

normal to the production plane is more sensitive to the imaginary part of this

coupling than previously studied observables.

In addition, the energy and noise response of the ATLAS hadronic calorime-

ter (TileCal) was investigated, including inter-correlations among cells of the

calorimeter and with special attention to the effect of simultaneous multiple col-

lisions (pile-up) during the first LHC run. A full survey of the TileCal cells was

performed as a function of the pseudorapidity, bunch position in a train and

number of interactions per bunch crossing. Several periods of data collected by

the ATLAS experiment without any selective trigger at a center-of-mass energy

of 7TeV was analysed and compared to Monte Carlo simulation reweighted to

the pile-up conditions of the data. The closely monitored response of the Tile-

Cal cells in different conditions contributed to a proper characterisation of the

TileCal performance.



Resumo

Na presente tese é discutida a pesquisa da produção bosão de Higgs do Mod-

elo Padrão (MP) em associação com pares de quarks top, tt̄H. É apresentado

um estudo dedicado à topologia dileptónica com decaimentos do bosão de Higgs

para um par de quarks b, usando 20.3 fb−1 de dados de colisões protão-protão

com energia de centro-de-massa
√
s = 8TeV recolhidos pelo detector ATLAS.

Os eventos foram categorizados de acordo com as suas multiplicidades de jactos

e jactos b, sendo o processo de fundo dominante a produção tt̄+ jactos. A cat-

egorização em diferentes regiões de multiplicidade de jactos e jactos b suprime

os fundos do MP sem perda de acontecimentos, enquanto mantém o máximo

possível de sensibilidade ao sinal. De forma a procurar o sinal, foi efectuado um

ajuste estatístico aos dados combinando regiões enriquecidas em sinal e fundo.

Uma melhor previsão dos processos de fundo foi alcançada ao combinar a infor-

mação das diferentes regiões. Regiões ricas em fundo foram usadas como regiões

de controlo dos processos de fundo, permitindo a normalização das simulações

Monte Carlo dos fundos aos dados, ou alternativamente incluídas no ajuste es-

tatístico para constranger as respectivas incertezas sistemáticas. Recorrendo a

uma rede neuronal, foi possível discriminar os eventos de sinal dos de fundo nas

regiões ricas em sinal. Não foi encontrado um excesso significativo de aconteci-

mentos acima da expectativa de fundo previsto. Um limite superior observado

(esperado) com um nível de confiança de 95% foi estabelecido em 7.8 (4.5) vezes

a secção eficaz prevista pelo MP, para a produção de dileptónica de tt̄H em LHC

a uma energia de centro de massa de 8TeV. A razão entre as forças de sinal

medida e a esperada pelo MP foi µ = 3.7 ± 2.2 assumindo um bosão de Higgs

do MP com uma massa de 125GeV.

A sensibilidade de vários observáveis à natureza CP dos acoplamentos do

quark top em correntes neutras e carregadas foi investigada usando uma abor-

dagem fenomenológica. Tanto o acoplamento do quark top ao bosão de Higgs,

como o acoplamento electrofraco do quark top ao bosão W foram estudados



considerando diferentes cenários para além da física do MP, enquanto novas ob-

serváveis foram propostas para avaliar a sua natureza. O acoplamento do quark

top ao bosão de Higgs foi explorado usando acontecimentos de tt̄H/A com um

bosão de Higgs escalar, H, ou pseudoescalar, A, que viola a conservação de CP.

Foram ainda considerados casos de mistura entre as componentes escalar e pseu-

doescalar. Distribuições angulares dos produtos de decaimento, bem como as-

simetrias angulares de CP, foram utilizadas para separar as componentes escalar

e pseudoescalar do bosão de Higgs e reduzir a contribuição do fundo tt̄+bb̄ jactos

cuja topologia do estado final é igual à do sinal. São observadas diferenças sig-

nificativas entre distribuições angulares e assimetrias dos processos tt̄H, tt̄A e

tt̄ + bb̄ jactos. A natureza do acoplamento electrofraco ao bosão W foi também

investigada, recorrendo a polarizações do quark (antiquark) top em processos de

produção simples do quark (antiquark) top, onde possíveis desvios ao MP foram

considerados em termos de acoplamentos anómalos que possam existir no vértice

Wtb. São propostos três eixos ortogonais para investigar a polarização do quark

top no canal t do processo de produção simples. As expressões da polarização

segundo esses eixos foram calculadas considerando acoplamentos anómalos. A

polarização segundo os dois eixos ortogonais ao quark espectador é muito sen-

sível a um acoplamento anómalo que envolva um termo b̄LσµνtR. A assimetria

baseada na polarização segundo a direcção perpendicular ao plano de produção

é mais sensível à parte imaginária deste acoplamento do que outros observáveis

já conhecidos.

Foi ainda investigada a resposta de energia e ruído do calorímetro hadrónico

da experiência ATLAS (TileCal), incluíndo inter-correlações entre as células do

calorímetro, com particular atenção ao efeito de colisões múltiplas simultâneas

(pile-up) durante o primeiro run do LHC. Verificaram-se todas as células do Tile-

Cal em função da pseudorapidez, da posição do bunch num comboio de protões

e do número de interações por bunch crossing. Foram analisados vários perío-

dos de dados com energia de centro-de-massa 7TeV recolhidos pela experiência

ATLAS sem qualquer trigger de selecção, e comparados com simulação Monte

Carlo de eventos pesados às condições de pile-up dos dados. A monitorização

detalhada contribuiu para uma melhor compreensão da resposta do calorímetro

hadrónico Tilecal.
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Introduction

The Standard Model of Particle Physics (SM) provides the most precise description, to

date, of the fundamental forces and elementary particles composing known matter. The

discovery of the Higgs boson at the Large Hadron Collider (LHC) in July 2012 by the

ATLAS and CMS collaborations constituted an important validation of the SM theory. The

top quark, being the heaviest known elementary particle in the SM, is expected to have a

much stronger Yukawa coupling to the Higgs boson than any other fundamental particle.

Couplings of the Higgs boson to heavy quarks are a strong focus of experimental searches

at LHC, since new sources of CP violation are needed to explain the matter/antimatter

asymmetry in the Universe. The SM Higgs boson production in association with a top quark

pair (tt̄H) with subsequent Higgs decay into bottom quarks (H → bb̄) addresses heavy quark

couplings in both production and decay. Direct measurement of the top quark-Higgs boson

coupling can be achieved through the measurement of the tt̄H production cross-section,

which are complementary to indirect measurements of the coupling through loop effects,

such as the production via gluon fusion (gg → H) for instance. If new physics happens at

the vertex, direct measurements are of utmost importance.

The search for the SM Higgs boson in the tt̄H production mode at a centre-of-mass

energy of
√
s = 8TeV using 20.3 fb−1 of data collected with the ATLAS detector is studied

in this thesis. A dedicated study of the dileptonic topology together with a Higgs boson

decaying into a pair of b quarks is presented. The search for the signal is performed using

a combined statistical fit to signal-rich and signal-depleted regions. The combined analysis

for both semileptonic and dileptonic tt̄ decays has been published in The European Physical

Journal C [1].
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1. INTRODUCTION

In addition, the performance of the hadronic calorimeter of the ATLAS detector (TileCal)

is studied. As the conditions of the LHC proton beams change towards the designed values,

the energy and noise response of the TileCal are monitored under increasing multiplicity of

simultaneous collisions. By contributing to a better characterisation of the TileCal response

and performance, these studies improve object reconstruction, and consequently, provide

more precise results from the ATLAS experiment [2].

Finally, the sensitivity of several top quark observables to the CP nature of the top

quark couplings in neutral and charged currents is investigated using MC simulated events

[3, 4, 5]. The study of the top quark Yukawa coupling to the Higgs boson, wether in line

with the pure scalar SM Higgs boson, or not, is presented, considering angular observables

in tt̄H/A signal events, where A is a pseudoscalar CP-violating Higgs-like boson. The

nature of the top quark electroweak coupling to the W boson is investigated using top

quark (antiquark) polarisations in single top quark (antiquark) production processes. Here,

possible deviations from the SM are tested by considering anomalous top quark couplings.

Both these exploratory studies make use of the spin information in the events to build

asymmetries as possible sources of discrimination between the SM expectations and the

physics beyond our present knowledge.

This dissertation is organised as follows. In Chapter 2 an introduction to the SM and the

current theoretical understanding of top quark and Higgs Boson physics is presented. Chap-

ter 3 describes the main features of the ATLAS detector and in Chapter 4 the monitoring

of the TileCal energy response and associated noise is summarised. The analysis and data

setup for the tt̄H search is shown in Chapter 5, including information on the reconstruc-

tion of physics objects and the event selection. In Chapter 6 the dileptonic tt̄H signal as

well as the most relevant backgrounds of the analysis are investigated, and new data-driven

methods are described. The analysis results, including the signal discrimination based on

multivariate techniques, the treatment of systematic uncertainties on the statistical fit and

the obtained limits on the cross-section of the tt̄H associate production, are discussed in

Chapter 7. The sensitivity of top quark observables to BSM physics in top quark couplings

in neutral and in charged currents is explored in Chapter 8, from the phenomenological

point of view. Chapter 9 summarises the main conclusions of the studies developed in this

dissertation.
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Theoretical Framework

The Standard Model (SM) of particle physics is the most successful theory describing the

elementary particles and interacting fields. Using quantum field theory, the SM incorporates

three of the four fundamental forces known in the universe. It has been thoroughly tested

and proven extremely accurate in describing experimental observations thus far.

In this chapter, the underlying constituents of matter and their interactions are pre-

sented. A brief introduction to the SM Lagrangian is also included, covering its symmetries,

experimental results and shortcomings. The physics of the top quark is then discussed, with

particular emphasis in its production in association with a Higgs boson. The experimental

search for this production mode in dilepton final states is the general subject of this thesis

and is particularly relevant as a thorough test of the theoretical model.

2.1 The Standard Model of Particle Physics

Developed since the 1960’s, the SM is a renormalisable relativistic quantum field theory

that provides an elegant description of the interaction among the constituents of matter

(fermions) through the exchange of force mediators (bosons). Initially formulated to merge

the quantum electrodynamics (QED) with the weak interaction by Glashow [6] and later

Weinberg [7], the framework only completely described the electroweak interaction, including

the different fermion and boson masses, after Salam [8] incorporated the Brout-Englert-

Higgs mechanism [9]–[12]. The formulation of quantum chromodynamics (QCD), designed

analogously to describe the strong interactions, is a result of independent efforts: Gell-

Mann and Zweig [13], who suggested that hadrons were composite of different flavoured

quarks; Han and Nambu [14] as well as Greenberg [15], who proposed the colour charge;
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2. THEORETICAL FRAMEWORK

Interaction Range Boson Mass Electric
[m] [GeV] Charge (Q)

Electromagnetic ∞ photon, γ < 1× 10−27 0

Weak 10−18 Z0 91.1876± 0.0021 0
W± 80.377± 0.012 ±1

Strong 10−15 gluons, g 0 0

Gravitational ∞ graviton (hypothetical) − −

Table 2.1: Summary table of nature’s fundamental forces, their ranges, mediator bosons and
characteristics [19]. The electric charge, Q, is given by integer multiples of the elementary
charge, qe = 1.602× 10−19C.

Politzer [16, 17], who disclosed the asymptotic freedom of strong interactions; and finally

Gross and Wilczek [18] ensuring that perturbation theory techniques could be applied.

2.1.1 Fundamental Particles and Interactions

In the universe, the fundamental interactions can be described by the electromagnetic force,

the weak force, the strong force and the gravitational force. In the SM, forces happen via

the exchange of particles with integer spin, the gauge bosons. The electromagnetic force

is mediated by massless photons γ, the weak force by massive neutral Z and charged W±

bosons, whereas the strong force is propagated by eight massless colour charged gluons g. In

Table 2.1, the fundamental interactions, their mediators and characteristics are listed. The

gravitational interaction is the only force not described in the SM, since a renormalisable

formulation as a quantum field theory is not yet known. It can, however, be neglected for

energies lower than the Planck scale (1.22× 1019GeV) in the context of particle physics.1

Known matter is made by half-integer particles, the fermions, that follow the Pauli

exclusion principle. These elementary particles can only interact via some force if they have

the corresponding quantum number. For the electromagnetic force this is the electric charge.

Similarly, for the weak force, the quantum number is the isospin, which all fermions carry.

In the case of the strong force, only particles holding colour charge are able to interact.

Fermions can be subdivided into leptons and quarks, where the former do not have

colour charge and therefore can only participate in EW interactions. There are twelve

1In this work, gravity is thus only discussed when appropriately needed.
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Gen. Fermion Mass Electric Isospin Colour
[GeV] Charge (Q) (J) Charge (c)

Leptons

1st Electron, e 0.5109× 10−3

−1 −1/2 −±0.15× 10−12

Electron neutrino, νe < 1.1× 10−3 0 1/2 −

2nd Muon, µ 0.1057± 0.23× 10−8 −1 −1/2 −
Muon Neutrino, νµ < 0.19× 10−3 0 1/2 −

3rd Tau, τ 1.7769± 0.12× 10−3 −1 −1/2 −
Tau Neutrino, ντ < 0.182× 10−3 0 1/2 −

Quarks

1st Up, u 0.00216+0.00049
−0.00026 +2/3 1/2 ✓

Down, d 0.00467+0.00048
−0.00017 −1/3 −1/2 ✓

2nd Charm, c 1.27± 0.02 +2/3 1/2 ✓
Strange, s 0.0934+0.0086

−0.0034 −1/3 −1/2 ✓

3rd Top, t 172.69± 0.30 +2/3 1/2 ✓
Bottom, b 4.18+0.03

−0.02 −1/3 −1/2 ✓

Table 2.2: Summary table of quark and lepton generations in the SM, including the
fermions’s mass, electric charge, isospin and presence of colour charge [19]. The electric
charge, Q, is given by multiples of the elementary charge, qe = 1.602× 10−19C.

different fermions, six leptons and six quarks, that can be grouped in three families or

generations consisting of two particles each, as summarised in Table 2.2. To each fermion

there is a corresponding anti-particle, with the same mass but opposite electric charge. The

generations of quarks and leptons share the same quantum numbers except an increasingly

higher mass value, the third generation being the heaviest one.

The first elementary particle discovered was the electron e [20, 21, 22]. It belongs to the

first generation of leptons, together with the electron neutrino νe. The muon µ and muon

neutrino νµ constitute the second generation of leptons and the tau τ and tau neutrino ντ

the third generation. The neutrinos are neutrally charged particles, assumed massless in

the SM, but experimentally proven to have a small non-zero mass [23, 24]. The remaining

leptons have an electric charge proportional to the elementary charge and their masses vary

by a range of four orders of magnitude.

Unlike the leptons, quarks can interact through both electroweak and strong forces, since
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they have electric charge, isospin and colour charge. Quarks form bound states of colour-

neutral particles, the hadrons, due to a property of the strong interaction called confinement.

As such, quarks cannot be found isolated, forming instead hadronic states: baryons (three

quarks) or mesons (quark-antiquark systems).1 The third-generation’s top quark, t, however,

being the heaviest elementary particle known to date (mt = 172.69±0.30GeV[19]) has such

a short lifetime that, when produced, decays before hadronising. Baryons and mesons are

short-lived, rapidly decaying through lighter particles. The proton is the only known stable

baryon, made up of two up quarks and one down quark.

Finally, the last piece of the SM, discovered in 2012 by the ATLAS and CMS collab-

orations [25, 26], is the Higgs boson. The Brout-Englert-Higgs mechanism explains the

spontaneous breaking of electroweak symmetry, accounting for the masses of the W± and

Z bosons, as well as those of the fermions. The Higgs particle is a massive scalar boson

(mH = 125.25 ± 0.17GeV [19] and spin 0), neutrally charged and constituting its own

anti-particle.

2.1.2 The SM Lagrangian

Incorporating the electromagnetic, the weak and the strong interactions, the SM is con-

structed to have total invariance under the gauge group:

GSM = SU(3)c × SU(2)L × U(1)Y (2.1)

where SU(3)c and SU(2)L × U(1)Y are the symmetry groups of the strong and the elec-

troweak interactions, respectively. Here, c refers to the colour charge, L to the left chiral

nature of SU(2)L coupling and Y to the weak hypercharge. Following Noether’s theorem,

which states that each symmetry of a Lagrangian has a corresponding conserved quantity,

the symmetry of the SM Lagrangian under these transformations guarantees that physics

conservation laws, such as conservation of energy, momentum and angular momentum, are

rendered. In order to assure locality, that is, invariance under local transformations, gauge

invariance is required, which can be sustained by introducing gauge fields in the SM La-

grangian. The number of symmetry group generators defines the number of associated
1Exotic bond states of four or five quarks (tetraquarks and pentaquarks, respectively) are also theo-

reticaly possible, but only more recently experimentally discovered. It is not, however, completely clear
whether these experimentally observed heavy states constitute a system of four (five) quarks tightly bound
together in a true tetraquark (pentaquark) or instead a pair of mesons (a meson and a baryon) weakly
bound in a molecule-like structure. Nevertheless, these new states are an interesting place to further study
the strong interaction.
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gauge boson fields, which in the SM results in eight massless gluons from the 8 generators

of SU(3)c symmetry and four massless bosons from the 3 generators of the SU(2)L and 1

generator of the U(1)Y group (see Table 2.1). Furthermore, imposing local gauge symme-

tries allows the theory to be renormalisable, ensuring physics predictions at multiple energy

scales [27].

The SM Lagrangian can be constructed considering the electroweak and strong interac-

tions independently: LSM = LEW + LQCD .

The Electroweak Interaction

The electromagnetic and weak interactions can be described as different aspects of the same

unified theory, the electroweak theory, described by the SU(2)L×U(1)Y group. Even though

these forces seem very different at low energy scales, they are unified around the order of

the electroweak energy scale, v = 246GeV, since the associated generators mix. To respect

local invariance under both symmetry groups, the associated covariant derivative is given

by:

Dµ = ∂µ − ig
σa
2
W a

µ − ig′
Y

2
Bµ , (2.2)

where the Pauli matrices σa are the three SU(2)L generators1 with three associated gauge

fields W 1
µ , W 2

µ and W 3
µ and the weak hypercharge Y is the generator of U(1)Y with an

associated gauge field Bµ. These generators satisfy the Lie Algebra: [σa, σb] = iϵabcσ
c and

[σa, Y ] = 0. The coupling constants g and g′ represent the interaction strengths associated

to the weak (SU(2)L) and quantum electrodynamic (U(1)Y ) forces, respectively.

In the symmetry group of quantum electrodynamics U(1)Y , the hypercharge Y is the

conserved quantum number:

Y = 2(Q− T3) , (2.3)

where Q is the already defined electric charge of the fermion and T3 is the third component

of the weak isospin.

For the symmetry group of the weak interaction, the associated quantum number is the

isospin, T . The left- and right-handed chiral components2 of the fermion fields transform

1The Pauli matrices are σ1 =
(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
and σ3 =

(
1 0
0 −1

)
.

2For massive particles, chirality is not the same as helicity. Chirality is determined by whether a par-
ticle transforms in a right- or left-handed representation of the Poincaré group, whereas helicity is simply
the projection of its spin into its direction of motion.
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differently under SU(2)L transformations:

ψL =
1

2
(1− γ5)ψ

ψR =
1

2
(1 + γ5)ψ . (2.4)

Left-handed fermions will transform as SU(2)L doublets, while right-handed fermions trans-

form as a SU(2)L singlet, thus leading to the following grouping of quarks and leptons:

f iL =
( νiL
liL

)
,
( ui

L

diL

)
f iR = liR , u

i
R , d

i
R , (2.5)

where the index i = 1, 2, 3 is the fermion generation, ν represents the neutrinos, l the

leptons and u and d the up and down-type quarks, respectively.1 Left-chiral fermions carry

isospin and can interact via the weak force, while right-chiral fermions have isospin zero

and do not weakly interact. The left nature of SU(2)L, where its gauge fields can only

couple to left-chiral fermions, is an observed aspect of the weak force: the violation of parity

symmetry [28, 29]. Parity, or space-inversion, transforms a left-chiral spinor transformation

into a right-chiral spinor transformation and vice-versa.2 Since the chiral components of

the fermion fields transform differently, the SM Lagrangian is not invariant under parity

transformations; hence parity can be violated by weak interactions.

Weak interactions produce only left-chiral particles, which means that the exclusively

weakly interacting neutrinos would have only one possible chirality. However, for massive

particles, chirality is not conserved during propagation. Experimentally observed neutrinos

have a small non-zero mass and, therefore, a right-chiral neutrino component should exist

in nature, even if it does not participate in any known interaction. Right-chiral components

of all the other fermions are available since they can be produced via other interactions too.

In general, mass eigenstates do not have a defined chiral state, ergo their representation in

the Lagrangian by a Dirac spinor ψ with both chiral components.

The physically observable gauge bosons of the electroweak theory are not the W a
µ and

1Up-type quarks, ui, are the upper components of the SU(2)L quark doublet (u, c and t), whereas
down-type quarks, di are the lower components of the doublets (d, s and b).

2For a massless fermion, parity reverses not only its chirality but also its helicity, since a parity trans-
formation inverses the spatial coordinates of the fermion field.
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Bµ, but instead a superposition of them:

Aµ = sin θWW
3
µ + cos θWBµ

Z0
µ = cos θWW

3
µ − sin θWBµ

W±
µ =

√
1

2
(W 1

µ ∓ iW 2
µ) . (2.6)

From these linear combinations of the electroweak gauge bosons, the photon field Aµ, the Z

boson field Z0
µ and the W boson fields W±

µ are obtained, where the weak mixing angle θW
is defined as tan θW = g′

g .

An additional gauge invariant kinetic term must be added to the SM Lagrangian:

LK = −1

4
W i

µνW
µν
i − 1

4
BµνB

µν . (2.7)

Here, the SU(2)L and U(1)Y ) field tensors, W i
µν and Bµν respectively, are defined as:

W i
µν = ∂µW

i
ν − ∂νW

i
µ + gϵijkW j

µW
k
ν

Bµν = ∂µBν − ∂νBµ (2.8)

where ϵijk is the total antisymmetric Levi-Civita tensor. The non-abelian nature of the weak

interaction can be seen precisely on this term gϵijkW j
µW k

ν , where the couplings between gauge

fields is described.

The complete electroweak Lagrangian is then:

LEW =
∑
f=l,q

ψ̄f (iγ
µDµ −m)ψf + LK (2.9)

where the summation includes all existent fermions.

A crucial aspect of the electroweak interaction is the mass difference of the gauge bosons.

Experimental observations have proven the photon to be massless, while the Z and W

bosons are in fact massive. This directly reflects on the distinct ranges of both forces: the

electromagnetic interaction is long-ranged due to its massless propagator, whereas the weak

interaction is a short-ranged field. In order to account for the non-zero bosonic masses,

additional mass terms should be added to the Lagrangian. However, the direct introduction

of a mass term, such as
m2

2
WµWµ, would violate the local SU(2)L gauge invariance of the

Lagrangian, due to the gauge transformation properties of the vector fields. Since breaking

gauge invariance would spoil the renormalisability of the SM, a spontaneous symmetry

9
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breaking mechanism was introduced, which generates non-zero masses while maintaining

the theory renormalisability. This mechanism, explained in Section 2.1.3, will also account

for the mixture of electroweak gauge boson fields needed to obtain the observed physical

fields.

The Strong Interaction

Quantum Chromodynamics characterises the strong interactions in the SM by describing

them within the underlying SU(3)c symmetry and introducing a new quantum number, the

colour charge c. There are three different possible colour states and only colour charged

particles can interact via the strong force. Quarks transform under the fundamental repre-

sentation of the strong SU(3)c gauge group and are therefore represented in colour triplets.

Leptons, however, are represented in colour singlets, since they have no colour charge and

are thus invariant under SU(3)c transformations.

To guarantee that the SM Lagrangian is locally invariant under SU(3)c transformations

of the fermion fields, the QCD covariant derivative is then given by:

Dµ = ∂µ − igs
λα
2
Gα

µ , (2.10)

where the index α = 1, ..., 8 runs over the eight gluon fields, Gα
µ, and the eight generators of

the symmetry group, the Gell-Mann matrices λα. These generators satisfy the Lie Algebra:

[λα λβ] = ifαβγλγ , (2.11)

with fαβγ the completely antisymmetric structure constants of the SU(3) group. Under

SU(3), given the non-abelian nature of the symmetry group generators, the gluon gauge

fields form a colour octet, thus being able to self-interact. The coupling constant gs rep-

resents the strength of the QCD interactions,1 varying with the energy of the strongly

interacting particles. This is known as the QCD asymptotic freedom: gs becomes weaker as

the energy of the interacting particles increases. The colour confinement is a direct result of

this property of the QCD coupling.

The complete QCD Lagrangian, including an additional kinematic term for the gluon

fields, is thus given by:

LQCD = q̄(iγµDµ)q −
1

4
Gα

µνG
α
µν (2.12)

1The coupling constant is usually referred as αS ≡ gs
2/4π.
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2.1 The Standard Model of Particle Physics

where q is a vector of the three possible colour states of a specific quark type and Gα
µν is the

field tensor given by:

Gα
µν = ∂µG

α
ν − ∂νG

α
µ − gsfαβγG

β
µG

γ
ν , (2.13)

While the covariant derivative Dµ (Equation 2.10) describes the interactions between quarks

and gluons, the kinetic term with the field tensor Gα
µν product describes the gluon self-

interaction, including cubic and quartic gluon self-interactions.

2.1.3 The Brout-Englert-Higgs Mechanism

The SM Lagrangian, previously derived in Section 2.1.2 is an incomplete description of

nature: it does not explain the different observed masses of the gauge fields and fermions;

instead it is only comprised of massless objects. A spontaneous symmetry breaking process

can answer the apparent inconsistency between having massive particles and the Lagrangian

gauge invariance.

The relativistic mechanism that generates the masses of the gauge bosons via spon-

taneous symmetry breaking, also known as the Brout-Englert-Higgs Mechanism or Higgs

Mechanism, is a renormalisable model which requires the introduction of a scalar SU(2)

doublet field:

Φ =
(

ϕ+

ϕ0

)
=

1√
2

(
ϕ1+iϕ2

ϕ3+iϕ4

)
, (2.14)

with electrically charged (ϕ+) and neutral (ϕ0) complex scalar components.

In the Glashow-Salam-Weinberg model, the Higgs mechanism is set in the electroweak

sector of the SM, breaking down the SU(2)L × U(1)Y local gauge symmetry to a U(1)EM

symmetry. The SM Lagrangian corresponding to this scalar field can thus be written, using

the covariant derivative in Equation 2.2, as:

LH = (DνΦ)†(DνΦ)− V (Φ) , (2.15)

where V (Φ) is called the Higgs potential, defined as:

V (Φ) = µ2(Φ†Φ) + λ(Φ†Φ)2 . (2.16)

The two parameters µ2 and λ, regarding a mass term and the field’s self-interaction strength

respectively, will define the properties of the potential. For a physically meaningful solution

λ cannot be negative, which would otherwise lead to having no stable minima. So, in the case

of λ > 0, there are two different possibilities for the potential’s shape depending on whether

11
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V (Φ) V (Φ) V (Φ)

Φ
µ2 > 0 µ2 < 0 µ2 < 0

Figure 2.1: Illustrative 2D diagram of the spontaneous symmetry breaking mechanism [30].

µ2 is positive or negative, as shown in the two-dimensional illustration in Figure 2.1. When

µ2 > 0, the potential has a single minimum (or ground state), called the vacuum expectation

value (VEV), corresponding to |Φ| = 0. For µ2 < 0, as shown in the distributions on the

right, the potential no longer has a single minimum, but instead an infinite set of possible

minima (or ground states) satisfying:

Φ†Φ = −µ
2

2λ
=
v2

2
, (2.17)

which means that there is a non-zero vacuum expectation value, ⟨Φ⟩ = (0, v/
√
2). The

minimum of the potential can then be represented as a circle of minima in the ϕ+-ϕ0 complex

plane,

(ϕ+)
2
+ (ϕ0)

2
= v2, (2.18)

as shown in Figure 2.2. The non-unique vacuum state is no longer invariant under SU(2)L×
U(1)Y , meaning that these two symmetries are broken. Although V (Φ) is symmetric under

gauge transformations, the choice of the vacuum state breaks the symmetry of the La-

grangian, i.e. spontaneous symmetry breaking occurs. Whenever a continuous symmetry

is broken, according to the Goldstone theorem, massless scalar bosons (Goldstone bosons)

necessarily appear [32, 33]. These bosons can, however, be absorbed by a gauge field as a

longitudinal polarisation component, resulting in a massive gauge boson. When choosing the

vacuum state, the experimentally observed properties of the gauge bosons must, of course,

be respected. Since the electrically neutral photon is the only massless electroweak gauge

boson, only the neutral scalar field component of the Higgs potential, ϕ0, should have a

12



2.1 The Standard Model of Particle Physics

Figure 2.2: Typical shape of the vacuum potential for λ > 0 and µ2 < 0 in the ϕ+-ϕ0
complex plane [31].

non-zero vacuum expectation value:

ϕ0 =
1√
2

(
0
v

)
. (2.19)

The fields can then be expanded around the true minimum of the theory:

ϕv =
1√
2

(
0

v +H(x)

)
, (2.20)

where H(x) represents the quantum fluctuations, or excitations, around the vacuum state.

This is commonly known as the unitary gauge choice. As particles can be described as

excitations of fields, H(x) must correspond to an adicional electrically neutral spin-0 particle:

the Higgs boson, H.

By choosing this unitary gauge, the Higgs doublet is now constricted to a single degree

of freedom:

ϕ1 = ϕ2 = ϕ4 = 0, ϕ23 = v +H(x) . (2.21)

The other three degrees of freedom were ‘absorbed’ during the unitary gauge choice, giving

rise to the longitudinal degrees of freedom of the W± and Z bosons. This can be seen by

explicitly writing the covariant-derivative terms of the Lagrangian (Equation 2.15) for the

chosen gauge:

(DµΦν)
†(DµΦν) =

1

2
(∂µH)(∂µH) +

1

8
(v +H)2g2(W 1

µ + iWµ2)(W 1µ − iW 2µ)

+
1

8
(v +H)2(g′Bµ − gµ3)(g′Bµ − gW 3µ) . (2.22)

13
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From the Higgs Lagrangian, including the explicit form of Higgs potential in Equation

2.16, the mass of the H boson can be identified as:

mH = v
√
2λ . (2.23)

It is important to notice that mH does not have a SM predicted value, since the value of λ

is unknown. It must then be determined experimentally.

The mass terms for the electroweak gauge bosons can also be derived from the following

term of the Higgs Lagrangian (Equation 2.15) in the unitary gauge:∣∣∣(− ig
σa
2
W a

µ − i
g′

2
Bµ

)
Φ
∣∣∣2 =

=
1

8

∣∣∣∣ ( gW 3
µ + g′Bµ g(W 1

µ − iW 2
µ)

g(W 1
µ + iW 2

µ) −gW 3
µ + g′Bµ

)(
0
v

) ∣∣∣∣2
=

1

8
v2g2((W 1

µ)
2
+ (W 2

µ)
2
) +

1

8
v2(g′Bµ − gW 3

µ)(g
′Bµ − gW 3µ)

=
(1
2
vg
)2

(W+
µ )(W−µ) +

1

8
v2
(
W 3

µ Bµ

)( g2 −gg′
−gg′ g′2

)(
W 3

µ

Bµ

)
, (2.24)

where W±
µ = (W 1

µ ∓ iW 2
µ)/

√
2 is as defined in Equation 2.6. The mixture of electroweak

gauge boson fields needed to obtain the observed physical fields can be obtained from the

diagonalisation of the mass matrix (last term of Equation 2.24). The mass eigenstates are

thus obtained as function of the W 3
µ and Bµ fields:

1

8
v2
(
g2(W 3

µ)
2 − 2gg′W 3

µBµ + g′
2
(Bµ)

2
)
=

=
1

8
v2
(
gW 3

µ − g′Bµ

)2
+ 0
(
g′W 3

µ + gBµ

)2
=

1

2

(
v
g2 + g′2

2

)2
Z2
µ + 0 ·A2

µ , (2.25)

where the fields Zµ and Aµ result from orthogonal linear combinations of the fields W 3
µ and

Bµ and are associated to the Z boson and the photon respectively (cf. Equation 2.6).

The tree level predictions for the masses of the gauge bosons can then be inferred from

the previous equations:

mW =
vg

2
, mZ =

v
√
g2 + g′2

2
and mγ = 0 . (2.26)

To summarise, after the electroweak spontaneous symmetry break the photon remains mass-

less, while the W , Z and H boson masses are all directly proportional to v, the vacuum
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2.1 The Standard Model of Particle Physics

expectation value, measured to be around 246 GeV [19]. The electroweak mixing angle, θW ,

can be measured directly from the ratio between the masses of the W and Z gauge bosons

mW

mZ
= cos θW , (2.27)

making its experimental observation an important argument in favour of the Higgs mecha-

nism.

The Yukawa Terms

The spontaneous symmetry breaking of the SU(2)L × U(1)Y electroweak gauge group of

the SM also generates the masses of the fermions, since there is nothing preventing the

coupling of the Higgs doublet to the fermion fields. Even though the interaction between

the scalar doublet and the fermion fields does not arise from the electroweak covariant-

derivative previously outlined, the masses of fermions can be introduced in the form of the

Yukawa-type Lagrangian:

LY = −
∑
f=l,q

yf [f̄LΦfR + f̄RΦ̄fL] . (2.28)

Here, the Yukawa coupling constant yf is in fact a set of matrices describing the Yukawa

couplings between the Higgs doublet and the fermions.

These extra Yukawa terms also give rise to fermion mass terms:

mf = yf
v√
2
, (2.29)

where f stands for all the SM fermions. The Yukawa couplings can then be determined

from the fermion observed masses and the vacuum expected value. For instance, the top

quark with mt = 172.69GeV has a Yukawa coupling close to unity, which suggests a close

interrelation of the top quark to the spontaneous electroweak symmetry breaking.

The Yukawa Lagrangian LY can then be added to the SM Lagrangian:

LSM = LEW + LQCD + LH + LY . (2.30)

2.1.4 The Cabibbo-Kobayashi-Maskawa Quark Mixing Matrix

Similarly to gauge bosons, the physically observable states of the propagating fermions

(mass eigenstates) are different from the weak-interaction eigenstates that appear in the SM

Lagrangian. Indeed, the weak-interaction and mass states can be connected by considering
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a superposition of eigenstates. For simplicity, quarks and leptons can be treated separately,

as can be seen from the Yukawa interactions with the Higgs field in Equation 2.28.

The quark sector of the Yukawa coupling y can thus be written in terms of the three

generations of fermions:

LY = −ydijqLi

( ϕ+

ϕ0

)
dRj − yuijqLiϵ

( ϕ+

ϕ0

)∗
uRj + h.c. , (2.31)

where summations over the generation labels i and j are implied, qL are the left-handed

quark doublets, and dR and uR are the right-handed down and up-type quark singlets

respectively, in the weak-eigenstate basis. It is clear that several gauge-invariant terms are

allowed, including those with quark mixing among the different families.

The mass terms for quarks (Equation 2.29) are obtained after the spontaneous symmetry

breaking, when Φ acquires a vacuum expectation value ⟨Φ⟩ = (0, v/
√
2):1

LY = −ydijdLi
v√
2
dRj − yuijuLi

v√
2
uRj + h.c.

= −dLiM
d
ijdRj − uLiM

u
ijuRj + h.c. , (2.32)

where Md
ij (Mu

ij) is the mass matrix of down-type (up-type) quarks. There is no a priori

reason for these matrices to be diagonal, i.e. to have states with a defined mass. Nonetheless,

the mass matrices can be diagonalised by making use of four unitary matrices, V u,d
L,R:

Mu,d
diag = V u,d

L Mu,d
ij V u,d

R = V u,d
L yu,dij V

u,d
R

v√
2
. (2.33)

In the mass eigenstates basis, the sector of the quarks coupling to the W boson in the

electroweak Lagrangian (Equation 2.9) can be given by:

LCC =
g√
2
u′Li(V

uV d†)ijγ
µW−

µ d
′
Lj +

g√
2
d′Li(V

dV u†)ijγ
µW+

µ u
′
Lj , (2.34)

where quark mixing terms have emerged as a result. LCC is known as the charged current

interaction of the left-handed quarks in the SM Lagrangian, reflecting the V-A (Vector

minus Axial-vector) structure of the coupling to the W boson. Here, d′ and u′ represent the

physical mass eigenstates of the quarks.

The Cabibbo-Kobayashi-Maskawa (CKM) matrix [34, 35], VCKM ≡ (V uV d†)ij is a 3× 3

unitary matrix which relates the weak and the mass eigenstates of quarks: d
s
b


L

=

 Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

 d′

s′

b′


L

. (2.35)

1The charge-conjugated of the Higgs field is Φ̃ = ϵΦ∗.
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The |Vij |2 can be interpreted as the probability of a quark i to transition to another quark

j via the weak interaction. In fact, the CKM matrix introduces flavour-changing charged

currents that describe the possible coupling of each up-type quark with every down-type

quark.1

In a Standard Model with three generations, this unitary matrix has four independent

parameters corresponding to three quark-mixing angles and one complex phase:

VCKM =

 c12c13 s12c13 s13e
−iδ13

−s12c23 − c12s23s13e
iδ13 c12c23 − s12s23s13e

iδ13 s23c13
s12s23 − c12c23s13e

iδ13 −c12s23 − s12c23s13e
iδ13 c23c13

 . (2.36)

This is known as the standard parametrisation [36] with mixing angles cij = cos θij and sij =

sin θij , where θ12 is also known as the Cabibbo angle. The phase δ13, widely known as the

Kobayashi-Maskawa phase, accounts for all Charge Parity (CP) violation in flavour-changing

processes in the SM.2 The unitarity of the CKM matrix imposes
∑

i |Vij |2 =
∑

j |Vij |2 = 1,

for each i, j generation of quarks. Additionally, the orthogonality relations are given by∑
k VikV

∗
jk = 0 and

∑
k VkiV

∗
kj = 0 for any i ̸= j.

The absolute magnitudes of the CKM-matrix elements can be determined from the com-

bination of several dedicated experiments. For instance, |V tb| can be obtained from the

single-top-quark production cross-section measurement. The current most precise magni-

tudes of the CKM elements are [19]:

VCKM =

 0.97435± 0.00016 0.22500± 0.00067 0.00369± 0.00011

0.22486± 0.00067 0.97349± 0.00016 0.04182+0.00085
−0.00074

0.00857+0.00020
−0.00018 0.04110+0.00083

−0.00072 0.999118+0.000031
−0.000036

 , (2.37)

where a global fit to all available measurements was used, assuming three generation unitarity

in the SM. It is particularly interesting to note that |Vts| and |Vtd| are much smaller than

|Vtb|. Since the t → Wb vertex transition is proportional to |Vtb|2 at leading order, the top

quark will almost exclusively decay into a W boson and a bottom quark.

In the leptonic sector, the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix describes

the lepton mixing analogously to the CKM matrix[37, 38, 39]. Unlike the CKM matrix,

however, the PMNS matrix unitarity is not guaranteed, since it directly depends on the

origin of neutrino masses [40].
1Interestingly, when considering neutral currents in the mass eigenstates, instead of the charged ones

in Equation 2.34, the diagonalisation of the fermion fields leads to V d†V d = V u†V u = 1. Therefore, no
flavour-changing neutral currents (FCNCs) are allowed in the SM, at least at tree-level.

2CP symmetry occurs when the laws of physics remain the same after converting a particle to its an-
tiparticle while simultaneously mirroring the space coordinates. In nature, however, this symmetry is vio-
lated.
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2.1.5 Successes and Shortcomings of the SM

The SM is a very successful theory, accurately explaining a wide range of phenomenological

observations and meticulously tested in multiple experiments. Throughout the years, the

SM has predicted the existence of new particles, all of which have been discovered and

nicely accommodated into the model. It is precisely in the capability to adapt to new

experimental discoveries that the beauty of the SM relies, having the development of the

theory intertwined with the experimental findings. Some of the most remarkable successes

of the Standard Model include:

The Charm Quark Discovery Postulated in the GIM Mechanism [41] by Glashow, Il-

iopoulos and Maiani as a fourth quark weak eigenstate that would couple to the strange

weak eigenstate. Its existence in the SM would explain the suppression of flavour

changing neutral current (FCNC) processes at one-loop level, whilst still favouring

flavour changing processes with charged currents. The charm quark was directly ob-

served for the first time in J/Ψ meson (cc̄) decays in 1974, discovered independently

by two teams led by Ting and Richter [42, 43] respectively at Brookhaven National

Laboratory and SLAC.

The τ -lepton Discovery Discovered by Perl and his team through a series of experiments

between 1974-77 at SLAC-LBL [44]. The τ -lepton was indirectly discovered by a sig-

nificant excess of events of the type e++e− → e±+µ∓+ at least 2 undetected particles,

which lacked any conventional explanation at the time. No other muons, electrons,

photons, or hadrons were detected and in order to have conservation of energy and mo-

mentum at least two extra undetected particles were necessary. Previously suggested

by Zichichi and others at CERN [45, 46] in the 1960s and anticipated by Tsai [47] in

1971, the idea of a third sequential and heavier lepton was then considered to explain

these peculiar events: e+ + e− → τ+ + τ− → e± + µ∓ + 4ν. The discovery of the

τ -lepton spoiled the lepton and quark symmetry introduced by the GIM mechanism,

which lead to the speculation of a fifth and sixth quark flavours. The first experimental

evidence of the tau neutrino ντ was reported in 2000 by the DONUT collaboration at

Fermilab [48].

The Bottom Quark Discovery First described in 1973 by Kobayashi and Maskawa to

explain CP violation in the SM [35]. The quark mixing in the weak interaction was
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extended from Cabibbo’s initial proposal to account for the CP violation, directly

predicting a third quark family comprised of heavier quarks. The subsequent discovery

of the Υ meson (bb̄) in 1977 by a team led by Lederman at Fermilab [49], unveiled the

existence of the bottom quark and led to the speculation about its counterpart, the

top quark.

The W and Z bosons Discoveries In the late 1960s, Glashow, Weinberg and Salam’s

unified electroweak theory [6, 7, 8] proposed the existence of two weak gauge bosons:

the charged W± bosons, necessary to explain beta decay; and the neutral Z boson,

previously unprecedented. The first experimental evidence of neutral weak interactions

occurred a few years later, in 1973, in the Gargamelle bubble chamber [50] at CERN.

The tracks of a few electrons were photographed moving’ as neutrinos interacted with

these leptons via the exchange of an unseen Z boson, altering the electron’s momenta.

During 1983, the first direct observations of theW [51] and Z [52] bosons were recorded

at CERN in the UA1 and UA2 experiments led by Rubbia and Darriulat respectively.

Accelerated in the Super Proton Synchrotron (SPS), proton and antiproton beams

collided with
√
s = 540GeV centre-of-mass energy in both UA1 and UA2, providing

sufficient energy for the production of the weak bosons. This was only possible due

to the work of Van der Meer in the development of stochastic cooling for proton

accelerators [53]. The discovery of the W± and Z bosons with masses within the

theoretical predictions, provided a stringent test of the electroweak unification in the

SM.

The Top Quark Discovery Predicted in 1973 by Kobayashi and Maskawa to complement

the bottom quark in the third weak isospin doublet, its discovery came in 1995 at

the Fermilab by the Tevatron experiments, CDF and DØ [54, 55]. The inference of

top quark mass was facilitated due to the theoretical and phenomenological studies

developed by ’t Hooft and Veltman in the renormalisation of non-abelian quantum

field theories [27]. Their work provided a computing method for quantum corrections

to several processes, allowing precision calculations of physical quantities and direct

comparison with the experimental observations.

The Higgs Boson Discovery Arising from the Brout-Englert-Higgs mechanism, proposed

independently by Engler and Brout [10], Higgs [11], and Guralnik, Hagen and Kib-

ble [12] in 1964 to explain the different fermion and boson masses. The experimental
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discovery of the Higgs boson was reported in 2012 by the LHC experiments ATLAS [25]

and CMS [26] at CERN. Data subsequently collected at the LHC shows that the ob-

served particle has spin zero, interacting and decaying in several of the ways predicted

for the Higgs boson by the SM[56, 57]. The discovery of a Higgs boson, which is a

direct manifestation of the existence of the Higgs field, constitutes yet another valida-

tion of the SM theory of particle physics. Whether the observed boson’s nature and

properties continue to behave in line with the SM predictions for the Higgs boson, or

not, is now currently under further investigation.

Ultimately, the SM is an ad hoc model of theoretical ideas assembled together to re-

produce the experimental findings, with free parameters1 chosen to match the observations

rather than originating from pure theoretical principles. The SM has 25 free parameters

(or 26 if the neutrinos are not normal Dirac fermions): 14 are associated with the Higgs

field (the fermion masses from the Yukawa couplings yf , the Higgs mass and the vacuum

expectation value); 8 with the flavour sector (the angles and phase of both quark and lepton

mixing) and 3 with the gauge interactions (the coupling constants g, g′ and gs).

Throughout the years, the validity of the SM has been experimentally confirmed with

precision measurements of several observables, as well as complex global fits of all its free

parameters. The increasing high precision results from a variety of experiments (some of

which within 0.1% precision) contributed to the constraining of searches and provided cross-

check tests to the SM [58]. The discovery of the top quark, and later the Higgs boson, with

mass values in agreement with the predictions from global fits impressively confirmed the

SM at the quantum level. Figure 2.3 depicts the historical development of the global fit

constraints and direct mass measurements as a function of time for the top quark (a) and

the Higgs boson (b), respectively. The self-consistency of the SM can therefore be probed

by relying on precise measurements of the SM parameters. One such test can be seen in

Figure 2.4, where all relevant electroweak observable measurements are combined into a

statistical model, while certain measurements are left free to float within their uncertainty

to allow for a fit among multiple correlated measurements. Here, a least-square χ2 fit [19]

is shown for the Higgs boson mass MH as a function of the top quark mass mt including all

relevant electroweak data with the exception of the ATLAS and CMS combined measure-

ment of the Higgs boson mass. The SM global fit contour (represented in red) agrees well
1“Free”, in this context means that the values of values of these parameters do not have theoretical

projections or strict expected bounds.

20



2.1 The Standard Model of Particle Physics

1995 2000 2005 2010 2015
Year

140

150

160

170

180

190

200

 [
G

eV
]

t
m

PDG

LEP EW WG

Gfitter,

Results of the EW fit
68% confidence levels

H incl. M
(searches or meas.)

Measurements

Tevatron

LHC

Tevatron + LHC

2000 2005 2010 2015
Year

0

50

100

150

200

250

300

 [
G

eV
]

H
M

68% confidence levels
PDG
LEP EW WG
Gfitter
Gfitter incl. direct searches

Results of the EW fitMeasurements
LHC

(a) (b)

Figure 2.3: The 68% confidence level prediction bands of (a) the top quark mass and (b)
the Higgs boson mass throughout the years, using electroweak precision data in various EW
fits[58]. The direct mass measurements are shown by the data points.

with the direct MH measurements (shown in the yellow dashed line), describing the data

with a χ2/d.o.f. = 40.8/41. There seems to be, however, a strong constraint imposed by the

direct precision data on the allowed top quark mass value, which is apparently favoured to

be closer to the upper end of its 1σ uncertainty band. Other observables also present some

difference between data and the SM fit,1 but all still quite small, with only gµ− 2 showing a

larger deviation of the order of 3.1σ. Despite the few discrepancies, it is remarkable how ac-

curately the Standard Model is able to describe the electroweak data, continuously proving

to be a self-consistent theory.

Regardless of the remarkable successes of the SM, there are still patterns amongst its

different parameters that suggest the presence of some unknown symmetry principle. For

instance, the fermions (excluding the neutrinos) seem to follow a yet unexplainable pattern

of similar mass values within a single generation. The framework does not yet explain a

number of theoretical and experimental evidences, which suggests that the SM is in fact

an effective theory — perhaps a low energy version of a wider theory describing the full

spectrum of observations. In fact, a Grand Unified Theory (GUT) of the forces appears

plausible, since there is a similar order of magnitude between the coupling constants of the

three gauge interactions, alluding that they might be the result of some broken symmetry,

just different manifestations of the same force. Patterns like these, not yet accommodated

1For instance, using the Higgs boson mass in the global fit and not including the W boson mass and
width, yields mW = 80.357± 0.006GeV, which is 1.7σ below the world average.
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Figure 2.4: Global χ2 fit result shown for the Higgs boson mass MH as a function of the top
quark mass mt including all electroweak data except the direct Higgs boson mass measure-
ment at the LHC, which is displayed in the yellow dashed line for completeness[19]. The red
contour represents the 90% CL region (∆χ2 = 4.605) allowed by all data. The one-standard-
deviation uncertainties of several inputs are also shown: the dashed lines delimit the 68% un-
certainty bounds, whereas the filled lines the 39.35% uncertainty bounds.

into the framework, hint at physics beyond the Standard Model (BSM). Some of the yet

unanswered questions of the Standard Model include:

Three Generations of Fermions There is no explanation for having only three fermion

generations in the SM framework.

The Flavour Problem There are no predetermined theoretical values for the fermion

masses, their mixing angles or CP violating phases.

The Matter/Antimatter Asymmetry Baryonic matter and antibaryonic matter should

have been produced in equal amounts during the Big Bang. However, that is not what

we observe in the universe. The CP-violating nature of the weak interaction in the

SM can account for some asymmetry in the production rate of matter and antimatter,

but it is not enough to account for the observed difference. The strong interaction

does not seem to violate the CP symmetry, even with CP-violating terms allowed in

the QCD Lagrangian.
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Naturalness of the Higgs Boson Mass The mass of the Higgs boson is quite sensitive

to top quark loop effects, since the Yukawa coupling between the H boson and the top

quark is very large. These fermionic quantum corrections are quadratically divergent

with the ultraviolet cut-off scale ΛUV for new physics. Assuming the SM describes

nature up to the Planck scale, then ΛUV would be several orders of magnitude higher

than the electroweak symmetry-breaking scale, which would require heavy fine-tuning

of the Higgs mass. In order to cancel these fermionic corrections to the Higgs boson

mass, new mechanisms or new particles at the TeV scale are considered in possible

extensions of the SM, such as supersymmetry.

Neutrino Oscillations In the SM neutrinos are massless particles. The measurement of

neutrino mass oscillations [23, 24], however, indicates different masses between the

neutrino generations. Right-handed neutrinos or perhaps Majorana neutrinos could

be an answer suitable within the SM.

Dark Matter and Dark Energy Only about 5% of the energy density in the universe

is made of ordinary baryonic matter. The remaining energy density can only be ac-

counted for considering the existence of dark matter and dark energy, which represent

around 26.8% and 68.3% of the universe, respectively. The SM has no candidate parti-

cle, force or mechanism that can explain this large fraction of the energy density of the

universe. Dark matter is extremely weakly interacting, but its gravitational effects on

visible matter allow for an indirect probe. For instance, measurements of the rotation

curves of galaxies and gravitational lensing can be understood considering the presence

of dark matter. Dark energy is, however, a lot more aloof. Nonetheless, it is the most

accepted justification for the acceleration of the expansion of the universe as of yet.

Gravity Einstein’s theory of general relativity describes gravity as a distortion of the ge-

ometry of spacetime. Describing gravity as a quantum field theory, however, has

proven to be quite a difficult task and has not yet been accomplished. While gravi-

tational interactions between particles are assumed negligible for energies lower than

the Planck scale, the high energy density of the early universe would certainly require

a quantum-gravitational theory to accurately describe the fundamental particles and

their interactions.

23



2. THEORETICAL FRAMEWORK

The SM is undoubtedly a successful theory, explaining and predicting a myriad of phe-

nomena in high energy physics. Even with all the open questions, quantum field theory is

until now the best way to describe particles and their interactions at the current accessible

energies. Studying the SM, both where it accurately describes the experimental findings

and where it fails to provide an answer, will deepen the understanding of the Universe at

the most fundamental level.

2.2 The Top Quark and the Higgs Boson

By accelerating particles to very high energies and then colliding them, the SM and all of

nature’s fundamental elements can be thoroughly investigated. At particle colliders, the

collision is just a way to force the particles to interact in a controlled environment and to

register the properties of the obtained output. Typically, electrons or protons are accelerated,

but heavier hadrons are also used in order to cover a wider physics spectrum. When colliding

non-fundamental particles, such as the protons, at high energy the actual interacting objects

are its constituent quarks and gluons. The hadron constituents, also known as partons,

that undergo a significant momentum transfer constitute the hard-scattering system. In

collisions involving hadrons, the full initial state of the hard-scattering system is unknown,

since the experimental setup can only control the momentum of the initial beam of particles.

The specific parton details are unknown a priori, and its measurement unfeasible without

interrupting or ruining the interaction. Despite the unknown initial state of the hard-

scattering system, a full consistent analysis can be done by using form-factor descriptions

of the colliding hadrons that account for the fraction of momentum carried by the partons.

These parton distribution functions (PDF) fi(xi, µF2) represent the probability density of a

parton flavour i to have a longitudinal momentum fraction xi within the accelerated hadron

at the energy scale µF2. Since the PDFs must reflect the underlying structure of the colliding

hadron, the parton i can be one of the valence quarks/antiquarks or instead originate from

the virtual hadronic sea, being in this case either a gluon or another quark/antiquark. The

factorisation scale µF is the scale/threshold that separates the hard scattering regime in the

PDF. The PDF dependence on an energy scale µF is described by the DGLAP equations,

with calculations relying on perturbation theory and higher order corrections [59]–[62]. The

functional form of the PDFs cannot, however, be fully computed from theory since they

depend on low energy QCD processes. QCD has such a large coupling constant, therefore
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2.2 The Top Quark and the Higgs Boson

not allowing perturbation theory to be applied, and so the dependence of the PDFs on x

must be extracted from measurements of structure functions in other deep inelastic scattering

experiments (see Section 5.2 for further details).

For collisions of two hadrons a and b like those performed at the LHC experiments,

the inclusive hadron-hadron cross-section σab→X can be obtained using the factorisation

theorem,

σab→X =
∑

i,j=q,q̄,g

∫
dxidxjfi(xi, µF

2)fj(xj , µF
2)σij→X(xi, xj , αs(µ

2
R)) , (2.38)

where X is any possible final state. Since all possible parton-parton scattering processes

must be considered, the inclusive cross-section is then the convolution of parton distribution

functions and a partonic cross-section σij→X(xi, xj , αs(µ
2
R)) of the hard scattering process

between two partons i and j. The hard scattering process σij→X can be computed pertur-

batively from Feynman diagrams and depends on the strong coupling constant αS and its

renormalisation scale µR. The cross-section of a hard process can then be written from the

scattering matrix between the initial and final state particles as a perturbative series,

σij→X = σLO

(
1 +

(αS

2π

)
σ1 +

(αS

2π

)2
σ2 + ...

)
, (2.39)

where the leading order (LO) accuracy includes the minimal number of interacting vertices

possible for the specific process. Next-to-leading order (NLO), or next-to-next-to-leading

order (NNLO) accuracy in αS can be obtained depending on where the power series expan-

sion of the cross-section is truncated, that is the amount of vertices and loops included in

the process. In theory, if the cross-section σij→X is calculated to all orders, it is invariant

under changes in these parameters. In reality, however, the truncated calculations/series

deem it necessary to artificially choose the two scales in order to make the most accurate

cross-section predictions. The numerical results will be different depending on the order of

the corrections used — the more terms included in the perturbative expansion, the more

exact the prediction — reflecting the uncertainty due to the unknown higher order correc-

tions. µF and µR are usually set to the same value, typically the order of the energy scale

of the hard scattering process, in order to avoid the reappearance of logarithmic divergences

in the perturbation series [63].

Equation 2.38 only accounts for the most energetic interactions: the hard scattered

system. The partons not taking part in the hard scattering process give rise to the underlying
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event, that is the elastic or soft inelastic interactions between the remaining partons. These

are also known as ‘minimum bias’ events. In this thesis, proton-proton collisions at the LHC

are analysed with dedicated studies of both soft underlying processes as well as several hard

processes, such as those involving top quarks or Higgs bosons.

2.2.1 Top Quark Physics

According to the SM, the top quark t, with electric charge Q = +(23)|e| and isospin T3 = +1
2 ,

is the up-type partner of the bottom quark in the left-chiral weak isospin doublet or the

third generation right-chiral quark in the SU(2)L singlet (see Equation 2.5). The top quark

is the heaviest known fermion (see Table 2.2) which makes it a rather unique quark. In fact,

its large mass is the cornerstone of top quark phenomenology.

The top quark Yukawa interaction can be calculated from the Lagrangian in Equation

2.28, which, after spontaneous symmetry breaking, results in the top quark Yukawa coupling

being directly obtained from the top quark mass as

yt =

√
2mt

v
= 0.993± 0.03 , (2.40)

resulting in the highest coupling within the SM (where other Yukawa couplings are of the

order of 10−2).

The CKM element Vtb has a much larger value than Vts or Vtd, being very close to unity

as seen in the CKM matrix in Equation 2.37. Consequently, the top quark decays nearly

exclusively via electroweak interactions into a W boson and a b quark, t → W+ + b (or

t̄ → W− + b̄ for the top antiquark decay). Since the top quark is the only quark with a

mass bigger than that of the W boson, the top quark is then the only quark able to decay

into a real W boson, i.e. an on shell W boson. Also due to its large mass value, the top

quark has an extremely brief lifetime, 1/Γt ≈ 5×10−25 s[19]. The formation of bound states

involving top quarks is thus not possible, and, given the typical hadronisation timescale

of 1/ΛQCD ≈ 10−23 s, the strong interaction can not depolarise the spin of the top quark

before its decay. By keeping its spin coherent, the top quark properties can be transferred

to its decay products through the V-A coupling structure of weak interactions. This then

allows the study of top quark properties, such as the top quark polarisation, via angular

distributions of the decay products.
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Figure 2.5: Leading-order Feynman diagrams of the dominant top quark pair production
modes at the LHC: gluon fusion mechanism is shown in (a), (b) and (c) diagrams, whereas
quark-antiquark annihilation can be seen in (d).

As a result of the top quark high mass, and all properties ensuing, the top quark is

expected to play a special role in understanding the electroweak symmetry breaking mecha-

nism and even possibly be a probe to new physics. The accurate knowledge of its properties

is thus instrumental in providing information on fundamental interactions in the SM and

beyond.

2.2.1.1 Top Quark Production

At hadron colliders, the top quark can be produced through either strong or electroweak

mechanisms. The predominant processes of its production are the top quark pair production

(also known as tt̄) and the single top quark production (single top) via the strong and weak

interactions, respectively. Table 2.3 summarises the theoretical cross-section predictions of

both mechanisms at several centre-of-mass energies.

Pair Production

In proton collisions, the most probable top quark production mechanism is the tt̄ pair pro-

duction, occurring mainly via gluon (gg → tt̄) or quark fusion (qq̄ → tt̄) processes, at leading

order in QCD. Due to the higher gluon density inside colliding protons, gluon-gluon fusion is

the dominant mechanism at the LHC energy scale, constituting between 80% to 90% of the

tt̄ production cross-section in the LHC centre-of-mass energy 7− 14 TeV [19]. The different

top quark pair production mechanisms are shown in the leading-order Feynman diagrams

in Figure 2.5.

Several direct measurements of the tt̄ production cross-section have been made since the

discovery of the top quark and are summarised in Figure 2.6 as a function of the centre-of-
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Collider
√
s Cross-Section Cross-Section σt+t̄ [pb]

[TeV] σtt̄ [pb] t-channel s-channel Wt-channel
Tevatron 1.96 7.164+0.110+0.169

−0.200−0.122 2.02+0.13
−0.13 1.03+0.05

−0.05 −

LHC 7 177.31+4.56+9.02
−5.99−9.02 63.89+1.92+2.19

−1.25−2.19 4.29+0.12+0.14
−0.10−0.14 15.74+0.40+1.10

−0.40−1.14

LHC 8 252.89+6.39+11.67
−8.64−11.67 84.69+2.56+2.76

−1.68−2.76 5.24+0.15+0.16
−0.12−0.16 22.37+0.60+1.40

−0.60−1.40

LHC 13 831.76+19.77+35.06
−29.20−35.06 216.99+6.62+6.16

−4.64−6.16 10.32+0.29+0.27
−0.24−0.27 71.7+1.80+3.40

−1.80−3.40

LHC 14 984.50+23.21+41.31
−34.69−41.31 248.09+7.58+6.98

−5.40−6.98 11.39+0.32+0.29
−0.26−0.29 84.4+2.00+3.00

−2.00−4.80

Table 2.3: Theoretical cross-section predictions for the tt̄ pair production and single top
quark processes for several centre-of-mass energies. Predictions for the Tevatron assumed a
top quark mass of 173.3GeV, whereas LHC predictions assumed 172.5GeV. The uncertain-
ties from scale dependence and from parton density functions are combined in quadrature
or given separately (scale + PDF). The tt̄ pair production cross-sections were calculated
at NNLO in QCD including resummation of NNLL soft gluon terms with top++2.0 [64]–
[70]. The scale uncertainty was determined from the independent variation of µF and µR,
whereas the PDF and αS uncertainties were calculated using the PDF4LHC prescription
[71] with the MSTW2008 68% CL NNLO [72, 73], CT10 NNLO [74, 75] and NNPDF2.3 5f
FFN [76] PDF sets. Single top quark production at Tevatron is shown with approximately
NNLO order accuracy for both the t and s-channels [77, 78], while Wt events are negligible
at this energy. Regarding the single top quark processes at the LHC, NLO accuracy was ob-
tained with Hathor v2.1 [79, 80] for the cross-sections of the t and s-channels, whereas the
Wt cross-section was calculated to NLO accuracy in QCD including NNLL soft-gluon cor-
rections [81, 82]. The scale uncertainty was derived using the MSTW2008 NLO PDF set for
the t- and s-channels, while the MSTW2008 NNLO PDF set was used for the Wt-channel.
The PDF and αS uncertainties were calculated using the PDF4LHC prescription with the
MSTW2008 68% CL NLO, CT10 NLO and NNPDF2.3 PDF sets for the t- and s-channels.
The PDF uncertainty of the Wt-production was calculated using the MSTW2008 NNLO
PDF.
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Figure 2.6: Top quark pair production cross-section measurements at the LHC and Teva-
tron as a function of the centre-of-mass energy

√
s [83]. The measurements are compared to

the NNLO QCD calculation with NNLL resummation (top++2.0 [70]), where the coloured
bands represent theory uncertainties due to renormalisation and factorisation scale, parton
density functions and the strong coupling. The mass of the top quark was set to mtop =
172.5GeV in both experimental and theoretical results. Measurements performed at the same
centre-of-mass energy are slightly offset for clarity.

mass energy
√
s. The SM theoretical predictions are in agreement with the experimental

results from the Tevatron and LHC experiments.

Single Top Quark Production

Single top quark production occurs via the electroweak interaction in mechanisms mediated

by virtual t-channel and s-channel W bosons (qb → q′t and qq̄′ → tb̄ respectfully) or via

the associated production of a W boson and a top quark (bg →W−t) commonly addressed

as Wt-production. The leading order Feynman diagrams of the three processes are shown

in Figure 2.7 for the top quark production, where the charge conjugate diagrams would

represent the top antiquark production. The t-channel process can be described via a 2 → 2

or a 2 → 3 scheme, where in the latter the initial colliding b quark originates from gluon

splitting.

The theoretical cross-sections for the sum of the singly produced top quarks and top

antiquarks are shown in Table 2.3. At Tevatron, t-channel and s-channel single top quarks
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Figure 2.7: Leading-order Feynman diagrams of the dominant single top quark production
mechanisms at the LHC: (a) t-channel (b) s-channel and (c) Wt-channel.

are produced at an identical rate as the top antiquarks, due to the initial parton densities

in the pp̄ collisions. In the pp collisions at the LHC, however, the charge asymmetry of the

initial state partons leads to a production cross-section of single top quarks almost twice that

of the top antiquarks in both t and s-channels. For Wt events, due to the density functions

of the initial partons, an equal proportion of top quarks and top antiquarks is produced

at the LHC. The weak coupling involved in these processes leads to smaller cross-sections

than that of the top quark pair production. Among these three mechanisms, the t-channel

production has the largest cross-section in proton collisions. The s-channel process cross-

section is approximately the same order of magnitude as the t-channel one at the Tevatron,

whereas at the LHC it is much smaller than the t-channel cross-section. Regarding the Wt

production, while it has a negligible cross-section at the Tevatron energy scale, it becomes

quite relevant at the LHC scale.

A summary plot of the single top quark production cross-section measurements is shown
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Figure 2.8: Single top production cross-section measurements at the LHC experiments in
various channels as a function of the centre-of-mass energy

√
s [83]. The theoretical predic-

tions were calculated to NLO QCD, NLO QCD complemented with NNLL resummation and
NNLO QCD (t-channel only).

in Figure 2.8 as a function of the centre-of-mass energy
√
s, where all data measurements

are in agreement with the SM predictions.

The single top quark production cross-section measurement provides a direct determi-

nation of Vtb without assuming the number of quark generations. The single top quark

production is particularly sensitive to new physics, such as anomalous couplings [84].

Top Quark Associated Production and Other Production Mechanisms

In addition to the previously introduced inclusive QCD and EW top quark production

mechanisms, the top quark can be produced in other processes with typically much smaller

cross-sections. For example, the production of a pair of top quark-antiquark can occur while

simultaneously producing a SM boson. The associated production of top quark pairs with

electroweak bosons, tt̄V where V = γ,W or Z or with an Higgs boson, tt̄H, are accessible

processes at hadron colliders and were in fact already measured with LHC data [85]–[94].

The associated production of top quark pairs with gluons, commonly named tt̄ + jets, is

usually included with the regular top quark pair production as higher order corrections.

Analogously, single top quark production can happen associated with gauge bosons, such as

31



2. THEORETICAL FRAMEWORK

tZq, which was discovered in 13TeV pp collisions at the LHC [95, 96, 97], and tqγ, which

has been observed for the first time by the ATLAS experiment [98] Other more rare single

top quark production processes, like tWγ, tZγ, tHq, tHW , tHZ and tWZ, which have not

yet been discovered, are interesting places to further establish the SM couplings.

Experimental evidence for processes producing four top quarks, i.e. two pairs of top

quark-antiquark, was obtained by both ATLAS and CMS collaborations [99]–[103]. Such

production mechanisms are quite interesting as they allow the study of the top quark-Higgs

boson Yukawa coupling in a different process. This rare production process is particularly

sensitive to many BSM models.

Mechanisms involving same-sign top quarks or other FCNC processes, including tZ, tH

and tγ productions, are not possible in the SM. However, the limits on their cross-sections

provide invaluable information on the nature of the couplings involved and if found might

be an indication of new physics.

As the recorded LHC data increases, searches for rare and very rare top quark production

processes are becoming more viable, providing key information on the properties of the top

quark and its couplings.

2.2.1.2 Top Quark Decay

As a SM test, direct measurements of the t → Wb branching ratio have been made by the

CDF, DØ and CMS experiments, using the ratio R = B(t → Wb)/
∑

q=d,s,bB(t → Wq)

where the sum over q includes all possible down-type quarks [104, 105, 106]. The ratio R

allows to probe the SM, since significant deviations from unity could imply a non-SM top

quark decay. The most precise measurements are R = 1.014 ± 0.003(stat) ± 0.032(syst)

and R > 0.955 at 95% C.L. as determined by the CMS experiment in
√
s = 8TeV pp

collision data. This result, together with other beyond the SM searches, corroborates the

SM prediction of a nearly exclusive decay of the top quark into a W boson and a b quark.

Due to the high top quark mass, the W boson from the decay of a top quark is produced

nearly on-shell. Assuming |Vtb| = 1, the LO decay width of the top quark can then be

calculated from the Feynman diagram of the t→Wb body channel in Figure 2.9 as:

ΓLO
t =

GFmt
3

8π
√
2

(
1− mW

2

mt
2

)2(
1 + 2

mW
2

mt
2

)
(2.41)
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W

Figure 2.9: Leading-order Feynman diagram of the top quark decay.

where both the t quark and W boson are treated as on-shell particles1 and the mass of the b

quark is considered negligible [19]. For a top quark mass of 172.5GeV, the predicted NNLO

decay width is Γt = 1.322GeV, a value that increases with the mass [107].

Direct measurements of the top quark decay width have been performed by the ATLAS

collaboration, yielding results in agreement with the SM prediction. For a top quark mass

of 172.5GeV, Γt = 1.76± 0.33(stat.)+0.79
−0.69(syst.)GeV and Γt = 1.28 ± 0.30GeV have been

measured using either the full
√
s = 8TeV dataset [108] or a subset only exploiting events

away from the tt̄ resonance peak [109], respectively. Additionally, measurements at
√
s =

13TeV have obtained a top width of Γt = 1.9± 0.5GeV [110].

The final states of top quark processes are then usually classified according to the W

boson decay, which decays leptonically about one third of the time (W+ → l+ + ν and the

charge conjugate W− → l−+ ν̄ ) or hadronically about two thirds of the time (W+ → u+ d̄

and its charge conjugate W− → d + ū, where u and d represent up or down-type quarks).

While the interactions occurring in particle accelerators are theoretically well described

by parton-level gauge interactions yielding final state partons, partons are not visible in

the detectors. The measurable quantities are the particle-level bound states of quarks and

antiquarks, formed through hadronisation. Inside the detector, final state quarks evolve into

jets of hadrons, whereas neutrinos pass through undetected. The final state of processes

involving top quarks will then usually consist of a few jets, out of which one or two will be

originating from b quarks, one or two charged leptons and missing energy carried away by

the otherwise undetected neutrino(s). Despite the ambiguity due to the missing neutrino

information, leptonic decays are typically easier to trigger since leptons leave a very clean

signature in most detectors. The fully hadronic decay of the W± bosons is the hardest to

trigger, particularly due to the severe QCD multijet background processes.

1Here mt is the top quark pole mass.
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2.2.2 Higgs Boson Physics

The SM Higgs boson is an electrically neutral CP-even scalar particle, and whose mass,

given by mH = ν
√
2λ (c.f. Equation 2.23), is a free parameter of the theory. There is

no theoretical prediction of the Higgs boson mass since the quartic coupling λ is free in

the model, depending only of the initial conditions of the universe. However, prior to its

discovery at the LHC, the window for a SM Higgs boson was already very narrow. Since

LEP direct searches found no signal, the Higgs mass was constrained by mH > 114GeV as

a lower bound. In addition, indirect upper bounds obtained from the precision electroweak

measurements at LEP and Tevatron, inferred that mH was unlikely to be greater than

200GeV. After its discovery in 2012 by the ATLAS and CMS experiments, the most recent

experimental measures of the Higgs boson mass yield mH = 125.25± 0.17GeV, which leads

to λ ≃ 0.13 [19].

The Higgs boson couples to all fundamental fermions and gauge bosons in the SM.

The Higgs boson couplings to fermions are linearly proportional to the fermion masses,

while the Higgs boson couplings to gauge bosons are proportional to the the square of the

boson masses. This proportionality of the Higgs boson couplings to mass is fundamental in

determining its dominant production and decay processes. In order to understand the Higgs

boson nature, it is important to measure all properties of the Higgs boson couplings to SM

particles.

2.2.2.1 Higgs Boson Production

At hadron colliders, Higgs boson production occurs through a variety of processes, since

the Higgs boson couples to nearly every fundamental particle in the SM. The dominant

mechanisms for its production involve the coupling of theH boson to heavy particles, such as

the W and Z gauge bosons and the third generation of quarks and leptons. At the LHC, the

Higgs boson can be produced via four main mechanisms, whose leading order diagrams are

shown in Figure 2.10: gluon-fusion (ggF); vector-boson fusion (VBF); associated production

with a heavy gauge boson (V H, where V =W±, Z); and associated production with one or

two top quarks (tHq or tt̄H, respectively).

Despite the rather large variety of couplings possible, the Higgs boson production at the

LHC is still a low rate process. In Figure 2.11 (a) the theoretical predictions for the different

Higgs boson production modes are shown as a function of the centre-of-mass energy, for a
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Figure 2.10: Leading-order Feynman diagrams of the main Higgs boson production pro-
cesses at the LHC: (a) gluon-fusion (ggF); (b) vector-boson fusion (VBF); (c) Higgs-strahlung
(V H); (d) associated production with a heavy gauge boson at loop level from a gluon-gluon
interaction (ZH); (e) associated production with a pair of top quarks (tt̄H); (f) and (g) asso-
ciated production with a single top quark (tHq).

SM Higgs boson of 125GeV. A summary of the expected theoretical cross-section values is

also included in Table 2.4 for the most relevant centre-of-mass energies.

In proton collisions, the gluon-fusion process, gg → H+X, is the production mechanism

with the largest cross-section. The Higgs boson coupling to gluons is induced at leading

order via a loop of heavy quarks, where a virtual pair of top quarks will couple to the Higgs

boson (see Figure 2.10 (a)). Other virtual loops of lighter quarks could also contribute to the

gluon-fusion process, but to a smaller extent than that of the massive top quark. Similarly,

the Higgs boson coupling to photons must also occur through virtual loops. In this case,

however, the dominant contribution will be from the coupling to a pair of massive W+W−
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√
s Cross-Section [pb]

[TeV] σggF σVBF σWH σZH

1.96 0.95+17%
−17% 0.065+8%

−7% 0.13+8%
−8% 0.079+8%

−8%

7 16.82+4.4%+3.3%
−7.0−3.3% 1.240+0.2%+2.2%

−0.2%−2.2% 0.5756+0.7%+2.1%
−0.8%−2.1% 0.3384+2.6%+1.7%

−2.3%−1.7%

8 21.39+4.4%+3.2%
−6.9%−3.2% 1.600+0.3%+2.2%

−0.2%−2.2% 0.7009+0.7+2.0%
−0.8%−2.0% 0.4199+2.8%+1.7%

−2.4%−1.7%

13 48.61+4.27%+1.85%
−6.49%−1.85% 3.766+0.43%+2.1%

−0.33%−2.1% 1.358+0.51%+1.35%
−0.51%−1.35% 0.880+3.50%+1.65%

−2.68%−1.65%

14 54.72+4.28%+1.85%
−6.46%−1.85% 4.260+0.45%+2.1%

−0.34%−2.1% 1.498+0.51%+1.35%
−0.51%−1.35% 0.981+3.61%+1.90%

−2.94%−1.90%

√
s Cross-Section [pb]

[TeV] σtt̄H

1.96 0.004+10%
−10%

7 0.08864+3.5%+4.5%
−9.2%−5.0%

8 0.1326+4.0%+4.3%
−9.2%−4.3%

13 0.5065+5.8%+3.6%
−9.2%−3.6%

14 0.6128+6.0%+3.5%
−9.2%−3.5%

Table 2.4: Theoretical cross-section predictions for the main SM Higgs boson production
processes at several centre-of-mass energies. For the Tevatron energy scale,

√
s = 1.96TeV,

the predictions were obtained from Ref. [19] for mH = 125GeV and the combined to-
tal uncertainties are shown. As for the LHC energies, the predictions for the cross-section
were taken from Refs [111, 112] for the Higgs mass mH = 125.09GeV. Unless stated oth-
erwise, the first uncertainty always represents the renormalisation and factorisation scale
dependence for the LHC energies, whereas the second one is the combined PDF and αS

uncertainty. The cross-section predictions for the ggF channel have next-to-next-to-next-
leading-order (N3LO) precision in QCD and NLO EW accuracies [113], using the YR4 in-
put parameters [111] and the PDF4LHC15_nnlo_100 set [71]. Here, the first uncertainty is
the linear sum of various sources of theoretical uncertainties affecting the cross-section cal-
culations, including the QCD scale. The second uncertainty corresponds to the combined
PDF and αS uncertainties computed following the PDF4LHC recommendation [114]. The
VBF cross-section predictions were calculated at (approximate only for 7 and 8TeV) NNLO
QCD and NLO EW accuracies [115]–[119], using the same settings as in YR4 [111] with the
PDF4LHC15_nnlo_100 [71] set for the QCD corrections. The EW and Photon corrections
were computed using the NNPDF23_nlo_as_0118_qed [120] set at 7 and 8TeV and the
LUXqed_plus_PDF4LHC_nnlo_100 [121, 122] PDF set at 13 and 14TeV. The V H cross-
sections were calculated at NNLO QCD and NLO EW accuracies [119] [123]–[128], using
PDF4LHC15_nnlo_mc (QCD) and NNPDF23_nlo_as_0118_qed (EW) PDF sets [120],
and are shown separately for WH and ZH production. The theoretical predictions for the
tt̄H associated production were calculated at NLO QCD [129]–[135] and NLO EW [134]–[136]
accuracies, using MadGraph5_aMC@NLO [137, 138] and the PDF4LHC15_nlo_30_pdfas
set.
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Figure 2.11: Standard Model Higgs boson (a) production cross-sections as a function of
the centre-of-mass-energies [111] and (b) branching ratios in function of the Higgs boson
mass [139]. The tH production cross-section includes only the t-channel and s-channel pro-
duction.

bosons.

Other production modes always involve additional particles generated in association with

the Higgs boson. At the LHC, vector boson fusion (VBF), qq′′ → q′q′′′H, is the second most

likely production mechanism, where two quarks from the initial protons (or two antiquarks

from the virtual sea) radiate massive vector bosons which interact originating a Higgs boson.

Due to the different fermionic couplings to the W and Z gauge bosons, and their different

masses, the cross-section of theW fusion process is enhanced approximately three times more

than that of the Z fusion. In this production mode, the resulting Higgs boson is accompanied

by a pair of (anti)quarks, that give rise to two back-to-back hard jets in the most forward

regions of the detectors. With no colour conversion occurring between the quarks in the

weak gauge boson exchange, gluon radiation is mostly suppressed in the central regions of

the detector. Therefore, experimentally VBF processes have a much cleaner signature than

ggF ones, even allowing discrimination from the overwhelming QCD background.

Associated production with W and Z gauge bosons, V H, is the next most relevant Higgs

boson production mode at the LHC. The V H associated production processes, pp→ V H+X

with V =W±, Z can occur either at tree level via quark-quark interaction, also called Higgs-

strahlung (see Figure 2.10 (c)), or, in particular for the ZH mode, at loop level from a gluon-
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gluon interaction (see Figure 2.10 (d)). Despite the additional gluon fusion contribution to

the ZH production mechanism, the WH cross-section is twice that of the ZH, due to the

different intensities of electroweak gauge couplings.

Lastly, the production of a Higgs boson in association with heavy quarks which have

smaller cross-sections than the previous mechanisms, but are nonetheless very interesting

for the study of the Yukawa couplings. The Higgs boson associated production with heavy

quarks can happen involving a pair of quark-antiquark or a single (anti)quark (see Fig-

ures 2.10 (e) or (f) and (g) respectively). Given the large Yukawa coupling of the third

generation of quarks, the top quarks have the highest associated production rates, followed

by the bottom quarks. Out of these, the most favourable processes will then be those

involving the production of a pair of top quarks, gg → tt̄H, usually referred as tt̄H produc-

tion. The Higgs boson radiation off top quarks is particularly interesting since no virtual

loop is involved in the production mechanism, which enables the direct probe of the top

quark-Higgs boson Yukawa coupling, unlike the ggF channel for instance. For the tt̄H pro-

duction, a detailed summary is presented in Section 2.2.3 below. The contribution of the

Higgs boson production in association with a single top quark (tHq), though smaller, allows

the determination of the sign of the top Yukawa coupling. Analogously to the single top

quark production, the tHq can be divided into three production channels according to the

virtuality of the W boson: t-channel production where a virtual space-like W is exchanged;

s-channel production featuring a virtual time-like W ; and W -associated production when

an on-shell W boson is present in the final state.1 In Figures 2.10 (f) and (g), two tHq

t-channel examples are given at LO.

Other single Higgs boson production mechanisms are possible at the LHC. Besides having

smaller contributions, they can still bring valuable information on the nature of the Higgs

boson and its interactions with other SM particles. For instance, the Higgs boson production

in association with a pair of bottom quarks (bb̄H), involving the SM suppressed bottom-

Higgs coupling, could be dominant at larger energies in beyond the SM theories, such as

the two-Higgs-doublet model or a SUSY model. Likewise, the Higgs boson production in

association with charm quarks (cc̄H), whose expected production rate in the SM is quite

small, may become relevant in specific models with enhanced charm Yukawa coupling.

1Although useful at event generation, this classification is only valid at LO, since when adding higher-
order corrections some amplitudes can interfere.
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Figure 2.12: Lowest order Feynman diagrams of the SM Higgs boson decay: (a) H → ff̄ ;
(b) H → W+W− or H → ZZ; (c) H → gg; (d) and (e) H → γγ via a top quark or W boson
virtual loop, respectively; (f) H → γZ via a W boson virtual loop.

At hadron colliders, double Higgs boson production can also occur, although at much

smaller rates than single Higgs boson production. In pp collisions, its dominant production

mode happens via gluon fusion, gg → HH, with an expected inclusive NNLO cross-section

at
√
s = 13TeV of 0.031052.2%5.0%(theory) ± 3%(PDF + αS) ± 2.6%(mt) pb [140]. Double

Higgs boson production can provide access to the Higgs trilinear self coupling, thus, being

important to further understand the nature of the Higgs potential.

2.2.2.2 Higgs Boson Decay

The Higgs boson is not stable and can in principle decay to all Standard Model particles.

The lowest order Feynman diagrams for the main decay modes are shown in Figure 2.12.

For each decay, the matrix element is proportional to the mass of the particle coupling to

the Higgs boson. Thus, the Higgs boson can decay into a pair of fermions, H → ff̄ , as long

as the channel is kinematically accessible, i.e. mH > 2mf . Similarly, the Higgs boson can

also decay into a pair of weak gauge bosons, H →W+W− or H → ZZ, where at least one

of the bosons is produced off-mass-shell. It can even decay to massless particles like photons

and gluons, although indirectly via boson and fermion loops.

The partial decay widths can be calculated from the Feynman rules for the interaction
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Decay Branching Ratio
H → bb̄ 58.09%

+0.65%+0.72%+0.77%
−0.65%−0.74%−0.79%

H →W+W− 21.52%
+0.99%+0.98%+0.64%
−0.99%−0.98%−0.62%

H → gg 8.180%
+3.40%+1.12%+3.70%
−3.41%−1.14%−3.59%

H → τ+τ− 6.256%
+1.17%+0.98%+0.62%
−1.16%−0.98%−0.60%

H → cc̄ 2.884%
+1.20%+5.27%+1.26%
−1.20%−0.94%−1.25%

H → ZZ 2.641%
+0.99%+0.98%+0.64%
−0.99%−0.98%−0.62%

H → γγ 0.2270%
+1.73%+0.97%+0.66%
−1.72%−0.94%−0.61%

H → γZ 0.1541%
+5.71%+0.91%+0.58%
−5.71%−1.00%−0.64%

H → µ+µ− 0.02171%
+1.23%+0.97%+0.60%
−1.23%−0.99%−0.64%

Table 2.5: Predicted branching ratios for 125.09GeV SM Higgs boson [111]. The three esti-
mated uncertainties correspond to the relative theoretical uncertainties resulting from missing
higher order corrections, parametric uncertainties on the input quark masses, mq where q = c,
b and t, and on αS , respectively.

vertex. For example, the partial decay width for a decay into a pair of b quarks is,

Γ(H → bb̄) = 3× mb
2mH

8πν2
, (2.42)

where the three possible colour states of the resulting bb̄ pair are taken into account. Sim-

ilarly, for other fermion pairs the partial decay rate is also proportional to the square of

the fermion mass.1 For the remaining Higgs boson decays, the corresponding partial width

always depends on the mass of the particles involved in the coupling. When the output

particles are massless, such as H → gg or H → γγ, the partial width of the decay depends

instead on the mass of the particles inside the virtual loop. Since the particles in the virtual

loops are quite massive, these decay rates are still comparable to those of fermions or off-

mass-shell gauge bosons and provide indirect information on the Higgs couplings to W+W−,

ZZ and tt̄ in different combinations. Determining all relevant Higgs boson decay widths is

fundamental in understanding and interpreting any Higgs boson analysis.

The branching ratios (BRs) for a SM Higgs boson with mH = 125.09GeV are shown in

Table 2.5. The uncertainties in the BRs account for missing higher-order corrections in the

1Here, the quark masses run with q2, just as the running of αS . The energy scale is typically set to
the Higgs boson mass, q2 = m2

H .
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theoretical calculations and parametric uncertainties in the SM input parameters, such as

the fermion masses, mq, and the QCD gauge coupling, αS [111]. For completeness, and since

the BRs depend on the measured value of the Higgs mass, in Figure 2.11 (b) the different

expected decay fractions are shown as a function of mH . Given the different fermion and

boson masses, the main decay processes are then H → bb̄ and H →W+W−. Other relevant

decay processes involve the strong coupling to gluons (H → gg) or couplings to the third

and second generation of fermions (H → τ+τ− and H → cc̄, respectively). Despite the

somewhat low branching fraction, the Higgs boson decay into a pair of Z bosons, H → ZZ,

plays an important role at the LHC. The Higgs boson decays H → γγ, H → γZ and

H → µ+µ−, although possible, have much smaller rates. The total predicted width, for a

mH = 125.09GeV Higgs boson, is ΓTotal
H = 4.100+0.73%

−0.73%(theory)
+0.99%
−0.97%(mq)

+0.60%
−0.61%(αS)MeV.

Further information on the theoretical calculations of the Higgs boson decay and width can

be found in [111].

Most of the particles produced in the Higgs boson decay will successively decay into

lighter, more stable particles, even in the case hadronisation happens. Experimentally,

the sensitivity to any channel will depend not only on the production cross-section and

the decay BR, but also on the selection efficiency and the signal-to-background ratio in

the final state. Therefore, while decay process such as H → W+W− → l+ + νl + l′−ν̄ ′l ,

H → bb̄ and H → τ+τ− have large branching fractions, their final states involve neutrinos

or large background rates, thus leading to quite challenging analysis in order to isolate the

Higgs boson signal. The most prominent decay channels at current LHC energies are thus

H → γγ and H → ZZ → 4l where all final state particles can be precisely measured. With

clear experimental signatures, these decays are easily identifiable from background processes,

which makes them the most sensitive decay modes at the LHC, despite the relatively low

branching ratios. In fact, due to the high resolution in the diphoton and 4l-invariant masses,

these decay modes were the two main discovery channels of the Higgs boson in 2012 [25, 26].

Since its discovery, Higgs boson properties have been under investigation at different

energy runs of the LHC pp collisions. During the LHC Run 1 (
√
s = 7 and 8 TeV), measure-

ments were only accessible via production and decay channels related to the couplings of the

Higgs boson to the vector gauge bosons (γ, Z, W and g), whereas in LHC Run 2 (
√
s = 13

TeV) the couplings of the Higgs boson to the charged fermions of the third generation (t, b

and τ) were established. So far, all observed Higgs Yukawa couplings are found in agreement,
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Figure 2.13: Total pp → H + X cross-sections measured at centre-of-mass energies 7, 8
and 13TeV and compared to SM predictions. The H → γγ (red triangles), H → ZZ∗ → 4l
(green squares) and the combined (black dots) are shown, where the different energy results
are offset along x-axis for better visualisation. The systematic uncertainties on the combined
measurements are represented by the grey bands, whereas the error bars show the total un-
certainty. The estimated uncertainty due to missing higher-order corrections is shown in the
light blue band, and the total uncertainty in the dark blue band. The total theoretical uncer-
tainty corresponds to the higher-order-correction uncertainty summed in quadrature with the
sum of the PDF and αS uncertainties, and is partially correlated across values of the centre-
of-mass energy [141].

within experimental and theoretical uncertainties, with the SM expectations. As an exam-

ple, in Figure 2.13, the measured total cross-sections for H → γγ and H → ZZ → 4l decay

channels for
√
s = 7, 8 and 13 TeV pp collisions in the ATLAS experiment are compared to

the SM predictions [141]. No significant deviations are found between the measured results

and the state-of-the-art theoretical predictions.

The total decay width for a SM Higgs boson cannot be directly observable at the LHC,

due to the nature of the experiments, where the identification of the Higgs boson decay

products is necessary. Nevertheless, it can be indirectly inferred with additional assumptions.

For instance, the combination of on-peak and off-peak contributions to the total width in

Higgs decays to ZZ∗ can provide such additional constraints.1 The total width of the Higgs

boson decay was measured to be ΓTotal
H = 3.2+2.8

−2.2MeV which is in good agreement with the

SM prediction[19].

1Z∗ represents a Z boson with an off-shell mass.
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2.2.3 Top Quark Produced in Association with Higgs Bosons

The coupling of the Higgs boson to top quarks is quite special. Not only is it the largest Higgs

boson coupling in the SM, but it may also provide insight into the scale of new physics [142].

The discovery of the Higgs boson is the first indirect evidence for this coupling, since its main

production mechanism includes top quark virtual loops. Despite being one of the Higgs boson

production mechanisms with lower cross-section, the associated production of a pair of top

quark-antiquark and a Higgs boson, also known as tt̄H, is the dominant process for a direct

probe of the top quark-Higgs boson Yukawa coupling at current collider conditions. While

challenging to measure with
√
s = 8TeV data (having a cross-section of about 132.6 fb),

the
√
s = 13TeV cross-section at the LHC (506.5 fb) provides a substantial increment in

tt̄H signal events, allowing more precise results. The measurement of the tt̄H final state

is, however, not trivial, having a fairly complex signature and overwhelming background

processes mimicking its imprint on the detectors. Ultimately, with the availability of ever

increasing data and novel analysis techniques, the associated production of a pair of top

quarks and a Higgs boson can provide a clean measurement of the top quark-Higgs boson

Yukawa coupling, including its CP nature.

At the LHC, tt̄H events are mainly produced via gluon fusion or quark-antiquark anni-

hilation, as shown in the Feynman diagrams in Figure 2.14. Since the top quark-antiquark

pair as well as the Higgs boson will rapidly decay, there are several possible signatures of

this mechanism, all of which include high multiplicity of quarks in their final state.

The associated production of a top quark-antiquark pair and a Higgs boson can be

divided in terms of the decay modes of the two top quarks into one of three channels:

Fully Hadronic When both W bosons decay hadronically (BR ≈ 45.4%), originating a

final signature with at least six jets, two of which originate from the b quarks coming

from the Wtb vertex.

Semileptonic Occurs when one of the W bosons decays leptonically and the other hadron-

ically (BR ≈ 44.1%). Its final state topology is characterised by: at least four jets,

where at least two originate from b quarks of the t quark decay; one charged lepton;

and a neutrino, whose presence is inferred via a large imbalance of the momentum in

the transverse plane. Due to its experimental signature, this channel is also known

has lepton + jets.
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Figure 2.14: Tree-level Feynman diagrams of the dileptonic channel of the associated pro-
duction of a top quark-antiquark pair and a SM Higgs boson with subsequent decay into a b
quark-antiquark pair.

Dileptonic Where both W bosons decay leptonically (BR ≈ 10.6%). The final state topol-

ogy includes: two jets coming from the two b quarks of the t decay; two opposite-sign

charged leptons and two neutrinos, whose indirect detection occurs via the presence

of missing energy in the transverse plane.

Hadronic decays have the highest branching fractions. However, a full hadronic signature is

overwhelmed by QCD backgrounds, which have much larger cross-sections. Leptonic decays

have typically more accessible detection because the leptons are fairly easy to identify, how-

ever, the neutrino presence makes it impossible to directly reconstruct the four-momentum

of the top quark. In this thesis, the focus is on the associated production of Higgs boson

with top quarks in the dilepton decay channel. Despite the comparatively small branching

fraction, the dilepton channel has a very clear signature with two leptons, which contributes

to a significant reduction of processes with similar final states. When produced, the τ -lepton

will also further decay leptonically or hadronically, which may lead to the presence of extra

electrons or muons in the final state. The resulting objects of the leptonic τ decays are

included in the analysis performed in this thesis, as long as the selection criteria is fulfilled

(see Chapter 5 for more details).

Regarding the decay of the Higgs boson, and considering the variety of possible decays

(refer to Section 2.2.2.2), a classification can usually be done according to the final state

topology:
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Diphoton When the Higgs boson decays into a pair of photons, H → γγ (BR ≈ 0.2%). De-

spite its very small branching fraction, the diphoton channel allows the reconstruction

of the Higgs boson as a very narrow mass peak.

H → ZZ → 4l when the Higgs decays into a pair of Z bosons that decay exclusively into

two pairs of same flavoured leptons (BR ≈ 0.01% for electrons and muons). It has

limited statistics due to the small branching fraction of the Z decays to leptons.

Multilepton Where the H → W+W−/ZZ and H → τ+τ− decays are considered inclu-

sively with subsequent leptonic decays (BR ≈ 15%), originating a final state with the

presence of multiple leptons.1 The multilepton channel has a significant branching

ratio, but the reconstruction of the Higgs boson is a bit more complex since it involves

multiple leptons and/or neutrinos.

Hadronic τ -lepton where the Higgs boson originates a pair of τ -leptons, H → τ+τ−, with

a subsequent decay of both τ -leptons to hadrons (BR ≈ 4%).

H → bb̄ When the Higgs boson decays into a b quark-antiquark pair (BR ≈ 58.1%). Typ-

ically this channel is analysed separately according to the top quark pair decays. The

dilepton final state is characterised by four b-jets as can be seen in Figure 2.14.

Besides being the dominant one, the H → bb̄ decay in association with the top quark-

antiquark pair significantly improves the the signal-to-background ratio. Due to the large

backgrounds, however, the analysis of this channel is quite intricate. The tt̄ production

in association with extra jets, particularly bb̄ jets, has the exact same final state topology,

and is therefore the main irreducible background for the tt̄H with a H → bb̄ decay. The

reconstruction of the Higgs boson is especially complex due to the combinatorial possibilities

in resolving the bb̄ system from the Higgs boson decay, in events with at least four b-tagged

jets. In this thesis, the search for the SM Higgs boson in the tt̄H production mode is

described, with predominant focus on the H → bb̄ decay sensitivity. Nevertheless, all other

Higgs boson decay modes are treated as signal, in order to have a sensitive and somewhat

competitive search.

The production of tt̄H events has been investigated using LHC data at 7, 8 and 13TeV

centre-of-mass energies by the ATLAS and CMS experiments. Searches of the tt̄H mech-

anism with the LHC Run 1 dataset (
√
s = 7 and 8TeV) concentrate on having as many

1Events in the resonant H → 4l channel are not included, as to avoid overlap with other channels.
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experimental signatures as possible, due to the limited level of statistics available. No

significant excess of events above the background expectation is found by either experi-

ment [143, 144, 145] at these center-of-mass energies. The ATLAS dedicated individual

searches (using diphoton [146], multilepton [147], combined semilepton and dilepton [1] or

full hadronic [144] events) show that while the diphoton channel has a limited sensitivity due

to low statistics, all other channels are highly dominated by large systematic uncertainties,

particularly on the background predictions. The ATLAS combination of all tt̄H searches

yields an observed (expected) upper limit of 3.1 (1.4) times the SM expectation at 95% con-

fidence level, with a signal strength µ = 1.7 ± 0.8 [144]. The equivalent CMS result has

an observed tt̄H signal strength relative to the standard model cross-section µ = 2.8 ± 1.0

under the assumption that the Higgs boson decays as expected in the SM [143]. Combining

ATLAS and CMS Run 1 results, a measured tt̄H signal significance of 4.4 is obtained where

2.0 is expected [148], which is not quite enough for a significant observation of this pro-

duction mechanism. The work presented in this thesis actively contributed to the ATLAS

search of the tt̄H with subsequent H → bb̄ decay, using 8TeV semileptonic and dileptonic

events [1]. This search reports an observed (expected) limit of 3.4 (2.2) times the Standard

Model cross-section at 95% confidence level and a signal strength of µ = 1.5± 1.1 times the

SM expectation, assuming a Higgs boson mass of 125GeV. The sensitivity of this analysis

is strongly influenced by systematic uncertainties on the irreducible background predictions,

which hinders any strict constraints on the top Yukawa coupling.

Analysis of LHC Run 2 data (
√
s = 13 TeV) can provide better constraints on the

top Yukawa coupling, seeing that the tt̄H cross-section has the largest relative increase

comparatively to other background processes where top quarks are also produced. Both

ATLAS [146]–[150] and CMS [143]–[155] experiments independently observe significant pro-

duction of the tt̄H signal, including every sensitive decay channel and using datasets with

center-of-mass energies
√
s = 7, 8, and 13TeV combined [93, 94]. In order to maximise

sensitivity, the different decay channel searches (H → γγ, WW , ZZ, τ τ̄ and bb̄) are in-

vestigated using orthogonal selection criteria in a statistically independent way and are

later combined. CMS reports an observed (expected) excess of events with a significance of

5.2 (4.2) standard deviations over the expectation from the background-only hypothesis and

a signal strength of 1.26+0.31
−0.26 times the SM prediction [93]. The equivalent

√
s = 7, 8, and

13TeV combined result by the ATLAS experiment yields an observed (expected) significance

of 6.3 (5.1) standard deviations, whereas using the Run 2 partial dataset alone 5.8 standard
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deviations are observed compared to an expectation of 4.9 standard deviations [94]. With

the full Run 2 data made available, results for most of these channels keep being updated by

both experiments independently, using improved background rejection methods and more

precise theory calculations [156]–[161].
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The ATLAS Experiment

This chapter gives a brief description of the European Council for Nuclear Research (CERN)

where the Large Hadron Collider (LHC) is located, focusing on a detailed discussion of the

particle accelerator and of the ATLAS detector. The ATLAS sub-detectors, trigger and data

acquisition systems are also described, as well as their performance.

3.1 CERN

CERN is a research center of particle physics, combining the efforts of thousands of scientists

and engineers from all over the world. Located on the France-Swiss border, near Geneva,

CERN was founded in 1954 and now comprises 23 member states. The organisation facilities

cover six square kilometers scattered over twelve sites, providing infrastructures for high-

energy physics research, such as the particle accelerators installed underground as well as

huge caverns with particle detectors.

CERN has led to several discoveries, both in physics and technology-related areas. For

instance, the discovery of neutral currents in the Gargamelle bubble chamber [50], the dis-

covery of the W± and Z bosons in the UA1 and UA2 experiments [51, 52], the determination

of the number of light neutrino families at the Large Electron-Positron Collider (LEP) [162]

and the discovery of direct CP violation in the NA48 experiment [163]. Additionally, the first

creation of anti-hydrogen atoms was performed at the PS210 experiment at CERN [164], as

well as, isolating 38 anti-hydrogen atoms [165] and maintaining anti-hydrogen for over 15

minutes [166]. Furthemore, several technological discoveries were accomplished at CERN,

such as the creation of the World Wide Web and the computer network infrastructure World-

wide LHC Computing Grid (GRID).
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3.2 Large Hadron Collider

The LHC [167] is a high energy particle accelerator built at CERN with the intention

to probe several theoretical predictions of particle physics, such as the SM Higgs boson.

Even in the initial phase of operation, the LHC experiments were already able to measure

important SM processes like the production of high transverse momentum jets, W and Z

bosons, as well as b and t-quarks. The high luminosity and increased cross-sections at the

LHC allow high precision tests of electroweak interactions, QCD and flavour physics. In

addition, the available high collision energies enable the search for new particles in so far

unexplored mass regions. Important constraints could be established on the existence of new

particles predicted by BSM physics, such as heavy gauge bosons W ′ and Z ′. Furthermore,

the LHC data is quite sensitive to many models of new physics, such as searches for FCNCs

and lepton flavour violation processes. The search for supersymmetric particles and their

possible connection to the dark matter in the universe is also under investigation at the

LHC.

The LHC is located in a 27 km underground circular tunnel, at a depth ranging from

50 to 175m, originally built for LEP. On the LHC ring, two parallel beams of protons

or heavy-ions are accelerated, traveling in opposite directions and in adjacent pipes that

intersect at four interaction points (IP) where the particle collisions occur. Around each

of the four collision points depicted in Figure 3.1, different detectors have been built to

reconstruct and study final states of the collisions delivered by the LHC: ALICE (A Large

Ion Collider Experiment) [168], ATLAS (A Toroidal LHC ApparatuS) [169], CMS (Compact

Muon Solenoid) [170], and LHCb (Large Hadron Collider Beauty Experiment) [171]. In pp

collisions, protons are extracted from the ionisation of Hydrogen gas and injected in a chain

of linear and circular accelerators (PS, SPS), entering the LHC with an energy of 450 GeV.

In order to avoid collisions of beam particles with gas molecules, the proton beampipes are

kept at ultrahigh vacuum (10−13 atm). The protons are then further accelerated to the

designated energy by passing through alternating electrical fields in radiofrequency (RF)

cavities around the ring, which will group the protons in bunches and keep them at a

constant energy.

There are eight RF cavities per beam/direction maintaining the protons tightly bunched

and hence, guaranteeing high luminosity at the collision points. The LHC uses supercon-

ducting cavities with small energy losses and large stored energy. These metallic chambers
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Figure 3.1: Scheme of CERN’s accelerator complex.

were designed to make the oscillating electromagnetic field inside resonate. The oscillating

field is tuned such that a proton with the desired energy suffers zero acceleration, while

protons with slightly different energy values, arriving later or earlier, will be accelerated to

match the desired particle energy in the beam. Each cavity delivers 2 MV (an accelerating

field of 5 MV/m) at 400 MHz and operate at 4.5 K. These are arranged in groups of four

in cryomodules, with two cryomodules per beam, and installed in a long straight section of

the machine.

In order to bend and keep the beams in the circular trajectories, superconducting mag-

nets are used. In the LHC 1232 dipole magnets, each 14.3 m long, are used to bend the

beams around the ring and 392 quadrupole magnets keep the beams focused. These are

copper-clad niobium-titanium (NbTi) type-II superconducting magnets which operate at an

average temperature of 1.9 K, kept by using several tones of superfluid liquid helium He-II

insulated from the exterior of the pipe by a vacuum vessel. Figure 3.2 shows a transverse

view of the two pipes where the hadrons circulate and the superconducting coils. The su-

perconducting dipole magnets produce two different magnetic fields in opposite directions,

properly bending each beam. At the nominal beam energy of 7 TeV, the dipole magnets

will produce a magnetic field of 8.3 T with electric currents of 11700 A.

The instantaneous luminosity of the collisions will depend on the beam properties for the
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Figure 3.2: Diagram showing the cross-section of an LHC dipole magnet with cold mass and
vacuum chamber.

different runs of the LHC. At designed conditions, the beams are expected to be composed

by 2808 bunches of protons, 25 ns apart, leading to a collision rate of 40 MHz and a design

instantaneous luminosity of 1034 cm−2s−1.

3.2.1 Luminosity and other Beam Parameters

The performance of a collider, as in the case of the LHC, can be assessed through the

beam energy and luminosity of the accelerator. During a collision, the probability of a

given process to occur will vary with the center of mass energy available. When studying

interesting processes, which are often very rare (with small production cross-section), the

accelerator must provide high beam energy and large number of useful interactions. The

quantity that measures the ability of a particle accelerator to produce the required number

of interactions is the instantaneous luminosity, L:

dN

dt
= L× σ , (3.1)

which represents the proportionality factor between the number of events per unit of time

dN/dt and the cross-section σ of the total collision.

When two particle beams collide, their characteristics, such as the beam density distri-

bution, will define the collider’s instantaneous luminosity [172]:

L =
nbfrn1n2
4πσxσy

, (3.2)
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where fr represents the revolution frequency around the LHC ring, nb is the number of bunch

pairs crossing at the interaction point in each revolution, n1 and n2 are the number of protons

in the two LHC colliding bunches, and σx and σy characterise the widths of the horizontal and

vertical beam profiles. Since the currents of both LHC beams are measured, the luminosity

can be determined simply by measuring σx and σy using van der Meer scans [173].1

Besides the van der Meer scan, the LHC relies on several different methods for luminosity

determination, including standardised luminometers at each interaction point, luminosity

monitors based on neutral particle flux counters, as well as the independent luminosity

measurements made by each experiment.

In September 2008 the first proton beams circulated in the main ring of the LHC accel-

erator. In March 2010 the LHC started its operation at the highest centre-of-mass energy

ever reached, with the first proton-proton (pp) collisions occurring at 3.5TeV per beam. The

collider and the associated experiments had a successful operation during Run 1, with the pp

physics programme proceeding with center-of-mass energies of
√
s = 7TeV and

√
s = 8TeV

during 2010–2011 and 2012, respectively. The world record on the instantaneous luminosity

was reached with a luminosity of 4.7×1032 cm−2sec−1 in April 2011, and in August 2012 the

LHC achieved a maximum instantaneous luminosity of 7.73×1033 cm−2sec−1. The LHC ex-

periments also worked exceptionally well, being able to record the delivered luminosity with

efficiencies of the order of 94%. During 2010 and 2011, with pp collisions at
√
s = 7TeV, an

integrated luminosity of 5 fb−1 was recorded by ATLAS, whereas during 2012, at a center-

of-mass energy of 8TeV, a total of approximately 21 fb−1 were recorded. Table 3.1 includes

a summary of the relevant parameters of pp beams distributed from the LHC accelerator to

the experiments during Run 1, as these are relevant for the work developed in this thesis.

In addition to pp collisions, the LHC has also produced lead ion (PbPb) collisions with a

per-nucleon center-of-mass energy
√
sNN = 2.76TeV and proton-ion (pPb) collisions with

√
sNN = 5.02TeV, during this first Run.

In the first long shutdown (LS1) the accelerator was upgraded in order to work at the

design energy and luminosity expected to be obtained in Run 2. From 2015 to 2018, the

LHC had pp collisions at
√
s = 13TeV, with ever-increasing luminosity delivered to its

1This operation consists on measuring the observed event rate of the two LHC beams crossing each
other for different displacement steps of known distances, first in the horizontal and then in the vertical
direction. These scans of the transverse profile of the beam will yield two bell-shaped curves, with max-
imum rate at zero displacement, from which one extracts the values of σx and σy (i.e. the RMS of the
double gaussian distributions).
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Parameter Design Value 2010 2011 2012
Beam Energy (TeV) 7 3.5 3.5 4
Max. num. bunches / beam 2808 368 1380 1380
Max. num. protons / bunch 1.15× 1011 1.2× 1011 1.45× 1011 1.7× 1011

Bunch Spacing (ns) 25 150 75/50 50
Peak Luminosity (cm−2s−1) 1× 1034 2.1× 1032 3.7× 1033 7.7× 1033

Max. < µ > 19 4 17 37

Table 3.1: Overview of the parameters for the LHC performance comparing the design val-
ues with their time evolution during the first long run operation. < µ > is the mean number
of inelastic pp interactions per bunch crossing.

experiments. Due to the technical improvements made, a total luminosity of 156 fb−1 was

delivered. Heavy ion collisions were also obtained: PbPb collisions at
√
sNN = 5.0TeV, as

well as pPb and Pbp collisions at both
√
sNN = 5.0TeV and

√
sNN = 8.02TeV. The accel-

erator was upgraded again during the second long shutdown (LS2) and provided 40.7 fb−1

of pp collisions data at
√
s = 13.6TeV during 2022.

3.3 ATLAS Detector

The ATLAS detector [169], shown in Figure 3.3, is a general-purpose detector designed

to measure the myriad of particles produced by pp and heavy-ion collisions. It has been

designed to optimize the search of the Higgs boson and to probe the widest range of physics

possible.

At the LHC, a typical hadron collision consists on the hard scattering between two in-

coming partons, resulting on a set of particles with specific energy and momentum. However,

these particles are produced amongst a wide number of other particles originated from the

soft interactions of the remaining partons (i.e. the underlying event). In order to extract

information regarding the fundamental physics mechanism behind the interaction, the pro-

duced particles, or their decay products, must be identified and their kinematic properties

thoroughly measured.

The ATLAS detector was thus designed to cover a broad energy and angular range,

ensuring the observation of several fundamental and composite particles. It is a large and

complex system, approximately 44m long and 25m in diameter, composed by many concen-

tric cylindrical layers of sub-detectors around the beam pipe and two perpendicular end-caps

at both ends, also layer-shaped. This way, ATLAS covers the maximum possible solid angle
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Figure 3.3: Schematic representation of the ATLAS detector.

around the interaction point and respects the forward-backward symmetry relative to the

interaction point. The first hits of charged particles that interact with the detector material

occur at the Inner Detector. The charged particle tracks are sampled under a magnetic field,

allowing the measurement of their momentum and reconstruction of the collision vertices.

Surrounding the Inner Detector are the hadronic and electromagnetic calorimeters, where

most particles deposit all their energy. The Electromagnetic Calorimeter was designed to

measure the energy of charged particles and photons through the electromagnetic interaction,

while the hadronic calorimeter measures the energy deposited by hadrons. The last layer

of the detector is the Muon Spectrometer and its associated toroidal magnet system, which

allow the determination of the muons momenta from the deflection of their trajectories. In

the following subsections, the sub-detector systems are described in more detail.

The coordinate system used at ATLAS is a cartesian right-handed reference system, with

origin in the nominal interaction-point, as can be seen in Figure 3.4. It is defined in such a

way that the positive x-axis points to the center of the LHC ring, the positive y-axis points

upwards and the positive z-axis is tangent to the beam pipe. The z-axis defines the detector

sides. The A-side (C-side) is defined as that of positive (negative) z. The azimuthal angle ϕ
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Component Resolution η Trigger (η)

ID σpT
/pT = 0.05%pT ⊕ 1% ±2.5

EM Cal. σE/E = 10%/
√
E ⊕ 0.7% ±3.2 ±2.5

Hadronic Cal.
σE/E = 50%/

√
E ⊕ 3% ±3.2 ±3.2

barrel & end-cap

Hadronic Cal.
σE/E = 100%/

√
E ⊕ 10% 3.1 < |η| < 4.9 3.1 < |η| < 4.9

forward (FCal)

Muon Det. σpT
/pT = 10% at pT=1 TeV ±2.7 ±2.4

Table 3.2: General detector performance, extracted from Ref. [169]. Notice that for high-pT
muons, the spectrometer performance is independent of the Inner detector system. Both E
and pT are in GeV.

can be obtained from the projections of the object momentum along the y-axis and z-axis,

py and pz respectively:

ϕ = arctan(py/px) . (3.3)

Ranging from −π to +π, ϕ is measured around the beam axis, so that ϕ = 0 corresponds

to the x-axis. The polar angle θ ranges from 0 to π and is defined as the angle between the

positive z-axis and the object momentum.

In hadron colliders it is often used a convenient coordinate transformation,

η ≡ − ln
(
tan(θ/2)

)
, (3.4)

Figure 3.4: The ATLAS coordinate system.
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where the pseudorapidity η replaces θ to describe the angle of the direction of movement

of a particle with respect to the beam line. It ranges from zero, when the particle travels

perpendicularly to the beam pipe, and infinity when it is parallel. In the massless particle

limit, the variable η is equivalent to the relativistic rapidity y, which is defined in natural

units as,

y ≡ 1

2
ln(

E + pz
E − pz

) , (3.5)

where E is the energy of the particle and pz its momentum along the beamline. It should be

noticed that rapidity differences ∆y are boost-invariant along the z-axis. However, since it

only requires knowing the particle polar position, the pseudorapidity is generally preferred.

The distance ∆R in the pseudorapidity-azimuthal angle space is defined as

∆R2 ≡ ∆η2 +∆ϕ2 . (3.6)

Other common variables at ATLAS are the transverse momentum pT =
√
p2x + p2y and

transverse energy ET = E sin θ of a particle, which are measured in the xy plane, perpendic-

ular to the beam pipe. Not only are both variables boost-invariant along the z-axis, but are

also very convenient since the transverse component of the initial momentum of the colliding

partons is zero.

Due to the nature of the LHC collisions, several experimental challenges to the identifi-

cation of interesting physics signatures must be overcome. During the ATLAS design [169] a

set of requirements were taken into account in order to enhance its performance. An essential

characteristic of the detector is the already mentioned broad solid angle coverage, via the

wide η − ϕ range obtained with the cylindrical shape structure. Given the high energy and

collision rate at the LHC, the ATLAS detector has fast and radiation resistant electronics.

The ATLAS detector also has high granularity in order to handle the expected high parti-

cle fluxes and multiplicities and to reduce the influence of multiple simultaneous collisions

(pile-up). The general ATLAS detector performance goals are summarised in Table 3.2.

3.3.1 Magnet System

The ATLAS magnet system [174] features a unique hybrid system of four large supercon-

ducting magnets, which provide the magnetic field, orthogonal to the particle trajectory,

over a volume1 of 12000m3. It consists of one central solenoid, generating the magnetic
1Defined as the region in which the field exceeds 50 mT.
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Figure 3.5: Layout of the ATLAS magnet system, with the toroidal coils and central
solenoid represented in red. The Hadronic Tile Calorimeter steel is also represented in four
layers of different magnetic properties [169]).

field for the Inner Detector, and three large air-core toroids (a barrel and two end-caps),

producing the magnetic field for the muon spectrometer. Figure 3.5 shows a general layout

of the superconducting magnet system with 22m in diameter and 26m long. The over-

all system has a stored energy of 1.6GJ and operates at 4.5K for optimal performance,

therefore requiring a specific cooling systems, obtained with the resource to cryostats. The

geometry of this huge system has influenced the ATLAS structure, size, and even name. It is

fundamental for the measurement of any electrically charged particle momentum: particles

produced in each event are deflected in the magnetic field, leading to the measurement of

both their momenta and charge sign.

The inner solenoid [175] provides a 2T magnetic field parallel to the beam pipe, in the

tracking system region, with a peak magnetic field of 2.6T at the superconductor itself.

The solenoid is a cylindrical shell, 10 cm thick, extending over 5.3m long and with a bore

of 2.4m. It is located between the barrels of the Inner Detector and the Electromagnetic

Calorimeter, aligned with the beam axis. The minimisation of the radiative thickness in

front of the electromagnetic calorimeter was mandatory, as to permit the desired calorimeter

performance. Consequentially, both the electromagnetic calorimeter barrel and the solenoid

are housed in the same vacuum vessel, thus eliminating two vacuum walls. With a stored
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energy of 39MJ, the central solenoid nearly uniform magnetic field can bend even very

energetic particles and allows the precise measurement of their momentum by the tracking

system. The detector system has, however, less sensitivity to low energy particles’ momenta

(of the order of hundreds of MeV).

The toroid system generates the magnetic field needed to deflect particles in the η direc-

tion at the Muon Spectrometer. It consists of a barrel toroid surrounding the calorimeters

and two end-cap toroids inserted at both extremes of the detector and lining up with the cen-

tral solenoid. Each of the three toroids is composed of eight super-conducting coils disposed

radially and symmetrically around the beam pipe. On the barrel region, the 25.3m toroid

has an inner (outer) diameter of 9.4m (20.1m), while the end-cap toroids are 5m long, with

an inner (outer) diameter of 1.65m (10.7m). The end-caps are rotated by 22.5◦ in relation

to the barrel toroid, leading to the overlap of the magnetic fields and optimal bending power

in the interface regions of both coil systems. Contrary to the solenoidal magnetic field, the

toroidal magnetic field is highly non-uniform. In the Muon Spectrometer, the magnetic field

intensity ranges from 0.2 to 2.5T in the barrel region (|η| < 1.0) and about 0.2 to 3.5T in

the end-caps (1.4 < |η| < 2.7). The open air toroid configuration was chosen to improve the

muon reconstruction performance independently from the Inner Detector. Each coil is made

of essentially the same Al-stabilised Nb/Ti/Cu conductor, winded into a pancake-shaped

roll and kept in stainless-steel vacuum vessels. All the barrel coils are housed in individual

cryostats taking up the forces between them, whereas the end-cap coils are kept together in

a single cold mass with a rigid structure to withstand the Lorentz forces. The open toroid

magnets efficiently provide the desired magnetic field over a large volume and do so by re-

quiring a remarkably reduced amount of material. This is particularly important for the

muon momentum resolution, since it is highly affected by muons multiple scattering.

3.3.2 Inner Detector

The Inner Detector (ID) [176, 177, 178] is the closest subdetector layer to the IP. It was

designed as a tracking system used to identify and measure the properties of electrically

charged particles arising from beam collisions. This detector provides information on the

particle’s position with enough granularity for a track to be identified and the interaction

vertex to be reconstructed. Due to the high density of incoming particles and its closeness to

the beam pipe, the ID is required not only high granularity, but also fast response electronics

and good radiation resistance to successfully operate in the LHC environment.
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Outside of the ID, the central superconducting solenoid provides a magnetic field parallel

to the beam axis, curving the trajectories of electrically charged particles in the ϕ direction

and allowing for momentum and charge sign measurement. As a result of the finite size of

the solenoid, the magnetic field inside the ID is constant in the radial direction and decreases

along the beam direction.

The Inner Detector is 6.2m long and has a radius of about 1.1m. Engineered to have

the minimum amount of material before the calorimeter system, it allows the measurement

of particle energy without degrading it. As illustrated in Figure 3.6, the ID is composed of

three complementary sub-detectors: the Pixel Detector, the Semiconductor Tracker (SCT)

and the Transition Radiation Tracker (TRT). In the barrel region, they are arranged in

concentric cylinders around the beam axis while at the end-cap regions they are located on

disks perpendicular to the beam axis.

Pixel Detector

The innermost part of the tracking system is the Pixel Detector. It is composed by pixel

sensors arranged in three cylindrical layers in the barrel region and five circular disks in

both end-cap regions, which provide tracking coverage over |η| < 2.5. The fine granularity

is achieved through the use of silicon wafers with very small radiation-hard pixel detectors

(50×400µm2), resulting in ∼ 80.4 million read-out channels. The intrinsic accuracies of the

pixel detectors are σR−ϕ = 10µm and σz = 115µm in the barrel, and σZ−ϕ = 10µm and

σR = 115µm in the end-caps. It is the most finely segmented of the ID components and

typically provides three measurement points over the full acceptance, mostly determining

the impact parameter resolution and the high precision vertex reconstruction. In particular,

the very first layer (or B-layer), only ∼ 4 cm away from the beam-interaction region, enables

the precision measurement of secondary vertices associated with the production of long-

lived particles such as B hadrons and τ leptons. In the busy environment of the LHC,

this is specially useful to identify jets originating from the fragmentation of heavy flavoured

b-quarks.

Semiconductor Tracker

The Semiconductor Tracker (SCT) is a silicon microstrip detector located in the middle

section of the ID. The basic SCT unit is a pair of single-sided silicon microstrip sensors

mounted back-to-back. The SCT is composed of a central barrel region, with four layers of
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(a)

(b)

Figure 3.6: Schematic view of the ATLAS Inner Detector (a) and detail of the sensors and
structural elements traversed by a charged track of 10GeV pT in the barrel region (b) [169].
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strips, and two end-caps, each with nine disks arranged perpendicularly to the beam pipe.

Each barrel layer consists of 768 microstrips rotated by a 40mrad tilt angle with respect

to the previous set, covering the full azimuthal angle. The strips have a 80µm pitch and

are 12 cm long. This layout creates overlapping between adjacent strips (c.f. Figure 3.6(b)),

which is used to determine the space point position when both strips are hit by a traveling

charged particle. In the barrel the silicon strips are arranged parallel to the beam line,

while in the end-cap disks the strips are oriented radially. The radial range of each end-cap

disk was adapted to obtain the optimal coverage of |η| < 2.5. The SCT has approximately

6.2 million readout channels and typically provides eight precision measurements per track

(four space-points) in the intermediate radial range. The sensors intrinsic accuracies are

17µm in R−ϕ and 580µm in z(R) for the barrel (end-cap) region. The SCT contributes to

the measurement of momentum, impact parameter and vertex position. Due to their high

granularity, both the SCT and Pixel Detector contribute to good pattern recognition and

are referred to as the Precision Tracker.

Transition Radiation Tracker

The Transition Radiation Tracker (TRT) is the outermost subdetector layer of the ID. It

consists of gaseous drift tubes (or straws) with a gold plated tungsten wire in the centre.

The TRT operates at very high rates by virtue of the straw small diameter (4mm) and

the isolation of the sense wires within individual xenon-based gas volumes. The tubes are

interleaved with polyethylene which acts as a radiator, producing transition radiation pho-

tons when relativistic charged particles cross the boundary between the different materials.

The emission of photons will depend on the relativistic Lorentz boost γ (E/m) of the par-

ticle, thus allowing the discrimination between lighter and heavier particles. At the LHC

energy range, the TRT was optimised for tracking at the expense of electron identification.

In the barrel, the straw tubes are 144 cm long and oriented along the beam axis, while in

the end-caps they are 37 cm long and disposed in a fan-layout. The total number of TRT

read-out channels is about 351 thousand, each providing a drift-time measurement, with an

azimuthal resolution of 170µm per straw and two independent thresholds. The indepen-

dent thresholds allow the discrimination between tracking hits (passing the lower threshold)

and the transition radiation hits (passing the higher one). This technique is intrinsically

radiation hard, and allows a large number of measurements per track (typically 36 points)

continuously tracking the particle. The TRT covers the |η| < 2.0 range and the high density
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of measurements in the outer part of the tracker contribute significantly to the momentum

measurement.

The overall performance of the Inner Detector is very robust, with an acceptance in pseu-

dorapidity of |η| < 2.5, and full coverage in ϕ. The combination of techniques used in each

subdetector gives high precision in both ϕ and z coordinates and contribute to good pattern

recognition. The transverse momentum resolution of the ID is included in Table 3.2. The

relative precision of the three subdetectors is comparable, so that no single measurement

dominates the momentum resolution. Besides the good resolution in the charged particles

momentum, the Inner Detector also contributes to good jet reconstruction efficiency.

3.3.3 Calorimetry

The ATLAS calorimeter system [179] sits outside the ID and consists of two different type

of detectors for energy measurements, the electromagnetic calorimeters and the hadronic

ones. The system was designed to stop and contain the development of electromagnetic and

hadronic particle showers (or jets) originating from the interaction of traveling particles with

the medium. The energy measurement is performed by instrumented active material, which

samples the energy loss in the dense absorber mediums.

The electromagnetic calorimeters cover the |η| < 3.2 range and serve the purpose of iden-

tifying and measuring the energy of electromagnetic-interacting particles, such as electrons

and photons. On the other hand, the hadronic calorimeters were designed to identify and

measure the energy of the hadrons that already crossed the electromagnetic calorimeters,

covering the region of |η| < 4.9. Figure 3.7 is a cut-away view of the ATLAS calorimeter

system.

In the acceptance region of the precision tracker, the electromagnetic calorimeter is

finely segmented for accurate measurement of photons and electrons. Even though the

hadronic and forward calorimeters have coarser segmentation, the precise measurement of

jet kinematics is still available, and the pseudorapidity coverage is sufficient for the missing

transverse energy calculation. The ATLAS calorimeters not only have to contain both

electromagnetic and hadronic showers, but should also guarantee that the particles reaching

the muon detectors are limited to muons and undetectable neutrinos.
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Figure 3.7: Cut-away view of the calorimeter system [169].

This system is formed by several sampling detectors, maintaining azimuthal symmetry

and coverage around the beam axis. There are three cryostats that contain the calorimeters

closest to the beam-pipe, one barrel and two end-caps, just like most sub-systems of the AT-

LAS detector. The barrel cryostat contains the electromagnetic barrel calorimeter, whereas

the two end-cap cryostats each house an electromagnetic end-cap calorimeter (EMEC), fol-

lowed by a hadronic end-cap calorimeter (HEC) and, covering the region closest to the

beam, a forward calorimeter (FCal). The outermost subdetector is a cylindrical hadronic

tile calorimeter (TileCal), also assembled as a central barrel and two end caps.

Electromagnetic Calorimeter

The Electromagnetic Calorimeter (ECal) [180, 181] is a sampling calorimeter composed of

alternating layers of lead plates and liquid argon (LAr). The lead layers are disposed in an

accordion shaped geometry, oriented in the radial direction and act as an absorber medium.

The lead plates thickness was chosen to optimise the performance in energy resolution, and
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range from 1.1 to 2.2mm thick. The liquid argon solution distributed between the plates is

the active material of the calorimeter. It was adopted for its intrinsic linear behaviour, high

ionisation yield, stability and resistance to radiation. A cryogenic system maintains the LAr

at a temperature of 88K. The major cryostat components are housed between the ECal

and the TileCal subdetectors. Pairs of ions and electrons, originated from interactions of

crossing charged particles in the LAr, are accelerated and drift in opposite directions due to

the presence of an electric field between the absorber plates. The ionisation pairs are then

collected by kapton electrodes, leading to the signal amplification.

The accordion-like geometry provides complete azimuthal symmetry and coverage, with-

out any dead paths between the different components. The ECal barrel covers the region

with |η| < 1.475 and the two end-caps (EMEC) reach the 1.375 < |η| < 3.2 region. Seg-

mented in three longitudinal sections (c.f. Figure 3.8(a)), the ECal barrel has a cell structure

in the η × ϕ plane with higher resolution in the inner layers, as to precisely measure the

particles η direction. The third and top layer has a coarser granularity and contributes to

the estimation of the amount of energy lost beyond the ECal. The first two layers are of

particular importance for photon and electron identification, and can be used to obtain infor-

mation on the photon’s production vertex. In particular, the second layer has a 0.025×0.025

granularity which provides the position measurement of the energy deposition cluster. In

addition, an active LAr presampler layer is used to recover information on the energy lost

by upstream particles, which started showering before reaching the calorimeter. Located

inside the cryostat wall and covering the |η| < 1.8 region, the presampler has a thickness of

1.1 cm (0.5 cm) in the barrel (end-cap) region.

The calorimeter performance is obviously affected by the amount of material that the

particles must cross before reaching it. In order to minimise the effect on the energy mea-

surement, the ID radial depth has been kept to a minimum and a common vacuum vessel

lodges both the central solenoid and the LAr calorimeter. The ECal has a required relative

energy resolution of [181]

σE

E
=

10%√
E

⊕ 170MeV

E
⊕ 0.7% , (3.7)

with E measured in GeV. The parametrisation of the noise term, 170MeV/E, is the target

value without pile-up. Specific regions of the calorimeter, however, are usually not used

in precision physics involving photons, due to the particular quantities of material in the

particle’s path. For instance, for 1.37 < |η| < 1.52, there is a significant amount of material,
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Figure 3.8: Detail sketches of (a) ECal and (b) TileCal barrel modules. The different struc-
tured layers are clearly visible, as well as the readout methods: the ECAL ganging of elec-
trodes in ϕ and the TileCal fibres and photomultipliers in η [169].

corresponding to cables and service structures going to the ID. The total thickness of the

ECal barrel is 1.2m which guarantees a full containment of electrons and photons up to

energies of a few TeV.

Hadronic Calorimeter

The ATLAS hadronic calorimeter is meant to detect the particle shower that results of

the quark hadronisation and, after calibration, infer the energy of the original particle.

Its composed of three different independent subdetectors: the Tile Calorimeter (TileCal),

the Hadronic End-Cap LAr Calorimeter (HEC) and the Forward LAr Calorimeter (FCal).

Each sampling calorimeter uses different techniques and materials best suited for the widely

varying conditions in terms of radiation over the large pseudorapidity range (η < 4.9).

Hadronic showers will typically penetrate further in the material than those dominated by

the electromagnetic interaction and also result in broader shower shapes. The hadronic

calorimeters are, therefore, located immediately after the electromagnetic ones.
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In the most forward regions of the ATLAS calorimeter system, given the proximity to the

beam, LAr calorimeters were selected for its radiation hardness. Housed in the two end-cap

cryostats, HEC covers 1.5 < |η| < 3.2 and FCal 3.1 < |η| < 4.9 (c.f. Figure 3.7).

The Hadronic End-Cap calorimeter (HEC), is a copper sampling calorimeter with a flat-

plate design. Each HEC is composed of two independent wheels (HEC1 and HEC2) with

varying granularity and segmented longitudinally in layers. Closer to the IP in 1.5 < |η| <

2.5, the HEC1 wheel has ∆η×∆ϕ = 0.1×0.1 in the first two longitudinal layers and 0.2×0.1

in the last one. This pseudorapidity region is used for precise measurements of energy and

angles of jets and, at low luminosity, of single charged particles. For the HEC2 wheel, in the

range 2.5 < |η| < 3.2, the granularity is less refined: ∆η ×∆ϕ = 0.2 × 0.2 in all the three

samples. The HEC is particularly important due to its ability to detect muons and measure

any radiative energy loss.

The Forward Calorimeter (FCal) covers the most forward region in pseudorapidity, lo-

cated inside the end-cap cryostat, directly surrounding the beam pipe, with a front face at

about 4.7m from the interaction point. Given its vicinity to the IP it is bound to receive

intense particle fluxes, and therefore, must be radiation resistant. Nonetheless, the inte-

grated FCal allows uniform η coverage, as well as reduced background radiation levels in

the muon spectrometer. Similarly to the other LAr calorimeters, it consists of layers of an

absorber and the LAr in between as the sensitive medium. The FCal is divided into three

modules according to the different passive materials used. The first module uses copper as

passive medium, while the other two use tungsten. Each section of the calorimeter consists

of a copper matrix with regularly spaced longitudinal channels filled with concentric metal-

lic rods and tubes. The tubes and matrix are grounded, while the rods have positive high

voltage. The LAr gaps are very small to avoid ion build-up problems and to provide the

highest possible density. The tungsten rods were chosen in order to provide containment and

minimise the lateral spread of hadronic showers. The FCal layout, as well as its coupling

with the HEC wheels, minimizes the energy losses in cracks between the calorimeters, and is

crucial for the good hermeticity of the ATLAS calorimeter system. Furthermore, a shielding

plug made of a copper alloy, located behind the third FCal section, reduces the background
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Figure 3.9: Cells and layers of the hadronic calorimeter TileCal. The regions between
dashed lines cover ∆η = 0.1 region. The gap-crack or special cells (E layer) are represented
by the yellow shaded regions.

radiation in the end-cap muon system.

The Tile Calorimeter (TileCal) [182, 183] is a sampling calorimeter made of polystyrene

scintillating plates (designated tiles) as active material, intercalated by low carbon steel

(iron) plates as absorbing material. It covers the region |η| < 1.7 and is the first subdetector

layer covering the ECal calorimeter, extending from an inner radius of 2.28m to an outer

radius of 4.25m. The TileCal is divided into four cylindrical partitions: two long barrels

(LB) and two extended barrels (EB). The different partitions are arranged along the beam

axis, covering different pseudorapidity angles: the long barrels (LBA and LBC) cover the

|η| < 1.0 region and the extended barrels (EBA and EBC) cover 0.8 < |η| < 1.7 region.

The partitions are named according to the pseudorapidity angle sign, and by convention,

A is positive η and C negative η. Each of these partitions is further segmented into 64

azimuthal wedges, referred as modules, with ∆ϕ granularity of ∆ϕ = 2π/64 ∼ 0.1 radians.

Figure 3.8(b) shows a detailed scheme of one TileCal barrel module. Radially, each module

is segmented in three sampling layers of different depths (A, BC and D), with the alternating

plates perpendicular to the beam direction. Designed to measure the energy deposition of

strongly-interacting particles, the tiles will emit light when particles pass through them.

The mechanical structure of TileCal includes the electronic and read-out systems, in order

to collect the light produced.
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When ionising particles cross the tiles, ultraviolet scintillation light production is induced

in the base material. This light is collected and converted to visible light at the ϕ edges

of each tile by wavelength shifting (WLS ) optical fibers, which are bundled together to

form readout cells. Each cell is defined with an η coverage of 0.1, having different sampling

depths depending on the layer. The TileCal cells form a pseudo-projective geometry in η

towards the interaction region, as shown in Figure 3.9. The bundles of fibres in each side

of the scintillating tiles are read out by two separate channels to provide redundancy. Since

each TileCal cell is read out by two independent photomultiplier tubes (PMT ) each linked

to one readout channel, every module will contain upto 48 readout channels, which are

stored in metallic cases called drawers at the outer radius of the calorimeter. The transition

region between the LB and the EB contain cells for specialised use, which enable the partial

recovery of energy lost in the crack regions of the detector. These are single scintillator cells

located in the plug extension and in the inter-cryostat regions, as can be seen represented in

the yellow shaded cells in Figure 3.9. These cells are used for example in Cesium calibrations,

and are labelled gap-crack or special cells, constituting the E layer.

With a total of 4672 cells, each read out by two PMTs, the TileCal comprises approx-

imately 10000 PMT channels in the entire calorimeter. The TileCal was designed to have

good time resolution (∼ 1 ns) and a typical granularity of ∆η ×∆ϕ = 0.1 × 0.1 ( 0.2 × 0.1

for the last layer) in order to achieve good resolutions in jet energy. The performance of the

TileCal cells with increasing pile-up conditions is discussed in Chapter 4, as well as a more

detailed description of the calorimeter read-out system.

The ATLAS hadronic calorimeter system has a total radiation length1 of about 11λ at

η = 0, ensuring good containment of hadronic showers and very limited punch-through into

the muon system. It has a required energy resolution of

σE
E

=
50%√
E

⊕ 3% , (3.8)

on the barrel region and
σE
E

=
100%√
E

⊕ 10% , (3.9)

in the end-caps. The hadronic calorimeter provides good resolution for high energy jets and,

due to its large η coverage, guarantees accurate missing transverse energy measurement.
1Here, the characteristic absorption length λ is the nuclear interaction length describing the interac-

tion of pions and kaons with the material.
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Figure 3.10: Overview of the muon chambers.

3.3.4 Muon Spectrometer

The Muon Spectrometer (MS) is the outermost system of ATLAS subdetectors [169, 184,

185] and was designed to identify and precisely measure high momentum muons. Based on

the magnetic deflection of muon tracks, it consists on the combination of superconducting air-

core toroid magnets and precision tracking chambers, instrumented with a separate trigger

system. Before reaching the MS, particles originated in the collisions have to cross all the

other ATLAS subdetectors, as well as the central solenoid, the cryogenic systems, cable

structures and radiation shields. Thus, the large radiation length of the previous systems

will assure that muons are the only charged particles expected to reach the spectrometer.

The muon curvature, due to the magnetic field, is then measured by tracking detector

chambers, using different technologies, chosen according to the expected particle flux and

detector needs.

The ATLAS Muon Spectrometer and toroidal magnet system are shown in Figure 3.10.

This detector extends from a 4.25m radius around the calorimeters to the outer radius of the

70



3.3 ATLAS Detector

detector (∼ 12m) comprising several different structures immersed in the toroidal magnetic

field. The precision-tracking chambers design and layout is such that particles originating

from the interaction point traverse three layers of chambers, allowing the momentum deter-

mination from the sagitta of the trajectory. In the barrel region, these chambers are arranged

in three cylindrical layers (or stations) around the beam axis with approximately 5, 7.5 and

10m radius, located before, inside and after the eight coils of the toroid magnet respectively.

In the transition and end-cap regions, however, the MS chambers are disposed vertically in

front and behind the two end-cap toroid magnets, with the end-cap regions also segmented

in three stations (|z| ≈ 7.4m, 10.8m, 14m, and 21.5m from the interaction point). Fig-

ure 3.11 shows a detailed layout of the cross view of the Muon Spectrometer barrel. The

structure of the muon chamber system, consisting of a 16-fold ϕ segmentation arranged in

eight octants, is a reflection of the azimuthal symmetry of the toroids (c.f. section3.3.1).

Each octant is arranged in a large and a small sector, leading to a region of overlap in ϕ.

The large sectors cover the ∆ϕ regions between the barrel toroid coils, whereas the small

sectors cover the azimuthal range around or inside these open-aired coils. The azimuthal

overlap of the chamber boundaries allows the relative alignment of adjacent sectors using

tracks recorded by both large and small sectors, while minimising gaps in the spectrometer

coverage.

The magnet configuration provides a magnetic field mostly orthogonal to the muon

trajectories, deflecting them along the θ angle. In the barrel region (|η| < 1.0), the field

intensity ranges from 0.2 to 2.5T whereas in the end-caps (1.4 < |η| < 2.7) it fluctuates

from 0.2 to 3.5T. Over the transition region (1.0 < |η| < 1.4) the magnetic deflection is

provided by a combination of barrel and end-cap fields. Due to the orthogonality of the

magnetic field and the muon trajectories, the transverse momentum resolution is roughly

independent of η over the whole detector acceptance. This magnetic layout also offers

minimal degradation of the momentum resolution due to multiple scattering. The MS has

coverage in the pseudorapidity |η| < 2.7, except around |η| = 0, where there is a 300mm

hole, allowing the passage of cables and services for the ID detector, inner solenoid and

calorimeters, which will significantly degrade the muon reconstruction in that area.

Resorting to different technologies of multi-wire chambers, the MS can provide high-

precision position and momentum measurements in η and ϕ as well as efficient triggering, all

the while targeting the large particle flux variation from the central to the forward region of

the spectrometer. The muon chambers consist of four different subdetector types: Monitored
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Figure 3.11: Detailed cross view of the barrel muon precision-tracking chambers [186]: the
RPC’s are coloured in red, the MDT chambers are represented in dark blue and in cyan there
is the spacers in between them. The barrel of the ID and the Calorimeter systems is also de-
picted in the central part of the ATLAS detector.

Drift Tubes (MDT) and Cathode Strip Chambers (CSC) for tracking and Resistive Plate

Chambers (RPC) and Thin Gap Chambers (TGC) for independent first event triggering

(active in |η| < 2.4). The overall MS performance depends on the accurate alignment of the

multi-wire chambers with respect to each other and with respect to the complete ATLAS

detector. To this effect, the monitoring of the chamber positions rely on different strategies

and sensor types through out the muon detector system.

The MDT cover most of the η-range, performing precision measurements of the track

coordinates in the R-z projection and thus providing accurate muon momentum measure-

ment. The passing muons will produce ionisation charges that are collected on the MDT

wire and read out by an amplifier system at one end of the tube. The measurement of the

minimum distance between the muon and the wire is obtained from the reconstructed drift

time of the electrons resulting from the ionisation, allowing the reconstruction of the muon

trajectory. The multiple tube layers improve the detector resolution and guarantee opti-
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mal track reconstruction while reducing the fake track production from random background

scattering.

At the end-caps in the most forward region, with pseudorapidities between 2.0 and 2.7,

CSC with finer granularity are installed in the tracking layer closer to the beam pipe. The

harsh background conditions and heavy particle fluxes of this region, particularly the high

muon track densities, require the tracking chambers to have higher rate capability and time

resolution. Designed to meet these requirements, the CSC consist in multi-wire proportional

chambers that provide the simultaneous measurement of both η and ϕ coordinates from the

interpolation between the induced charge distribution on neighbouring strips. Every ϕ sector

contains four consecutive CSC rigid planes, resulting in four independent measurements

along each track.

The trigger system covers the |η| < 2.4 region with Resistive Plate Chambers (RPC)

used in the barrel and Thin Gap Chambers (TGC) in the end-caps (c.f. Figure 3.10. Both

chambers provide first event triggering over the full azimuthal range, giving fast and coarse

tracking information on muon traversing the detector, as well as evaluating their multiplicity

and approximate energy range. The MS trigger chambers were designed to provide discrimi-

nation in well defined muon pT thresholds, bunch crossing identification and complement the

MDTs muon position measurements by recording the ϕ coordinate. The RPCs are located

above and/or bellow the MDTs as shown in Figure 3.11. There are three RPC layers in the

MS barrel. Assembled in the end-cap wheels, the TGC consist of multi-wire proportional

chambers. Similarly to the RPCs, the TGCs complement the tracking chambers: in the

innermost layer, covering the forward 1.92 <= |η| <= 2.4 region, two TGC modules are

installed in front of the CSC; and in the outer end-cap disk, covering 1.05 <= |η| <= 1.92,

one module in front of the MDTs and two modules behind them. The triggering of a signal

is generated by a system of fast coincidences between the three outer layers along the path

of the muon. In order to be used for trigger, a signal from a triggering-chamber must be

compared with the two other chambers in the same sector and tower. From the sagitta of

the curvature of the muon track, a coincidence pattern is defined as a criterion for the track

to have passed a predefined momentum threshold. Coincidences between strips in the first

two layers are used to create the low-pT trigger, while a high-pT trigger requires hits in all

three layers.

The Muon Spectrometer provides good muon identification and momentum resolution over
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a wide range of momenta. For a muon track with pT = 1TeV, the MS momentum resolution

is
σpT
pT

= 10% . (3.10)

The trigger is very robust towards random hits due to neutron or photon backgrounds,

originated from secondary interactions in the different material along the path of primary

collision products.

3.3.5 Trigger and Data Acquisition System

In order to select potentially interesting events from the myriad of QCD background pro-

cesses dominant at the LHC, the ATLAS physics program relies on the efficient performance

of the trigger system. During the LHC runs of pp collisions, the increasing luminosity and

pile-up conditions demanded the use of progressively higher energy thresholds and tighter

selections to control the trigger rates.

The first run of pp data-taking at the LHC started by colliding bunches of protons at a

center-of-mass energy of
√
s = 7TeV, with 50 ns bunch spacing [188]. In the latter years, the

center-of-mass energy of the collisions was increased to
√
s = 8TeV and the bunch spacing

reduced to 25 ns, leading to approximately 23 interactions per beam crossing. This translates

into a maximum input rate of events of 20MHz, which is not only too large for permanent

storage and analysis, but also much larger than the frequency of interesting hard-scattered

interactions. The ATLAS trigger system [189] was designed to bring this rate to 100Hz, in

order to reliably select the events of interest and store their information permanently.

The trigger and data acquisition systems (DAQ ) are based on signatures of particles

with high transverse momentum and missing transverse energy, and are divided in three

levels of event selection (c.f. Figure 3.12): Level 1 (LVL1 ), Level 2 (LVL2 ) and the Event

Filter (EF ). The most interesting events are identified in real time by the trigger system,

each trigger level refining the decision made at the previous step and, if necessary, applying

additional selection criteria.

The first level, LVL1, is a hardware-based trigger that selects large missing energy or

high transverse momentum muons, electrons, photons, jets or τ -leptons decaying in hadrons.

The decision is made under 2.5µs, using coincidence or veto of certain defined thresholds

for the different types of physics objects.

For the calorimeter triggers, the selection is made using reduced granularity signals cov-

ering ∆η × ∆ϕ = 0.1 × 0.1 (trigger towers) from all ATLAS calorimeters to identify the
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positions of Regions of Interest (RoI’s ) and compute the transverse energy ET of elec-

tromagnetic clusters with a precision of 1GeV. For each trigger tower, the cells of the

electromagnetic or hadronic calorimeters are summed and a trigger is satisfied if the core-

region, which is the central 2× 2 trigger towers of a RoI, contains one pair of neighbouring

towers with a combined energy that passes the threshold. In the case of the electron/photon

and hadron/tau triggers, isolation can also be required.

For the muon identification, however, only the trigger chambers in the barrel and in the

end-caps are used (c.f. Section 3.3.4). High transverse momentum muons are identified by

the spatial and temporal coincidence of hits either in the RPCs or TGCs pointing to the

beam interaction region. The degree of deviation from the hit pattern expected for a muon

Figure 3.12: Block Diagram of the Trigger and DAQ system [187].
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with infinite momentum is used to estimate the pT of the muon, which must be above one

of the possible thresholds, in order to be accepted.

If accepted by LVL1, the pT thresholds and the corresponding detector RoIs are then sent

to the LVL2 and EF for further consideration. During the information exchange period, i.e.

the signal transmission between detector and trigger electronics, all of the data is kept in the

pipeline memory. Data from events passing the LVL1 trigger selection are then transferred

to the Readout Buffers (ROB’s) via the Readout Drivers (ROD’s). At this stage the event

rate is about 75 kHz, which is still double the rate of the ATLAS physics programme.

Event data for the selected bunch crossing from all of the detectors are held in the ROBs

either until the event is rejected by the LVL2 trigger (in which case the data are discarded)

or, in case the event is accepted by LVL2, until the data have been successfully transferred

by the DAQ system to storage associated with the EF. The process of moving data from the

ROBs to the EF is called event building. This second and third levels of the trigger system

are software based and constitute the High Level Trigger (HLT).

The LVL2 accesses nearly all the available sub-detector information in a RoI of specific

η×ϕ around the objects selected at LVL1. It will implement basic reconstruction algorithms

in order to form a decision. The time taken to form and distribute the trigger decision at

this level is 40ms and it brings the rate of events down to approximately 1 kHz.

The data is then transferred to the EF, through the Sub-Farm Input (SFI). The EF uses

refined reconstruction algorithms that are very close to those used offline. The available time

for event processing is 4 s in average, and the rate of events is reduced to approximately to

100Hz. Using the full granularity and precision of calorimeter and muon chamber data, as

well as data from the inner detector, the HLT algorithms refine the trigger selections by

having better information on energy deposition (which improves the threshold cuts) and

by having inner track information ( which enhances particle identification). The selected

events will then go to the Sub-Farm Output (SFO) and will be stored to be analysed offline.

The selected events are categorised into different datasets, or streams, according to specific

interests of the analysis, e.g. electron streams, muon streams, jet streams, etc.

The trigger requirements are labeled with a code made out of a combination of letters

and numbers. The letters indicate the type of object being triggered: whether it is an

electromagnetic clusters (EM), electrons (e) or muons (MU or mu). Capital letters indicate

that they are triggered in the LVL1 and the lower-case letters indicate the HLT.1 The
1Further information on the trigger level can be specified, such as, EF for event filter triggers.
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numbers right after these letters represent the transverse momentum of the object for which

the trigger is 95% efficient. If the letter i or I is in the code, then an isolation criteria was

applied. For example, 2e15i means that there is a 95% efficiency for triggering an event with

two isolated electrons with a pT higher than 15Gev. Further Information on the required

trigger working point are expressed right after this sequence as loose, medium or tight.

During data-taking periods, the DAQ controls the movement of data down the trigger

selection chain, as shown in Figure 3.12. However, it is also responsible for the configura-

tion, control and monitoring of the ATLAS detector hardware and software by bi-directional

communication with the Detector Control System (DCS), providing synchronisation of the

detector with data-taking. The DCS sets the detector hardware operation conditions, co-

ordinates all sub-detectors and LHC systems, continuously monitors and archives run-time

parameters, and takes automatic corrective actions if necessary. The human interface for

the full control of ATLAS and all sub-detectors is also guaranteed by the DCS.

3.3.6 ATLAS Recorded Luminosity and Pile-up

During normal LHC operations there is a non-zero probability of multiple proton-proton

interactions per bunch crossing (pile-up). These simultaneous events, which originate from

different pp collisions, are a side effect of the high frequency of collisions and the high

density of bunches necessary for high luminosity. Pile-up events can be caused by additional

interactions of protons in the same bunch (in-time pile-up) or by recording in the same event

pp collisions from a different bunch crossing (out-of-time pile-up). During the
√
s = 7TeV

run, the average number of interactions per crossing was approximately 9, increasing to 20

in the
√
s = 8TeV run.

Since protons are composite objects, the hard scatter interactions (where there is a large

exchange of energy) can be described as an interaction between a pair of quarks or gluons.

However, the underlying event can produce additional particles which will further disguise

the signature of the main interaction. In order to detect and correct eventual bunch-by-bunch

effects, the bunch-by-bunch luminosity measurement is required. The detectors, readout and

acquisition systems must thus be capable of operating with a useful bandwidth of 40MHz.

The average number of interactions per bunch crossing µ is a measure of the pile-up

activity and from Equation 3.1 can be related to the luminosity as:

L =
µnbfr
σ

. (3.11)
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In an experiment such as ATLAS, the observed or visible number of interactions is defined by

µvis = ϵµ, where ϵ is the efficiency of a particular detector and algorithm used. Considering

the detector (and associated algorithm), the visible inelastic cross-section σvis can be used

for the luminosity measurement:

L =
µvisnbfr
σvis

, (3.12)

where the value of σvis is initially unknown, but can be calibrated by making a measurement

of the absolute luminosity at a certain point in time using Equation 3.2 and the beams

transverse profiles from van der Meer scans. ATLAS monitors the delivered luminosity

by measuring the observed interaction rate per crossing, µvis . In order to measure them,

ATLAS uses several detectors, either bunch-sensitive or bunch-integrating.

Bunch-sensitive detectors will record the luminosity of each colliding bunch pair (BCID).

These will primarily use counting algorithms. For example, a particular BCID will either

pass or fail some trigger criteria (event counting algorithm) or instead, a number of de-

tector channels with a signal above some value are counted per BCID (hit counting). For

instance, the Beam Conditions Monitor (BCM) a station of four modules at either side of

the ATLAS interaction point (z = ±184 cm), designed to monitor beam particle loss [190],

has fast response and readout time which enables bunch-by-bunch measurements. Another

detector specifically designed for bunch-by-bunch measurements is LUCID. It measures the

Cerenkov radiation produced by charged particles traveling above the local speed of light of

the medium. It can perform more sophisticated measurements in addition to event counting,

such as hit counting and particle counting. Both of these fast detectors are able to make sta-

tistically precise online luminosity measurements separately for each bunch crossing within

the LHC active pattern without deadtime.

The ATLAS main data acquisition system can also contribute to luminosity measure-

ments with bunch-by-bunch sensitivity. Such measurements rely on counting either the

number of reconstructed tracks or vertices (interaction points). In the case of track count-

ing, µvis is the average number of tracks per event. However, for a vertex-counting method,

µvis is obtained by determining the average number of vertices per events satisfying some

criteria and then applying corrections for known non-linear behaviour with increasing pile-

up [191]. Whilst bunch-sensitive luminosity measurements can be made, these methods

require extended time period to accumulate enough events, due to the limited read-out rate
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of the triggers used. These algorithms are typically used as cross–checks of the primary on-

line algorithms under special running conditions, where the trigger rates for these algorithms

can be increased.

Bunch-integrating detectors, however, measure a time averaged quantity, such as a cur-

rent in a calorimeter, and thus cannot distinguish between separate BCIDs. The ATLAS

Tile Calorimeter system monitors the current drawn by each PMT, which is proportional to

the total number of particles interacting in a given TileCal cell. This signal is proportional to

the total luminosity summed over all the colliding bunches present at a given time. Similarly,

the currents provided by the high voltage system of the Forward Calorimeter are directly

proportional to the average flux of particles interacting in a given FCal sector. These are

not exactly particle counting algorithms, since individual particles are not counted, but the

measured currents should be proportional to the luminosity.

For most physics analysis, the relevant information is an integrated luminosity for a

specific data sample. The Luminosity Block (lumiblock) is the basic time unit to store lu-

minosity information for physics use. The boundaries of each luminosity block are defined

by the ATLAS Central Trigger Processor (CTP), and can vary due to run conditions an

other operational issues. Generally the duration of each lumiblock is one to two minutes

of data taking. Each luminosity block contains data taken under uniform conditions (in-

cluding luminosity), thus trigger configuration changes can only happen at luminosity block

boundaries. The average luminosity for each detector and algorithm, along with a variety

of general ATLAS data quality information, is stored for each lumiblock in a relational

database. In order to define a physics data sample, lumiblocks are selected based on quality

criteria. The integrated luminosity delivered in a selected lumiblock is obtained by multiply-

ing the average luminosity in that lumiblock by the lumiblock duration. It should be noted

that additional corrections can be made for trigger deadtime and trigger prescale factors, if

needed.

The total integrated luminosity of an entire data sample can be obtained by integrating

the instantaneous luminosity per lumiblock over the accelerator active time1:

Ntot = σ

∫
Ldt , (3.13)

where Ntot is the total number of produced events. Therefore, the higher the integrated

luminosity, the more data is available to analyse.
1Also refered to as a ‘fill’, period during which stable beams are kept colliding.
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Figure 3.13: Cumulative luminosity versus time delivered to (green), recorded by ATLAS
(yellow) and certified to be good quality data (blue) during stable beams for pp collisions are
shown, at 7 and at 8TeV center-of-mass energy for Run 1.

In Figure 3.13 the delivered luminosity by the LHC at the ATLAS experiment is shown.

The differences between LHC delivered and ATLAS recorded luminosities are a result of

inefficiencies in the data acquisition (DAQ). For recorded collision events to be used in

data analysis, they must satisfy Data Quality (DQ) requirements assessed after reprocess-

ing. Only data collected with the performance of all subdetectors meeting certain quality

requirements are considered for the analysis. For each dataset, Good Runs Lists (GRL)

are compiled, recording for each lumiblock which subdetectors satisfied the requirements.

During Run 1, 95% of the ATLAS recorded data was considered as good, giving a total

integrated luminosity of 20.3 fb−1 of high quality data for physics analysis.

The distribution of the mean number of interactions per crossing is shown in Figure 3.14,

weighted to the recorded luminosity and for both 7 and at 8TeV center-of-mass energies. As

can be seen, the mean number of interactions per BCID µ increases as the available center-

of-mass energy of the collision increases. In order to obtain more data to analyse, higher

energies and delivered luminosities are necessary, creating harder conditions in terms of pile-

up. Here, µ corresponds the mean of the poisson distribution on the number of interactions

per crossing calculated for each bunch. It was calculated from the instantaneous per bunch

luminosity L in Equation 3.12, where σvis is the inelastic cross-section which was taken to

be 71.5mb for 7TeV collisions and 73.0mb for 8TeV collisions [172].

For the tt̄H search performed in this thesis, the full ATLAS detector information was
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used, requiring all sub-detector systems to meet the quality standards, resulting on a total

integrated luminosity of 20.3 fb−1 of good data at
√
s = 8TeV.
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4

Description of Cell Noise in the Tile
Calorimeter

For the reconstruction of the physics objects used in most data analysis, the ATLAS

sub-detector systems must guarantee optimal performance under the LHC increasing energy

and luminosity conditions. In this chapter, the monitoring of Tile hadronic calorimeter cells

under different pile-up conditions is described. When multiple collisions are present, the

energy deposits measured in each cell have overlapping contributions from the different

interactions. A full survey of the energy response, associated noise and inter-correlations

among cells is performed, contributing to a better knowledge of the TileCal response and

performance in the increasing pile-up conditions of LHC’s Run 1.

4.1 Tile Calorimeter Cells and Read Out System

Being the ATLAS barrel hadronic sampling calorimeter, the TileCal [182] provides accurate

measurements of the energy deposition and direction of hadronic showers. Its structure and

layout was previously introduced (section 3.3.3), however, additional details that are required

for the cell response and noise evaluation are given here. Each longitudinal partition of the

TileCal constitute an independent electronic readout block, with LBA and LBC covering

the |η| < 1.0, while EBA and EBC cover 0.8 < |η| < 1.7 region.1 The light produced by

incoming particles is read out from two sides by wavelength shifting (WLS) fibres, which

are bundled together to form readout cells. As mentioned before (c.f. Figure 3.9), the cell

structure in the calorimeter corresponds to pseudorapidity towers of 0.1, with different radial
1The partitions are named according to the pseudorapidity angle sign, and by convention, A is positive

η and C negative η.
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Figure 4.1: Diagrams of (a) a single readout channel [192] and (b) the front-end electron-
ics [193] of TileCal, during run 1 of the LHC.

sampling depths named according to the relative position to the beam pipe: A cells for the

innermost layer, BC and D cells to the middle and outer layers respectively. The bundles

of fibres, in each side of the tiles, are guided into two separate channels and read out by

photomultiplier tubes (PMT).

Stored in metallic cases (drawers) on the outermost part of each module, the front-end

electronics of each LB (EB) has 45 (32) active channels. A channel consists of a magnetically

shielded steel cylinder containing a light mixer, a photomultiplier tube, a voltage divider and

a 3-in-1 card, as represented in Figure 4.1 (a). The light mixer is an optical plastic which

ensures uniform illumination of the photo-cathode in the PMT by mixing the light from the

readout fibres. With an amplitude proportional to the energy deposited in the cell by the

incident particle, the signal from a PMT is then shaped to yield a fixed 50 ns pulsewidth,

using a passive shaping circuit included in the 3-in-1 card. Providing all the analogue

functions of the front-end electronics, the 3-in-1 board will also amplify the shaped signal

in separate high (HG) and low (LG) gain branches (with a nominal gain ratio 64:1) [183].

The size of the TileCal signals can range from the typical muon energy deposition of a

few hundreds of MeV to the highest-energy jet response, that can sometimes reach the TeV
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level in a single cell. To cover this wide range, the digitiser system samples the incoming data

from the 3-in-1 cards with a double readout, using an independent analog-to-digital converter

(ADC) per gain branch. Housed in the TileCal data management unit chip (DMU), 10-bit

ADCs sample the HG and LG signals with the LHC bunch-crossing frequency of 40MHz

(i.e. with timing steps of 25 ns). The digitisation timing of the ADCs is adjusted in multiples

of ∼ 0.1 ns guaranteeing that the full extension of the pulse is sampled and that the central

sample is as close to the PMT pulse peak as possible. Seven consecutive analogue samples

are kept: one close to the peak, four before the peak (with the two first samples providing a

measurement of the signal pedestal) and two after the peak. To determine which of the gains

is read out from the front-end electronics, a gain switch is used: the HG is always selected,

unless any of the samples saturates the ADC; if the latter occurs then the LG ADC readout

is chosen.

Each data management chip services six PMT channels at the same time, storing the

digitised signals in fixed-length pipelines, while waiting for a LVL1 trigger decision. Fig-

ure 4.1 (b) shows the sketch of the front-end electronics on the calorimeter drawers, where

the DMU are represented as digitiser boards. Organised as a chained system, the digitisers

feed the data from the outermost readout channels to the Interface Board at the center of

the superdrawer1 via a low voltage differential signal. The Interface Board is responsible for

the communication between the front-end and back-end electronics via optical fibres. The

hardware-based trigger decision is made using the LG analogue signal from the digitisers,

which is previously summed in adder boards within ∆η ×∆ϕ = 0.1 × 0.1, and then trans-

mitted as trigger towers to the L1Calo trigger system, located outside the ATLAS detector.

The front-end electronics is powered by a low-voltage power supply source (LVPS) per su-

perdrawer. Each LVPS is located just outside of the superdrawer in a separate steel box. A

system of four motherboards delivers the low-voltage power and control logic signals to the

3-in-1 cards, ADC integrators and adder boards. Each motherboard services up to twelve

3-in-1 cards and also contain specific circuitry for the TileCal calibration systems.

The back-end electronics is located approximately 100m away from the ATLAS detector

and contains three sub-systems: the LVL1 trigger receiver, the Trigger, Timing and Control

system (TTC), and the readout Drivers (RODs). The TTC is responsible for the distribution

of the the LHC clock, the trigger decisions and configuration commands to the Interface
1A superdrawer consists of two drawers: steel girders at the outer radius of each module that can be

fully extracted while leaving the remaining module in place.
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Boards, which then broadcasts them to the chain of digitiser boards. When an event is

accepted by the LVL1 trigger, the TTC sends the trigger acceptance command to the front-

end electronics. The corresponding digital signals from all the calorimeter channels, which

were temporarily waiting in a pipeline memory, are transmitted by the TTC via optical

fibers to the RODs. The TTC will also distribute the timing clock and trigger information

to the RODs, which will process the data from the front-end electronics. At the RODs,

the time and energy of the signals sampled in each channel are processed and reconstructed

in order to provide the deposited energy and the signal timing in appropriate units. After

being digitally processed by the back-end system, data collected by the front-end electronics

is sent to the data acquisition system (DAQ) at a LVL1 trigger rate.

4.2 Signal Reconstruction and Energy Measurement

The electrical signal for each TileCal channel is reconstructed from the seven ADC samples

sent to the RODs. The signal reconstruction is obtained with the Optimal Filtering method

(OF) [183, 194], which calculates the signal properties, such as pulse amplitude, pedestal and

time phase. This method compares the digitised samples with a reference pulse shape used

for all channels1, making use of weighted linear combinations. The OF algorithm computes

the amplitude (A), time phase (t) and the pedestal (p) for a channel as:

A =

n=7∑
i=1

wiSi t =
1

A

n=7∑
i=1

biSi, p =
n=7∑
i=1

ciSi (4.1)

where Si is the ADC sample taken at time ti (i = 1, ..., n). The coefficients wi, bi and ci are

the OF weights derived for both high and low gain channels. The OF weights are evaluated

while minimising the dispersion in both amplitude and time arising from electronics and pile-

up noise, taking into account the pulse shape at the ADC input and noise autocorrelation

matrix. During Run 1, the OF minimisation procedure only considered electronic noise for

the weight computation.

Figure 4.2 shows the time shape of the signal, with the seven ADC samples in a 150 ns

readout window, and whose magnitude was reconstructed using the Optimal Filtering weights.

As can be seen, A is the distance between the peak and the baseline of the signal (pedestal).

The phase is defined as the difference between the signal sampling clock and the maximum

of the incoming pulses (peak amplitude of the signal).
1The reference pulse shape was taken as the average pulse shape from test beam data, with reference

pulses for both high and low gain modes.
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Figure 4.2: Reconstructed analog signal using the Optimal Filtering magnitudes for weights
[195].

During the LHC operation, the ADC digitisation should be synchronous with the TTC

clock, allowing the phase of the pulses to be constant within very small fluctuations and

predictable using the TileCal calibration system. For a precise signal reconstruction of

the energy deposited in the TileCal, the phase is evaluated and minimised, so that all the

channels are expected to have their mean time < tchannel >= 0ns. In Run 1 of the LHC

operations, two modes of OF reconstruction were applied in the RODs: an iterative and a

non-iterative implementation. The iterative OF method was used to reconstruct data from

the 2010 proton collisions (without out-of-time pile-up). In this iterative method, when the

difference between the maximum and minimum sample is above a certain noise threshold,

the pulse shape is recursively fit: the initial time phase is taken as the time of the maximum

sample; and in the following steps the previous time phase is used as the initial input for the

fit. For signals below the threshold, only a single iteration is performed, assuming a pulse

with the peak in the central maximum sample. The non-iterative OF method was applied

in 2011-2012 proton collision data, since it is more robust against pile-up. Here the time

phase is fixed for each individual channel and only a single fit to the samples is performed.

The digital signal processor in the ROD performs the online signal reconstruction using

the OF weights, as well as the conversion from the signal amplitude A in ADC counts to

energy units of GeV by applying channel-dependent calibration constants:

Echannel = A · CADC→pC · CpC→GeV · CCs · CLaser . (4.2)
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The calibration constant CADC→pC is the conversion factor of ADC counts to charge in pC.

It is determined for each channel using a well defined injected charge with the CIS (Charge

Injection System) calibration System. The calibration constant CpC→GeV is the conversion

factor of charge to energy in GeV and is obtained from the cell response to an electron test-

beam of known momentum. Additional corrections are applied via the calibration constant

CCs, which accounts for residual non-uniformities after the gain equalisation of all channels.

It is obtained by circulating a Cs radioactive source in a specific calibration system of the

TileCal. Finally, the calibration constant CLaser corrects non-linearities of the PMT response

and is measured by the Laser calibration system.

Both the channel energy (in GeV) and the phase time (in ns) are then transmitted

to the HLT. If selected by the HLT, the raw signal is reconstructed offline by using the

same iterative or non-iterative OF method as online. The 2010 HLT-selected data was

fully reconstructed offline, only using the RODs amplitude and time estimates for the HLT

decision. However, with the increasing luminosity of later data taking periods, the ROD

output become saturated. In order to avoid this saturation, from 2011 onwards, a signal

amplitude threshold of 5 ADC counts (≈ 60MeV) was required for offline reconstruction.

If the difference between maximum and minimum Si samples is below that threshold, the

ROD signal reconstruction results are used in the offline data processing.

The energy deposited in a single cell is obtained by summing the energy measurements

of the two readout channels:

Ecell = Echannel 1 + Echannel 2 . (4.3)

The cell time, however, should be the same in both channels. By averaging the time measure-

ment of the corresponding readout channels of each cell a more precise cell time measurement

is obtained:

tcell =
1

2
(tchannel 1 + tchannel 2) . (4.4)

For single readout cells, the cell energy measurement is twice the available channel energy. If

one of the readout channels is masked out, the same algorithm is applied. This ensures the

robustness of the energy measurement of the TileCal cells to failures on one of the readout

channels.

For reconstruction of physics objects, such as jets, the cell energy is the fundamental

building block. The energy deposited in the TileCal cells is combined into clusters with the

topological clustering algorithm [196]. The significance of the absolute reconstructed cell

88



4.3 Tile Calorimeter Cell Noise

energy value relative to the respective noise (S = |E|/σ) is used to identify meaningful energy

depositions from noise fluctuations in the cells. Using an iterative process, the clustering

algorithm searches for cells with energy deposits above 4σ of the energy distribution of

randomly triggered events. It then surveys neighbouring cells for energy deposits above a

2 σ threshold. The energy cluster is formed by grouping together the energy deposits of

the cells verifying the 4 σ and 2 σ thresholds, as well as including their immediate adjacent

cells. The topological clusters are then used as inputs to jet reconstruction algorithms and

transverse energy algorithms. A good description of both the electronic noise and the pile-up

noise contribution is thus crucial for the creation of topological clusters of calorimeter cells.

4.3 Tile Calorimeter Cell Noise

From the PMT analog signal extraction and processing by fast electronics on the detector,

to the transmission via optical fibers to back-end electronics for final signal processing and

storage, the data signal will have been through a complex chain of fast electronic circuits

and computer farms. During this process undesirable effects may happen perturbing the

transition or recording of the input signal. Current or voltage fluctuations due to thermal

motion or charge granularity may occur, as a result of the readout hardware architecture.

Such unwanted fluctuations are usually defined as noise and represent the uncertainty to

which the signal can be measured. The characteristics of the complex readout chain will

therefore determine the precision limits of the measurement, as will be discussed in the

following sections.

Designed for fast signal processing, the TileCal front-end electronics of each readout

channel was chosen as to minimise the inherent electronic noise associated with the hardware.

In fact, the output of each channel is not simply signal from the energy deposition, it also

includes pedestal and a random noise component. The total electronic noise of a single cell

comprises contributions from the intrinsic electronic noise of each single photomultiplier,

the digitisation (digital noise), and the cell architecture in the calorimeter (where a single

PMT is shared by a group of tiles). In the front-end electronics common signals, such

as power, timing, trigger and control, as well as electromagnetic field emissions, can also

produce coherence effects like cross-talk between neighbouring channels [197]. Since these

perturbations are mainly hardware related, and as so, largely independent of external LHC

beam conditions, their immediate effect can be assessed by the variation of the baseline signal
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Figure 4.3: Energy distribution of the TileCal cells for collision data at center-of-mass ener-
gies of 0.9, 2.36 and 7TeV. Each distribution is normalised to the respective number of events
and compared with Pythia minimum bias Monte Carlo simulation (in red) and random trig-
gered events (in the blue shaded histogram).

(pedestal) of individual PMT channels, as well as their sum. In the TileCal, the electronic

only pedestal signal can be measured in empty event runs, where the detector is active, but

there are no beams colliding. In these conditions, the fluctuations of the pedestal represent

the level of electronic noise in each channel and are typically calculated as the standard

deviation or root mean square (RMS) of the energy distribution.

During normal collision LHC runs, the physics signals arising from shower fluctuations

create a wider dispersion of the energy measurements, much larger than the noise from

any source. Figure 4.3 shows the energy distributions of TileCal cells for collision events

of different center-of-mass energies, normalised to the total number of events per run. The

measurement is performed using 2010 data where the pile-up contribution is negligible.

Here, the events were triggered using the Minimum Bias Trigger Scintillators (MBTS) [182],

which select data with signal amplitudes just above the electronic pedestal noise. Data se-

lected with a minimum bias trigger is usually used to characterise the properties of inelastic

hadron collisions with the smallest bias possible. The minimum bias trigger criteria avoids

dependence on complex object reconstruction, as opposed to the nominal ATLAS triggers.

At ATLAS, events collected in minimum bias dedicated runs account for the majority of

interactions resulting from beam collisions, without significant hard-scattering collisions oc-

curring in each event. In Figure 4.3, the cell response spectrum to minimum bias triggered
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events can be compared with the distribution resulting from random triggered events, which

is represented by the shaded histogram. As can be seen, the energy distribution of events

passing a random trigger has a much narrower standard deviation than those passing a min-

imum bias trigger, suggesting that there is an even rarer presence of hard-scattered signal

events on the randomly triggered data than on the minimum bias triggered. Particles from

hard-scattered collisions produce quite large energy depositions. Ordinarily, the calorimeter

measurement of interest is the energy deposition of these particles. However, when trying to

assess the noise associated with the measurement, it is important to avoid the bias that the

actual physics signal entails. For cell noise estimation purposes, the calorimeter response to

random triggered collision events is more suitable, since these are rich in low energy particles

produced in soft collisions. The standard deviation of the energy distribution obtained with

randomly selected events during collision runs provides a good estimate of the cell noise in

data.

Proton-proton collisions at the LHC, in addition to the collision of interest, also yield sev-

eral simultaneous soft-scattered interactions. The mean number of inelastic pp interactions

per bunch crossing, < µ >, is proportional to the instantaneous luminosity, L:

< µ >=
Lσinel

Nbunch fLHC
(4.5)

where σinel is the total inelastic pp cross-section1 and Nbunch fLHC is the average frequency

of bunch crossings in the LHC [172]. Since the lumiblock is the basic time unit to store

luminosity information,2 all possible measures of the number of collisions will also be an

average over a given lumiblock.

The simultaneous pile-up interactions are a consequence of the beam characteristics,

particularly the high number of protons per bunch and the short time interval between

bunch crossings. The increasing luminosity per bunch crossing, and hence increasing < µ >,

leads to higher probability of multiple soft proton-proton interactions, also called pile-up

events. Consequently, in-time energy deposits originated from multiple collisions of the

same bunch crossing (but different pp pair) can occur in the same TileCal cell. This in-

time pile-up can be studied by determining its average effect on the measured calorimeter

energies. Pile-up also arises when the time interval between consecutive BCIDs is lower
1For

√
s = 7TeV, ATLAS uses the PYTHIA value σinel = 71.5mb

2Recall that one lumiblock contains roughly 2 minutes of data taking, but its duration can vary due to
run conditions.

91



4. DESCRIPTION OF CELL NOISE IN THE TILE CALORIMETER

than the detector integration time and so pp collisions from different bunch crossings may

be integrated in the same event. For example, during Run 1, as the luminosity and pile-

up conditions change towards higher values, with consecutive proton bunches crossing every

50 ns (25 ns by the end of the run), the ADCs large readout window of 150 ns (c.f. Figure4.2)

lead to a significant fraction of the TileCal cells receiving energy from more than one bunch

crossing within the same readout window [188]. This is called the out-of-time pile-up and

can considerably degrade the measurement of the energy deposited in a cell. Both in-time

and out-of-time pile-up depend on the luminosity, and can be inclusively estimated by the

µ value of collision data, as previously mentioned in Chapter3.3.6. Throughout Run 1, for

every bunch crossing, the number of pp collisions was progressively increased from 5 up to

35 simultaneous events.

In the ATLAS detector, every physics object is affected by pile-up to some extent. It is

essential to carefully assess the detector response to pile-up events, by studying its charac-

teristics in data and model Monte Carlo simulations. Particularly in the Tile Calorimeter,

the effect of the pile-up on the cell output is evident by changes in the associated noise

value. Since the topological clustering algorithm, employed to reconstruct the energy de-

posits, uses the cell noise to estimate the compatibility of the energy measurement with a

noise fluctuation, it is very important to, not only minimise, but also precisely determine

the noise level per cell, as to reduce the impact of noise on the jet energy measurement.

During collision runs, the total noise per cell is a result of electronic noise in the readout

chain and also of contributions from pile-up interactions (pile-up noise). Taking into account

these two components, the total noise is usually estimated by adding in quadrature the two

contributions:

σel.noise+pile−up =
√
σ2el.noise + σ2pile−up (4.6)

where pile-up and electronic noise are assumed to be uncorrelated.

Electronic Noise and Coherence Effects

In the TileCal, the electronic noise associated with the energy depositions is measured by

fluctuations of the pedestal, without the presence of any high energy particles originated on

hard-scattered interactions. Special standalone bi-gain runs with no physics signal are used

to study the electronic noise of the readout chain. These calibration runs taken without

colliding beams (pedestal runs) have two different electronic configurations - the low gain

and the high gain. Since this electronic component of noise is independent of the LHC beam
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4.3 Tile Calorimeter Cell Noise

conditions, noise estimated from pedestal data mirrors that of the data-taking period, using

the OF technique.

For correct estimation of the significance of the energy deposits, during run 1, the tem-

plate of the cell energy shape was described to a good approximation by a double Gaussian

distribution [183]. A normalised function is used, with a narrow single Gaussian core and a

second wider Gaussian function to describe the tails:

fp.d.f. =
1

1 +R

(
1√
2πσ1

e
x2

2σ2
1 +

R√
2πσ2

e
x2

2σ2
2

)
. (4.7)

Here the relative normalisation of the two Gaussians, R, and the standard deviations of

the first and second Gaussians, σ1 and σ2, are the three independent parameters used to

fit the function. In pedestal data, the means of the two Gaussian functions is zero, which

is a good approximation for the cell noise. For the topological clustering algorithm, an

equivalent noise estimate, σeq(E), is used to measure the significance of the signal, where

the significance for the double Gaussian is the same as in the 1σ region of a standard single

Gaussian function. During Run 1, the standard deviation of the energy distributions in

pedestal events fluctuated by an average of 1.2% for high gain and 1.8% for low gain across

all channels, indicating stable electronic noise constants [198].

In Monte Carlo simulations, the electronic noise is implemented in the digitisation of the

signals. From the cell noise measured in data, the ADC noise can be extrapolated and added

to the individual MC digitised samples. The signal shape at the sample level is modelled

to follow the double Gaussian distribution, as seen in data. The parameters used in the

simulations are based on the cell noise coefficients measured in data. More details about

the electronic noise description in both data and MC simulations in TileCal can be found

in [199, 200].

When using the sum of many signals in one measurement, such as in the topological

cluster algorithms, the understanding of the correlations between signals from different cells

is of major importance. The readout chain encompasses several groupings of electric signals:

the six PMT channels read out by each DMU; the twelve channels fed by each motherboard;

the single interface board per superdrawer; and finally the LVPS powering the motherboards.

Since each signal grouping may lead to coherence effects, it is important to assess its impact

not only on individual channels but also on their sum. The coherent effects due to the

architecture of the electronic readout chain can be studied by looking at the correlations

between the energy distributions of neighbouring cells [197]. During the initial TileCal test
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4. DESCRIPTION OF CELL NOISE IN THE TILE CALORIMETER

phase, a considerable level of correlation was found among channels belonging to the same

motherboard. However, the gaussian model of the energy shape does not take into account

these correlation effects.

Pile-up Noise

During nominal conditions, the major source of noise in the TileCal should be from pile-up

events. Under high number of simultaneous collisions, the electronic noise does not play a

significant role in the performance of the calorimeter. The presence of multiple collisions

degrades the detector response by possibly integrating energies from more than one collision

in a single measurement. Calorimeter cells can receive energies either from additional in-

time collisions within the same bunch crossing or from collisions in bunches crossing just

before and after the collision of interest (out-of-time pile-up). Although out-of-time collisions

are more susceptible to affect the measurement of the interesting signal depositions, both

pile-up sources may lead to overlapping energy deposits. At ATLAS, the pile-up effects are

reduced by using vertex information and individually reconstructing each collision. However,

distinguishing energy depositions in the same readout window is almost impossible. Due to

the harsher operation conditions, pile-up is a serious challenge to the hadronic calorimeter.

The impact of increasing pile-up conditions on the TileCal response can then be directly

assessed by monitoring the noise changes in pile-up data.

For collision data, just as for pedestal data, the signals sampled in each TileCal channel

have a Gaussian shape with an amplitude proportional to the energy deposition. The signal

width is, however, larger. In the presence of hard-scattered interactions, the high energy

influence on the signal width maybe too big to retrieve unbiased information on the noise of

each cell. Thus, for pile-up noise estimation unbiased data is required. As already mentioned,

random or zero bias triggered events are the best sources of simultaneous soft-scattered

collisions, without compromising the integrity of the measurement. Recording events in

coincidence with the pp collisions, the zero bias trigger is a randomly seeded trigger with

a rate proportional to the instantaneous bunch luminosity. This triggering provides a data

sample, which is unbiased by a significant energy deposition in calorimeter cells.

Even though the zero-bias sample will contain a small fraction of the hard scattering

events with quite large energy deposits, the contribution of these events is small on average,

such that cells will be mostly exposed to low energy particles produced from soft pile-up

collisions. Estimating the noise of each TileCal channel as the significance of the signal
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4.4 Analysis of the TileCal Correlated Noise

deposition is still a valid assumption. Here, particles from pile-up events will produce ad-

ditional energy depositions in the tile cells widening the energy distribution and, possibly,

pulling the mean energy from zero. The width of the signal measurement of each cell can

be determined as the RMS of the energy distribution:

RMS =
√
< E2 > − < E >2, (4.8)

where < E2 > is the mean value of the square of the energy and < E >2 is the square of

the mean energy deposit. The RMS describes the total noise per cell, including both pile-up

and electronic noise. In zero bias data, the estimated noise per channel is a combination of

electronic noise and pile-up effects, mirroring that of normal data-taking periods.

The simulation of pile-up events in Monte Carlo is done by mixing the hard scattered

events with an appropriate number of simulated minimum bias events. The pile-up condi-

tions in the simulations are defined by the beam energy, bunch spacing and the expected

average number of the pile-up collisions per bunch crossing, just as in data. The number

of pile-up collisions per bunch crossing follows the Poisson distribution with mean value

< µ >. The minimum bias interactions are produced with the Pythia generator [201] and

are merged with the simulated high energy signal events during the seven sample digitisation

process, matching the ADC’s sampling every 25 ns of signal in collision data. The pedestal

and electronic noise are implemented in the merged samples, which will then enter the signal

reconstruction in the OF method. In the MC simulations the pile-up noise is estimated as

the RMS of the cell energy measurement. For different pile-up conditions, an approxima-

tion assuming that the pile-up term increases with
√
< µ > for fixed bunch spacing was

used [202].

In spite of ATLAS having several methods to deal with the presence of pile-up events,

the TileCal’s cell noise associated with the energy measurement needs to be addressed. The

noise dependency with beam energy, luminosity and pile-up is investigated in Section 4.5,

contributing to a better characterisation of the TileCal response and performance under

increasing pile-up conditions.

4.4 Analysis of the TileCal Correlated Noise

The coherent component of the electronic noise is an inherent consequence of the architec-

ture of the TileCal front-end readout electronics and is responsible for significant pedestal
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degradation [197]. Since the possible sources of correlation in the readout chain are diverse,

the description of the coherent effects starts by considering the correlations between signals

at the digitisation level. The correlations among digitised signals can be described according

to a data driven covariance matrix and its effect propagated to all subsequent steps of the

energy reconstruction, thus avoiding the direct simulation of possible coherence causes.

Considering the electronic structure of a single TileCal readout channel (c.f. Section 4.1),

the two different gain signals should not be correlated. Furthermore, the ADC digitisation

will not contribute with sample-to-sample correlations within the same channel. Different

channel samples with the same trigger time can, however, be correlated. Since the readout

electronics is contained inside individual metallic drawers, correlations between channels

from different partitions or modules are not considered. The correlation between channels

i and j can be evaluated with a covariance matrix cov(xi, xj), where x describes the noise

contribution of each channel involved:

cov(xi, xj) = E[(xi − x̄i)(xj − x̄j)] = E[xixj ]− x̄ix̄j . (4.9)

The channel signals, xi and xj , are the seven sampled pulses reconstructed with the OF

method, x̄i and x̄j are the mean values of each channel, and the operator E is the expectation

value.

The correlation matrix, ρ(xi, xj), can be defined according to:

ρ(xi, xj) =
cov(xi, xj)√

E[(xi − x̄i)2]
√
E[(xj − x̄j)2]

=
cov(xi, xj)
σi.σj

, (4.10)

where σi and σj are the standard deviations of channel i and j respectively.

In order to assess the general behaviour of the coherent noise component in the TileCal,

correlation matrixes for the full set of modules were used as a diagnosis tool. Initial test-

ing using pedestal only data already yielded significant correlations, particularly between

channels sharing the same motherboard or DMU.

In Figure 4.4, pedestal only correlation matrices calculated according to Equation 4.10

are shown, for the four TileCal partitions. The same azimutal module is depicted for com-

parison purposes, in this case module 32. Since the correlations were only visible between

high gain channels, only these are considered here. For each partition, all 48 channels of

module 32 were mapped and the covariance and correlation between channels was calcu-

lated. The observed pattern shows regions of high and low correlation in all partitions,
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Figure 4.4: Maps of the correlation between the pedestal noise signals of high-gain channels,
for all four TileCal partitions: (a) EBA, (b) LBA, (c) EBC and (d) LBC. The same arbitrary
azimuthal module is shown.

consistent with the TileCal front-end architecture. The presence of open channels in the

TileCal modules is also visible.1 The correlation is stronger between groups of 6 or 12

neighbour channels, where possible interference occurs between channels read by the same

digitiser card or motherboard, respectively. Channels closer to the LVPS (channels > 40)

show higher correlations, as do channels near the sub-assemblies (channels 20 to 24). These

problematic regions of the front-end super-drawers are particularly sensitive to interference

between electromagnetic signals of the LVPS and of the readout chain.

To understand the presence of these correlations, and their effect on the signal dis-
1Channels 31, 32 and 44 of long barrel modules are open channels: no tile cell exists at those locations

due to the passage of cables for the ID, and as so, no PMTs are installed. For extended barrel modules,
the open channels are 19, 20, 25, 26, 27, 28, 29, 30, 34, 35, 42, 43, 44, 45, 46, 47 and 48.
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4. DESCRIPTION OF CELL NOISE IN THE TILE CALORIMETER

turbance of individual cells, software studies were developed side-by-side with hardware

improvements. Two methods were developed to mitigate the coherent noise component,

based on different algorithms: the χ2 method [203] and the Tile Noise Filter (TNF)[204].

Both approaches effectively remove the observed coherent noise component in pedestal runs,

without modelling the specific source of the problem.

χ2 method

The χ2 method assumes that the noise of a particular TileCal channel can be described

as a linear combination of an intrinsic noise component (βi) and a contribution that depends

on the response of all readout channels in the same module:

xi = βi +
N∑
j ̸=i

αi,jxj , (4.11)

where x is the OF reconstructed signal for channels i and j of the same module. The

unknown αi,j ensure the weighted sum of the signals of all the other N readout channels in

the module. In pedestal data, the signal distribution of a single channel is expected to be

consistent with zero energy deposited. Given that βi is the pedestal subtracted signal, its

value is also expected to be zero. For each channel, a χ2 function, fitting the model with

the measured noise values, can be defined as:

χ2
i =

∑
Events

[
xi − (βi +

∑N
k ̸=i αi,kxk)

]2
σ2i

. (4.12)

Using the χ2 minimisation method, with respect to each model parameter (αi,j and βi) for

all individual channels, the α matrix of a specific module can be extracted. This algorithm

assumes that the noise correlations are independent of the signal amplitude, thus only the

first ADC sample of each signal deposition is used. The signal can then be re-evaluated by

removing the offset βi and applying the α matrix to the measured signals of all the other

channels:

sreci = si − (αi,1x1 + αi,2x2 + ...+ βi + ...+ αi,NxN ) (4.13)

Tested through a systematic survey of the TileCal modules in pedestal runs, this method

removes the coherent noise component from the cell energy depositions, leading to narrower

signal distributions, with RMS values closer to the intrinsic noise ones.
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Figure 4.5: Schematic interpretation of the coherence effect on the observed noise of a Tile-
Cal channel. The TNF common mode determination is also explained [204].

Tile Noise Filter

The TNF approach is based on the strong correlation observed among signals from

channels connected to the same motherboard (12 channels each). The noise characteristics

observed, in a single channel, indicate a possible grounding problem: besides the intrinsic

channel noise associated with an event (be it an actual physics object or a random triggered

event), a lower frequency oscillation is present, and it is synchronized with the motherboard

power supply. Figure 4.5 is a diagram representing the oscillations in the signal of two

neighbouring channels. Typically, when an event activates a specific channel, the noise

associated with the energy deposition shows an incoherent behaviour, which is seen by the

oscilations in the channel signal (dashed grey line). However, the observed channel noise

(represented by the solid red line) seems to also have a coherent behaviour, consistent with

the LVPS lower frequency (represented by the bold dashed blue line). The cell signal for the

sum of all events will reflect this combination of incoherent and coherent noise sources: the

signal distribution encompasses a narrower Gaussian due to the inherent channel noise and

a widder Gaussian due to the coherence effects. For each motherboard, the common mode,

dc, can be defined by estimating the average pedestal, on a event by event basis, as:

dc =

∑Nch
i di
Nch

(4.14)

where di is the raw pedestal of the i-th channel (in ADC counts) and Nch = 12 is the number

of channels per motherboard. Using dedicated runs, the common mode distribution can be
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4. DESCRIPTION OF CELL NOISE IN THE TILE CALORIMETER

measured and a significant mean value, < dc >, can be estimated. For each event, the

common-mode fluctuations constitute a good estimate of the coherent noise component:

dcoherent = dc− < dc >= dc −

(∑Nev dc
Nev

)
(4.15)

with Nev the number of events. The common mode shift can then be subtracted from the

raw pedestal value per channel,

srec = di − dcoherent , (4.16)

which gives the corrected channel signal, srec. The signal correction is applied on the digitised

signal samples, in ADC counts, and then propagated through the normal energy reconstruc-

tion algorithms. An energy threshold is used in order to avoid biases due to problematic

cells or high energy signals from hard-scattered events. The TNF method does not affect

the TileCal calibration constants, nor the cell timing. It is a powerful tool that effectively

removes the correlations between the calorimeter cells, resulting in the suppression of the

second gaussian component of the digitised sample, up to ∼ 5% on the barrel cells.

Both unfolding methods were validated using pedestal data, as well as minimum bias trig-

gered data collected in the beginning of Run 1, i.e. with no significant pile-up presence. The

TileCal output reconstruction software was optimised to remove the correlation noise using

the TNF algorithm. Despite being mostly a result of the hardware features, the coherence

pattern can be influenced by the presence of multiple energetic signals in the calorimeter

cells, which can impact the performance of the unfolding method used to remove the correla-

tions. The study of the coherent noise component in the presence of simultaneous collisions

was investigated and the impact of the correlation removal method was tested, resulting in

several internal presentations to ATLAS community, as well as a poster summary at the

European School of High-Energy Physics [205].

4.4.1 Pile-up effect on the TileCal Correlated Noise

As already mentioned, in order to achieve the luminosity necessary for the physics analysis,

the ATLAS detector is subjected to several simultaneous collisions, more so the higher

the luminosity. In the following analysis, the TileCal coherence noise characteristics is

investigated in the presence of increasing number of pile-up collisions, during Run 1 of the

LHC.
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Period Run Number Peak Luminosity (cm−2s−1) Peak µ
Apr 13 2011 179581 1.95× 1032 5.83
Period D5 180225 4.3× 1032 7.11
Period F2 182454 10.72× 1032 8.05

Table 4.1: Reference table of the
√
s = 7TeV data runs analysed.

For pile-up sensitivity purposes, minimum bias triggered data at a center-of-mass energy

of
√
s = 7TeV and 50 ns bunch crossing separation was analysed. Different luminosity runs

were studied, as the mean number of multiple collisions < µ > is directly related with L of

the collision (c.f. Equation 4.5). Table 4.1 summarises the data information, including the

maximum number of simultaneous collisions registered per run. A full survey of the TileCal

was performed, by constructing covariance and correlation matrices between two readout

channels in the same module. Since the correlations were only visible between high gain

channels, only these are considered here.

Figure 4.6 shows two dimensional correlation matrices of the high gain signal outputs,

where the x and y axis run over all 48 channels of the LBA 32 module. The correlation

pattern before (a) and after (b) the TNF filtering of the samples can be compared. Before

the signal filtering, in Figure 4.6 (a), regions of high and low correlation values are visible,

which reflect the configuration of the TileCal hardware. As already seen in pedestal data,

stronger correlations appear between groups of 6 or 12 neighbour channels and are negligible

for other pairs of channels. The regions of the front-end drawers which are closer to the LVPS

(channels > 40) or in the sub-assembly area (channels 20 to 24), remain the most affected.

After the TNF filtering of the samples (Figure 4.6 (b)), the coherence effect on the observed

channel noise is reduced, specially for the channels closer to the LVPS source. The need for

a double Gaussian distribution, which typically describes the noise behaviour of the TileCal

cannot, however, be fully ruled out after removing the correlated noise component within a

module.

For higher luminosity data, as shown in Figure 4.7, stronger correlations appear. How-

ever, these do not follow a coherent behaviour throughout the TileCal modules. The origin

of these strong correlations can probably be attributed to the irregular frequency of incoming

particles. The soft-scattered particles, selected in this minimum bias run, randomly illumi-

nate clusters of adjacent channels. The pile-up presence deteriorates the channel resolution
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Figure 4.6: Correlation plot of the noise value for all high-gain channels in module LBA32
before (left) and after (right) the unfolding of the noise correlation effect with TNF. The cor-
relations where calculated using minimum bias data with a maximum of 5.8 simultaneous
collisions.

and leads to interference between signals of neighbouring channels. Comparing the correla-

tion pattern before (a) and after (b) signal filtering with the TNF method, one can conclude

that the presence of pile-up does not affect the performance of the unfolding method, which

reduces the correlation.
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Figure 4.7: Correlation plot of the noise value for all high-gain channels in module LBA32
before (left) and after (right) the unfolding of the noise correlation effect with TNF. The cor-
relations where calculated using minimum bias data with a maximum of 8 pile-up collisions.
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Figure 4.8: Distribution of the LBA47 correlations before (a) and after (b) the replacement
of the LVPS (from v.6 to v.7). High gain pedestal data is used, without any correlation re-
moval method applied.

4.4.2 TileCal Correlated Noise: Hardware Improvements

The software studies, developed to deal with the correlations found on the TileCal modules,

lead to a deeper understanding of the coherence characteristics. A double approach was then

taken: while studies were made to filter the noise effects, an hardware upgrade to effectively

solve the source of the problem was also considered. From the correlation noise survey, the

LVPS influence on the correlation pattern was evident. This was further corroborated by

the positive effect of the algorithms developed to mitigate the correlations. Since the LVPSs

seemed the most probable source of interference, the more problematic ones were replaced in

the ATLAS cavern . The impact of new generation of LVPS in five modules of the TileCal

was tested on pedestal data, without any correction method applied.

Module 47 of the long barrel is a particularly noisy module, with a considerable level

of correlation between channels (see Figure 4.8 (a)). After the replacement of the power

supply, Figure 4.8 (b), the correlation pattern for channels closer to the LVPS (channels

> 40) was mostly removed. The correlation between channels below channel 25, however,

remains unchanged. Considering the whole module, the replacement of the LVPS yields

∼ 30% reduction on the correlations between pairs of channels.

Channel 47 is an example of a highly correlated channel with the old LVPS. In Figure 4.9

(a), the observed signal distribution is shown for pedestal data taken before the LVPS

upgrade (in red) and after (in blue). The signal follows a double gaussian shape, as mentioned

before. The mean energy deposited is zero, as expected from a pedestal run. The equivalent

103



4. DESCRIPTION OF CELL NOISE IN THE TILE CALORIMETER

LBA47 ch 47 (pmt 46) Energy [MeV]
200 150 100 50 0 50 100 150 200

E
v

e
n

ts

1

10

2
10

3
10

ATLAS Preliminary
Tile Calorimeter

Pedestal (HG)
 with old LVPS (v.6)

 with new LVPS (v.7)

RMS = 25.687 MeV

RMS = 17.897 MeV

(a)

Channel Number

0 5 10 15 20 25 30 35 40 45

σ
R

M
S

/

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8
LBA47

Current LVPS

New production LVPS

ATLAS Preliminary

ATLAS Tile Calorimeter

(b)

Figure 4.9: Impact of the LVPS upgrade on the electronic noise of module LBA47. (a) Sig-
nal distribution of channel 47 of LBA 47 for high gain pedestal data taken before the LVPS
upgrade (in red) and after (in blue). Here, no correction method is applied to account for
the coherence effect. With the new LVPS, the tails of the distribution are significantly re-
duced. (b) Ratio between the signal RMS and the width σ of a single Gaussian fit to the sig-
nal shape, before (in red) and after (in black) the LVPS change.

standard deviation of the distribution, calculated as the RMS to a single Gaussian, gives an

estimate of the electronic noise present on the channel, including the coherent component.

The tails of the distribution are significantly reduced with the new LVPS, as can be seen

by the RMS values: 25.687MeV with the original LVPS (v.6) and 17.897MeV with the

new LVPS (v.7). With the new LVPS generation, the smaller fraction of events on the tails

of the double Gaussian distribution results in a more single-Gaussian-like behaviour of the

electronic noise per channel.

In Figure 4.9 (b), the Gaussian-like shape of the electronic noise, before (in red) and after
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4.4 Analysis of the TileCal Correlated Noise

(in black) the LVPS change is evaluated. For all channels of LBA 47, the ratio between the

measured RMS of the distribution and the width σ of a single Gaussian fit is shown. The ratio

of several channels powered by the original LVPS differers significantly from 1, which should

be the expected value for gaussian-like noise [206]. Indeed, with the new LVPS generation,

the ratio RMS/σ is uniformly closer to unity, confirming the single-Gaussian characteristics

of the pedestal signals collected in the TileCal. Considering that the electronic noise in test

beam data followed a single Gaussian distribution1 and the observed improvements of using

the new LVPS, the double Gaussian behaviour of the signal is attributed to the presence of

the previous LVPS. The survey of the other upgraded modules is consistent with the results

shown here for LBA47. The upgrade of the LVPS reduces ∼ 20% the average RMS value of

the TileCal modules, which is 20.6MeV with the new power suppliers. Subsequently, during

the 2011-2012 LHC winter shutdown, 40 other LVPS were replaced.

4.4.3 Conclusions

The coherence pattern present on the noise of the TileCal cells was a problematic feature

that needed to be addressed, either by correcting these effects or by directly changing the

problematic hardware sources. Scans of covariance and correlation matrices of all modules

and partitions of the calorimeter were made, as to completely survey the coherence effect

on the TileCal. The TNF method, used to correct the observed channel correlation, was

validated in pile-up collision data. Although the hardware-related correlations are effec-

tively reduced, the presence of soft scattered multiple collisions leads to irregular clusters of

neighbour channels, which determine the behaviour in magnitude and shape of the signal

responses. However, correcting or removing these uninteresting pile-up generated signals is

not the purpose of such method. In fact, ATLAS has several other methods to identify and

deal with these soft signals, usually using vertex information.

The impact of a new generation of LVPS is clearly visible on the Gaussian shape of the

channel noise and on the magnitude of the correlations in TileCal modules. Data obtained

with the new LVPS shows that the intrinsic white noise distribution of each channel has a

smaller RMS and is closer to a single Gaussian shape.

1For test beam data, the power source configuration used temporary power supplies located far from
the detector.
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4. DESCRIPTION OF CELL NOISE IN THE TILE CALORIMETER

Period Run Number Peak Luminosity (cm−2s−1) Peak µ < µ >

Period F2 182424 8.5× 1032 6.62 4.8
Period G4 183081 11.0× 1032 6.9 5.2
Period I2 185747 10.0× 1032 6.24 6.1
Period L2 189049 30.0× 1032 14.4 11.3
Period L4 189598 26.0× 1032 12.4 11.4
Period M2 190617 24.0× 1032 11.5 11.3
Period M5 191190 35.0× 1032 16.7 10.9

Table 4.2: Summary table of analysed samples for the pile-up impact on the TileCal channel
noise.

4.5 Analysis of the TileCal Pile-up Noise

The LHC was designed to collide proton bunches every 25 ns, resulting in approximately

40 extra interactions per beam crossing. The presence of extra interactions, and its ever

growing number, has a significant impact on the TileCal performance. For instance, the

calorimeter energy resolution can be degraded due to fluctuations on the standard deviation

of the energy deposition.Understanding the sensibility of the calorimeter to increasing con-

tributions from pile-up effects is of major importance. In this section, the noise behaviour of

TileCal cells under crescent number of pile-up collisions is studied, using data from the first

LHC run. The noise dependence with the cell pseudorapidity and with bunch position in a

train of proton bunches was investigated, as well as, the noise dependence with the average

number of interactions per bunch crossing.

In the following, a full survey of the noise in the TileCal was performed, using data

selected with a zero bias trigger, for different luminosities and number of pile-up collisions.

Several runs recorded by the zero-bias stream over the course of 2011 data-taking were

analysed. In these periods, the LHC was colliding bunches of up to 1011 protons 40 million

times per second, at a centre-of-mass energy of 7 TeV. Since both beam and detector setups

were changing with time, the performance of the detector in varying conditions was surveyed.

Table 4.2 is a summary of the data samples used. With
√
s = 7TeV and 50 ns bunch spacing

throughout all samples, each data period corresponds to different beam properties, leading

to different luminosity and pile-up conditions. For each run, the maximum instantaneous

luminosity and number of pile-up collisions is shown, as well as, the average number of

pile-up collisions throughout the run.
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4.5 Analysis of the TileCal Pile-up Noise

As already mentioned, zero bias streamed data may include a few extreme energy values,

but will be mostly constituted of soft pile-up events. In order to reduce the dependence of

the results on these high energy outliers, the 0.1% fraction of the events in both positive and

negative tails of the energy distribution were excluded for all cells. By removing extreme

values in the tails of the distribution, the symmetry of the signal shape was improved.

Therefore, an accurate estimation of the total noise per channel can still be made using the

RMS of the Gaussian-like signal.

In order to simulate the data samples and predict the impact of future pile-up conditions,

a dedicated set of MC samples was generated with a single neutrino or a muon as a hard-

scattering particle overlaid with a number of soft pile-up events generated by Pythia 6 [201].

In the case of MC sample with a single muon, only the cells with ∆R(cell,muon) > 0.2 were

considered.1 The simulation of pile-up in MC events does not completely account for the

full pile-up conditions of LHC data, in particular the distribution of the number of pile-up

collisions per bunch. A special reweighting technique was applied to the simulated events

to accurately describe this effect, using a dedicated tool [207]. The MC simulations were

then reweighted to the pile-up conditions of each run to allow a data/MC comparison on

run-by-run basis.

As an example, the energy deposition on a TileCal cell is shown in Figure 4.10. Two

data periods with different pile-up conditions are represented, in blue for < µ >= 6 and in

red for < µ >= 12. Both distributions have a Gaussian shaped core and are centered at

∼ 0 MeV, as expected. The sampled signals have long non-Gaussian tails, which are larger

the higher the number of pile-up collisions. Since the energy distribution gets wider (with

longer negative and positive tails) in the presence of more pile-up events, it is expected that,

for data with higher pile-up conditions, calorimeter cells will also have higher values of noise.

The data/MC ratio is represented in the lower plot, each colour representing the different

pile-up conditions of the collected data. The MC simulations show very good agreement with

data in the core of the distribution and in the positive tail. However, in the negative tail

larger discrepancies are observed. This reflects the presence of out-of-time energy deposits,

which are not well modelled in simulations and are a major source of degradation in the

sampling of the signal.

At ATLAS, the pile-up conditions are typically assessed using two common observables:

the average number of interactions per crossing and the actual number of interactions per
1∆R2 = ∆ϕ2 +∆η2
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Figure 4.10: Energy distribution in a cell (cell A9) for 7 TeV data with 50 ns bunch spacing
collected in 2011. Two different pile-up conditions are depicted: in blue µ = 6 and in red
µ = 12. The markers represent data and the histograms the MC sample. The data/MC ratio
is represented in the lower plot, each colour representing the different pile-up conditions of the
collected data [2].

crossing. The first one consists in calculating the number of interactions per crossing, aver-

aged across all bunch crossing identifiers (BCIDs) in the lumiblock, < µ >LB,BCID.1 Since

each bunch can have a different emittance and a different number of protons, µ values can

vary for different BCIDs. The second estimate of the pile-up level, is the number of inter-

actions in a given BCID, averaged over the lumiblock, < µ >LB (BCID). Since the Monte

Carlo simulation does not include the bunch structure, both quantities are the same in

simulated events.2

The average number of interactions per crossing, < µ >LB,BCID, is represented in Fig-

ure 4.11 (a), for all the run periods included in Table 4.2. For comparison purposes, the

data distributions are normalised to unity. As the instantaneous luminosity changes from

run to run, so does the number of pile-up collisions. For example, period I2, with maximum

luminosity of 10 × 1032cm−2s−1, has an average number of interactions per bunch crossing

< µ >LB,BCID≈ 6, while period M2, with maximum luminosity of 24 × 1032cm−2s−1, has

1Here, LB stands for the luminosity block and is not to be confused with the long barrel of the Tile-
Cal.

2Note that the pile-up reweighting of the MC to data is calculated using the average number of inter-
actions per crossing (< µ >LB,BCID) [207].
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Figure 4.11: Distributions of (a) the average interactions per bunch crossing and (b) the
number of primary vertices for several periods of 7 TeV data with 50 ns bunch spacing. The
markers represent the data sample, one run from each period F2, G4, I2, L2, L4, M2 and M5
according to the colours in the legend, and the histograms the MC sample [2].

< µ >LB,BCID≈ 11. Run periods F2 and G4 have the fewer interactions per bunch crossing

and have also registered the smallest peak luminosity throughout their duration. The high-

est peak luminosity analysed in this study was recorded in periods L2 and M5, which also

have the highest maximum number of interactions per BCID, 14.4 and 16.7 respectively.

However, during these runs the < µ >LB,BCID values are not constant and span over a wider

distribution, leading to < µ > values slightly lower (∼ 11).

In Figure 4.11 (b) the distribution of the number of primary vertices for each period

is shown. As expected, for higher luminosity data, the mean value of vertices per event

increases, which is consistent with the higher number of pile-up interactions. Runs from

periods F2, G4 and I2 show similar behaviours in the distributions of the average number

of pile-up interactions and number of primary vertices. By comparison with the other four

runs (from periods L2, L4, M2, M5) one can say F2, G4 and I2 are the low pile-up samples

in this study. The four runs with higher pile-up have an average number of primary vertices

of the order of 10, which is consistent with the extra 8 collisions expected from pile-up for

these luminosity conditions.
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4. DESCRIPTION OF CELL NOISE IN THE TILE CALORIMETER

4.5.1 Energy and Noise Pseudorapidity Dependence

The TileCal cells have a diverse geometry, specifically designed according to their location

on different radial layers and at different pseudorapidity angles (c.f. Figure 3.9). As seen

in the previous study, the electronic noise component varies with the pseudorapidity of the

cell, due to the readout system architecture. In the presence of collisions, the cells which

are closer to the beam pipe are exposed to a larger amount of low-energy particles, which

results in differences in both electronic and pile-up noise components for the various cells.

Having two long barrels within the |η| < 1.0 region and two extended barrels covering

0.8 < |η| < 1.7 region, the TileCal is symmetric in η. In order to study the calorimeter

dependence on the pseudorapidity, the η symmetry was verified both for energy and noise

measurements. Moreover, due to the calorimeter cylindrical shape, there is homogeneity

in the ϕ modules. In this study, the energy and noise dependence on ϕ was proven to be

approximately constant for the same η tower.

In Figure 4.12 the mean energy deposited in a specific layer l as a function of pseudo-

rapidity η is represented. The mean value of the OF reconstructed signals, after pedestal

subtraction and corrected for the calorimeter constants were used. It was averaged over all

64 modules of both negative and positive η values. The different periods are depicted in

different colours and can be compared with the lowest luminosity sample from period F2,

in yellow. Each marker represents a TileCal cell layer in both extended and long barrel

of the calorimeter: A-cells being the closest to the electromagnetic calorimeter and D-cells

the outermost layer. For these zero bias triggered runs, the mean energies are of the order

of a few MeV. In the central region of the calorimeter, where the long barrel (LB) covers

|η| < 1.0, the mean energy depositions are always less than 1 MeV for all the samplings.

In the extended barrel partitions, depositions are more energetic and the different layers

of cells show distinct behaviours. The cells in the gap-crack region exhibit higher levels of

energy deposits which is expected due to their special nature. When comparing different

run periods, it is noticeable that the higher the luminosity, the higher the average energy

depositions in the calorimeter, particularly in the extended barrel cells. The presence of

higher energy collisions tends to be in the forward regions of the ATLAS detector, which is

in agreement with the results.

The Monte Carlo to data agreement was studied in Figure 4.13. The differences range

from −2MeV to 2MeV with a discrepancy of the order of 1MeV for the long barrel region.
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Figure 4.12: The mean energy deposited in each cell, averaged over all modules, is repre-
sented as a function of |η| for several periods of 7 TeV data, according to the colours in the
legend. The reference value is the F2 period run in yellow [2].

111



4. DESCRIPTION OF CELL NOISE IN THE TILE CALORIMETER

0
0
.2

0
.4

0
.6

0
.8

1
1
.2

1
.4

1
.6

1
.8

2

Energy Difference MCData (MeV)

3210123456
A

T
L

A
S

In
te

rn
a

l
T

ile
 C

a
lo

ri
m

e
te

r
M

C
 r

e
w

e
ig

h
te

d
 

 D
a

ta
s

=
 7

 T
e
V

la
y
e

r 
A

la
y
e
r 

B
C

la
y
e
r 

D
S

p
e
c
ia

l

>
=

4
.8

µ
P

e
ri
o
d
 F

2
 <

>
=

5
.2

µ
P

e
ri
o
d
 G

4
 <

|
η|

0
0

.2
0

.4
0

.6
0

.8
1

1
.2

1
.4

1
.6

1
.8

2

Energy Difference MCData (MeV)

3210123456

la
y
e

r 
A

la
y
e

r 
B

C
la

y
e

r 
D

S
p

e
c
ia

l

>
=

4
.8

µ
P

e
ri
o

d
 F

2
 <

>
=

1
1

.4
µ

P
e

ri
o

d
 L

4
 <

0
0
.2

0
.4

0
.6

0
.8

1
1
.2

1
.4

1
.6

1
.8

2
3210123456

la
y
e

r 
A

la
y
e
r 

B
C

la
y
e
r 

D
S

p
e
c
ia

l

>
=

4
.8

µ
P

e
ri
o
d
 F

2
 <

>
=

6
.1

µ
P

e
ri
o
d
 I
2
 <

|
η|

0
0

.2
0

.4
0

.6
0

.8
1

1
.2

1
.4

1
.6

1
.8

2
3210123456

la
y
e

r 
A

la
y
e

r 
B

C
la

y
e

r 
D

S
p

e
c
ia

l

>
=

4
.8

µ
P

e
ri
o

d
 F

2
 <

>
=

1
1

.3
µ

P
e

ri
o

d
 M

2
 <

0
0
.2

0
.4

0
.6

0
.8

1
1
.2

1
.4

1
.6

1
.8

2
3210123456

la
y
e

r 
A

la
y
e
r 

B
C

la
y
e
r 

D
S

p
e
c
ia

l

>
=

4
.8

µ
P

e
ri
o
d
 F

2
 <

>
=

1
1

.3
µ

P
e
ri
o
d
 L

2
 <

|
η|

0
0

.2
0

.4
0

.6
0

.8
1

1
.2

1
.4

1
.6

1
.8

2
3210123456

la
y
e

r 
A

la
y
e

r 
B

C
la

y
e

r 
D

S
p

e
c
ia

l

>
=

4
.8

µ
P

e
ri
o

d
 F

2
 <

>
=

1
0
.9

µ
P

e
ri
o

d
 M

5
 <

Figure 4.13: The MC-Data difference of the mean energy deposited in each tower is rep-
resented for several runs of 2011 data. In each histogram the distribution of one run is com-
pared with the F2 run represented in yellow (reference value) [2].
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4.5 Analysis of the TileCal Pile-up Noise

For the gap-crack cells, the differences between simulation and data are still consistent with

2MeV in the low pile-up runs, but vary up to 5MeV in the high pile-up samples. Differences

of this magnitude between data and MC are much smaller than the precision of the energy

measurement.

The noise of a cell, including both the electronics and the pile-up contributions, was

estimated as the RMS of the energy deposited within that cell, according to Equation 4.5.

The uncertainty on the noise is obtained from the error of the RMS of a gaussian distribution.

Taking advantage of the TileCal structure, i.e. ϕ homogeneity and η symmetry, the mean

noise was obtained inclusively over all modules and |η| as the RMS of the reconstructed

energy per cell. In Figure 4.14 the total noise of each TileCal cell is represented as a

function of the cell pseudorapidity, |η|, for several periods of data-taking. Data periods are

shown in different colours and are compared to the lowest luminosity sample, period F2, in

yellow. In the long barrel partitions, the noise values range from 20 to 50MeV for the low

pile-up periods (F2, G4 and I2) and the calorimeter response is constant within the same

type of cell layer. The noise increases with proximity to the beam pipe, thus A-cells have

higher noise than D-cells. In the extended barrel partitions, noise values are higher (up

to 180MeV) and the behaviour of different layers of cells is more erratic. For the higher

luminosity runs (periods L2, L4, M2 and M5), the cell noise increases proportionally to

the extra pile-up events throughout the whole calorimeter: going up to 60MeV in the LB

regions and up to 50MeV in the EB. Figure 4.15 shows the difference between the mean

value of noise as a function of |η| measured in MC and in Data. Differences up to 10MeV

in the long barrel partitions and up to 40MeV in the extended barrel are observed.
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Figure 4.14: The total noise in a cell computed inclusively over all modules is represented as
a function of |η| for several periods of 7 TeV data. The reference value is the F2 run in yellow.
The markers represent the cell layer and different colours are used for each period F2, G4, I2,
L2, L4, M2 and M5 according to the legend [2].
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Figure 4.15: The MC-Data difference of the total noise in a cell, computed inclusively over
all modules, is represented for several runs from different periods of 7 TeV data. In each his-
togram the distribution of one run is compared with the F2 run represented in yellow (refer-
ence value) [2].
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Figure 4.16: The noise distribution in different TileCal cells is represented as a function of
|η| of the cells for zero bias run 182424 of period F2 of 2011 data with an average number of
interactions < µ >= 4.8 per bunch crossing [2].

Figures 4.16 and 4.17 respectively for a low pile-up run (period F2 with < µ >= 4.8) and

a high pile-up run (period M2 with < µ >= 11.3) are shown for better visual discrimination

of the noise behaviour from different cell layers when subjected to pile-up collisions. Each

plot corresponds to a different cell layer: A-cells on the top left, BC-cells on the top right,

D-cells on the bottom left and special cells on the bottom right. As already mentioned, given

the TileCal azimuthal symmetry, the information around the 64 modules was integrated in

ϕ, and |η| was used. In the case of the reference sample F2, in Figure 4.16, noise values

range from 20MeV to up to 45MeV for A, BC and D layers. Here, the extended-barrel

(0.8 < |η| < 1.7) is slightly noisier than the long-barrel. Nevertheless, the noisier cells

are the special cells, where noise values range from ∼ 40MeV to 150MeV. Due to their

location in the gap-crack region, these cells are particularly exposed to forward high energetic

radiation coming from the IP. The MC describes data up to a 2MeV (5MeV) difference for
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Figure 4.17: The noise distribution in different TileCal cells is represented as a function of
|η| of the cells for zero bias run 190617 of period M2 of 2011 data with an average number of
interactions < µ >= 11.3 per bunch crossing [2].

the A, BC and D layers of the LB (EB). The special cells show differences between the mean

value of noise measured in MC and in Data up to 20MeV.

For high pile-up conditions, the noise values for A-cells range from 40MeV to up to

70MeV, as can be seen in Figure 4.17. Noise values are around 20MeV for D cells and

varies from 30MeV up to 40MeV for BC cells. This is consistent with the TileCal cell

structure, since cell layers closer to beam pipe receive more energy deposition from particles

originated in the pile-up events than the ones in the outer layers of the calorimeter. Just as

in the low pile-up run, the extended-barrel is slightly noisier than the long-barrel, mostly due

to the more forward coverage it entails. In the presence of more simultaneous collisions, the

special cells present a much noisier behaviour, with noise values ranging from ∼ 70MeV to

200MeV. As already mentioned, this is understandable due to the nature of their location,

immediately after the IP and before the LB partitions. The data to MC agreement shows
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differences of the order of 3MeV for the A layer in the LB and goes up to 8MeV in the

EB. For the BC and D layers the data to MC differences throughout the whole calorimeter

are of the order of 2MeV and 3MeV respectively. The differences between simulation and

data in the gap-crack cells vary up to 30MeV. The imperfect modelling of the out-of-time

energy depositions in the simulations accounts for most of the observed differences between

data and MC.

In the 1.0 ≤ |η| ≤ 1.2 region, there is a change in the noise behaviour for both low

and high pile-up setups. This is simply a reflection of the TileCal geometry for here is

where the gap with inactive materials (such as cables) between the TileCal Long-Barrel and

Extended-Barrel partitions is located (c.f. Figure 3.9). In these pseudorapidity towers, the

cells must be smaller in order to accommodate the service structures going to the ID, and

thus have less scintillating material. This, together with the fact that some of the energy

deposition in the inactive materials is lost, explains the slight reduction of the noise value

for 1.1 ≤ |η| ≤ 1.2.

4.5.2 Energy and Noise Dependence on the Bunch Position

During the analysed data periods (referred on Table 4.2) bunch trains with approximately

60 filled bunches, spaced by 50 ns intervals, were accelerated by the LHC. Each bunch train

was followed by a large time interval with empty bunches. Since the readout window of

the signal sampling (150 ns) was much larger than the time interval between consequent

bunches crossing (50 ns), the energy reconstruction of a given event could be biased by

energy deposits in the same cell during the previous (or following) event. As a result the

shape of the energy distribution could depend on the position of the bunch crossing in the

train.

In Figure 4.18 the number of events as a function of the bunch crossing position in a train

for all the studied periods is shown. Events throughout the different runs show a similar

distribution, the majority of them having train lengths of up to 60 bunches and a small

fraction of events having trains up to 70 bunches.

TileCal cells from the same layer and partition exhibit similar energy and noise perfor-

mances, even though they are located in different pseudorapidity towers, as proven in the

previous section. In order to simplify the analysis and simultaneously increase the statistical

power, the BCID dependence of both the mean energy deposits and its respective associated
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4.5 Analysis of the TileCal Pile-up Noise

Figure 4.18: Distribution of the bunch crossing IDs for several periods of
√
s = 7TeV data.

The dots represent the data, one run from each period F2, G4, I2, L2, L4, M2 and M5 ac-
cording to the colours in the legend [2].

noise values was done cumulating over ϕ modules and η towers, within the same layer and

partition.

In Figure 4.19 the mean energy deposits as function of the BCID, for cell layer A of the

long barrel is represented. A full survey of the TileCal cells can be seen in Appendix A.1,

for both barrels and all layers of the calorimeter. The mean energy deposition fluctuates

with the BCID, having a slight tendency to be higher for the first and last bunches in the

train. A similar behaviour is seen for all layers of the TileCal. The data events in the D

layer, however, show slightly lower mean energy values for the last bunches in a train. As

seen in the pseudorapidity distributions, the energy value increases with proximity to the

beam pipe: for A-cells the deposited energy fluctuates around higher mean levels than in

the D-cells. The extended barrels show slight higher values of energy depositions than the

long barrel ones, as expected.

The cell total noise was also surveyed, as the RMS of the energy distribution per cell. For

long barrel A-cells, the total noise as a function of the BCID is represented in Figure 4.20.

In Appendix A.2 the full survey of the TileCal layers is included. Just as the mean energy

measurements, the noise is constant within a few MeV (> 5MeV for the A-cells). All layers

of TileCal have slightly noisier signal measurements for the first and last bunches in each

train. Periods with higher multiplicity of pile-up collisions have noisier cell responses. In

the special cells, for instance, the mean noise fluctuates around 150MeV for the low pile-up
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4. DESCRIPTION OF CELL NOISE IN THE TILE CALORIMETER

periods and around 220MeV for the higher pile-up runs. The further away from the beam

pipe in the radial direction (from A cells to D cells), the noise tends to decrease from layer

to layer, as seen in the η studies.

4.5.3 Noise Dependence on the Number of Interactions per BCID

The increasing number of pile-up collisions results in the widening of energy distributions

measured at the TileCal cells. Therefore, higher values of noise in each cell are expected

for increasing multiplicity of simultaneous collisions. The proportionality of the noise with

the average number of interactions per bunch crossing was investigated for all the different

cell types. Here only LBA and EBA cell measurements are presented, due to the already

confirmed similar response of the negative pseudorapidity partitions.

In Figure 4.21, the inclusive noise of cells from different layers (A, BC, D and the special

cells E) as a function of < µ > is shown. For both long and extended barrel, a representative

cell from each layer was selected and only signals measured by that readout cell are included.

Located at η = 0.45 or η = 1.15, the selected cells display typical and consistent behaviour

of LB or EB cells respectively. Similarly to the previous sections, the noise is estimated as

the RMS of signal measurement in each cell, thus including components from electronic and

pile-up sources. In all four cell types, the noise smoothly grows as the number of interactions

per bunch crossing increases.

In order to quantify the noise increment with < µ > linear fits were performed to the

typical cell noise response. In Figure 4.21 the fit functions are represented by the dashed

lines and their values are included in the legend. The noise dependence is more steep for

the A cells than for the BC cells, and for these ones more than for the D cells. This is

a consequence of the calorimeter layer structure, where the layers closer to the beam pipe

are more susceptible to pile-up and display noisier readouts. As already seen in previous

sections, the cells in the gap-crack region show higher values of noise. These special cells are

also more sensible to changes in pile-up conditions, showing a more prominent rate in the

noise as function of the number of interactions per bunch crossing. When the linear fits are

propagated to < µ >= 0, the noise values are consistent with the electronic noise of these

cells, as expected.

In the outer layers of Tile calorimeter (BC and D), the noise is directly proportional

to < µ >, increasing linearly with the level of pile-up. However, for cells located closer

to the beam pipe, such as A-cells or gap-crack cells (which are under more intense pile-up
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Figure 4.19: The mean energy measurements as a function of the BCID for sample A of the
long barrel (LB). Represented for several runs of

√
s = 7TeV data, with the lowest luminosity

period (F2) chosen as a reference. The marker points represent the data sample and the lines
are the Monte Carlo distribution.
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Figure 4.20: The total noise as a function of the BCID for sample A of the long barrel
(LB), for several runs of

√
s = 7TeV data. The lowest luminosity period (F2) was chosen

as a reference. The marker points represent the data sample (one run for each period) and
the lines are the Monte Carlo distributions (mc11c reweighted to each data period).
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Figure 4.21: Noise distribution as a function of the average number of interactions per
crossing for different cell layers of the LBA (top) and EBA (bottom) TileCal partitions. Typi-
cal cells from each layer and partition are represented by different colours: cell A in bordeaux,
BC in green, D in blue and E in orange [2]. The points represent

√
s = 7TeV data and the

MC simulation is represented by squares. The dashed lines represent linear fits to the data
distributions.

radiation), the noise does not depend linearly on the number of pile-up events, showing

linear fits with high χ2. Here, the noise distribution is better described by a square root

growth with the increasing number of simultaneous pp collisions. In fact, this is exactly

what is simulated in the MC samples, where the pile-up noise component is estimated as

increasing with
√
< µ >.
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4.5.4 Conclusion

An innovative study of the TileCal readout cells response with the increasing pile-up level

of the LHC collisions was performed. The dependence of both the measured signal deposits

and associated noise on the multiplicity of pile-up events was investigated. The noise of a

cell was estimated as the RMS of the energy deposit, including contributions from electronic

noise and pile-up sources. In zero bias data the electronic noise was small when compared

to the pile-up effect on the noise of each cell. A complete survey of the calorimeter was

carried out, including all partitions, modules and layers. The dependencies with η, BCID

and number of interactions per bunch crossing were investigated.

Throughout the data periods analysed, the luminosity of the runs was consistently in-

creased, and as such, a wide variety of average number of interactions per event were ex-

amined. As the multiplicity of pile-up interactions increases, the mean energy deposited in

a cell also increased. The behaviour of the cells was constant from run to run and reflects

the geometry of the TileCal: cells closer to the IP (A-cells) or in more forward regions (gap-

crack cells) receive higher energy deposits. Cells subjected to higher pile-up radiation were

also more prone to noisier outputs. Furthermore, cell measurements of data with higher

number of pile-up interactions showed higher values of noise. These values, however, were

not significant to the energy measurement, since they were inferior to 250MeV. Given the

special structure of the gap-crack cells, these tend to be more susceptible to the pile-up noise

than the normal cells of the calorimeter. However, measurements form these cells are not

used in normal data-taking runs, as per their design.

Overall, the cell noise increased with the number of interactions per bunch crossing. The

rate to which the noise depends on the number of interactions is specific of the cell location

in the calorimeter. As expected, cells which undergo higher levels of pile-up radiation, such

as A-cells or special cells, present typically noisier measurements, with values growing with
√
< µ >. The noise of the outermost cells, located in the BC or D layers, showed linear

proportionality to the average number of interactions in a bunch crossing.

The Monte Carlo simulations, reweighted to the pile-up conditions of each period, de-

scribed the
√
7TeV data. The simulations can be used to remove the noise from the TileCal

measurements, contributing to higher resolution in the jet energy reconstruction. A cor-

rect model of the noise dependence with pile-up contributes to a better description of noise

in simulation, allowing better and more precise results of the ATLAS experiment. This
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study was summarised in ‘Description of the Tile Calorimeter noise with increasing Pile-up

for
√
s = 7TeV data collected during 2011’ [2]. It was the first complete survey of the

TileCal cell noise dependence with the multiplicity of pile-up events, and gave way for its

continuous monitoring throughout Run 1 of the LHC, with different centre-of-mass energies,

luminosities and bunch spacings.
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5

General Setup for the tt̄H Search

This chapter describes the analysis and data setup for the search for the SM Higgs boson,

in the dileptonic channel of tt̄H production, at a centre-of-mass energy of
√
s = 8 TeV.

An overview of the dataset and simulated MC samples is given in Section 5.2, including a

brief description of the relevant MC generators, as well as, the ATLAS detector simulation.

Section 5.3 presents the trigger criteria used for the selection of the
√
s = 8 TeV dataset. The

reconstruction of the main physics objects and the event preselection criteria are detailed in

sections 5.4 and 5.5, respectively.

5.1 Introduction

The search for the SM Higgs boson in the tt̄H production mode with the ATLAS detector

is the main data analysis of this thesis. Here, the dedicated study of the dileptonic topology

together with a H → bb̄ decay is presented. The combined analysis of semileptonic and

dileptonic tt̄H decays has been published in the European Physical Journal C [1].

The final state of the tt̄H dileptonic production has quite a clean signature, as already

mentioned in Chapter 5.1. The top quark decays mostly to a W boson and a b quark,

and in the case of a leptonic decaying W boson, a charged lepton and a neutrino will

also be present. Since the neutrinos are weakly interacting particles, they traverse the

ATLAS detector undetected. Despite escaping direct detection, the neutrinos presence can

be inferred using conservation of momentum in the transverse plane. This analysis was

designed to be mostly sensitive to the Higgs boson decay into a pair of b quarks, since this

is the expected predominant decay. Nonetheless, all Higgs decays are treated as signal for

a more inclusive analysis. The final topological signature will thus involve two oppositely
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charged leptons, arising from the leptonic decay of both W bosons, as well as at least two

b-tagged jets from the top quark decays. By selecting collision events with this topology,

the presence of the tt̄H process can be investigated.

Following the signal topology is important for the selection of tt̄H events, but it does not

guarantee that only signal events are accepted, especially considering the small predicted

signal cross-section. The main sources of event contamination will then come from processes

emulating the signal signature. Processes involving top quarks, particularly top quark pairs,

are therefore the major source of background. Additionally, high cross-section processes

including leptons will also mimic the targeted topology. Vector boson production in the

presence of extra jets (Z and W+jets), as well as diboson production (WW , WZ and ZZ),

can originate real leptons and contribute to the background. Another important source

of background to the dileptonic tt̄H process are events where mis-identification of leptons

occur. Either real leptons with mis-measured properties, such as electrical charge sign, or

mis-identified jets can lead to the selection of events with fake leptons.

In order to search for the SM Higgs boson in the dileptonic tt̄H production, the capability

to reproduce the observed physics processes of interest is evaluated. This is commonly done

by comparing data with the simulation of both signal and background, from the evolution

of the hard process to the final objects observed with the detector. Monte Carlo (MC)

simulation is used to model both signal and background processes. In this thesis, dedicated

background studies were developed to match the MC predictions to the data observations,

by resorting to control regions orthogonal to those included in the analysis.

The analysis focuses on identifying and reconstructing the particles present in the final

signal topology. For this purpose, a clear and unequivocal physics object definition is im-

plemented, according to detector specifications, data quality criteria and targeted analysis

efficiency.

Events are then preselected, requiring several criteria to enhance the signal significance

and mitigate the background presence. Detector inefficiencies are also considered when

selecting the best quality data for a reliable analysis. The general setup for the tt̄H search

is introduced in the following sections.
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Figure 5.1: Scheme of a pp collision simulation with the different factorised steps [208].

5.2 Data and Monte Carlo Samples

The analysis presented in this chapter uses the full dataset of pp collisions at a centre-of-mass

energy of
√
s = 8 TeV recorded by ATLAS during Run I. Taking into consideration the high

quality requirements for physics analysis, an integrated luminosity of 20.3 fb−1 of data was

analysed, with pile-up reaching up to about 40 simultaneous interactions per bunch crossing

(c.f. Figures 3.13 and 3.14 in Chapter 3.3.6).

In order to evaluate the consistency with the SM, the observed data is compared with

detailed theoretical predictions. The simulated samples are created using Monte Carlo

(MC) event generators, which reproduce the high energy events from the deep-inelastic

scattering between the initial partons, as well as the low energy interactions of the resulting

final state objects. Since a wide range of energy scales is involved, the full simulation of a

pp collision is factorised into different steps: the hard interaction is computed up to a fixed

order in perturbation theory, whereas the softer scales are calculated using phenomenological

models.
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Figure 5.2: Dependency of the CT10 PDF set on the momentum fraction x for Q2 = µR
2 =

µF
2 = (mt +mH/2)

2
= 55225GeV2 [209].

Figure 5.1 is a representative scheme of the factorised steps necessary for a full simula-

tion of hadronic collisions. When there is sufficient momentum transfer, the partons can be

considered free, which allows the treatment of hadron-hadron scattering as a single parton-

parton interaction. Inside the colliding protons, the initial state of the partons (represented

by the dark green arrows pointing to the shaded oval protons) can thus be modelled indepen-

dently from the actual interaction by resorting to universal parton density functions (PDFs),

as introduced in equation 2.38. The PDFs, fi(xi, Q2), encode the probability of finding a

certain type of parton i within the proton carrying a fraction xi of the proton’s momentum,

p⃗parton = x p⃗hadron, where x is referred to as the Björken scaling variable and Q2 is the

factorisation scale. As an example, in Figure 5.2 the PDFs used in this analysis, the CT10

set, are shown. These partonic distributions were obtained using lepton-proton collision

data from the HERA collider and proton-antiproton collisions from the Tevatron [74, 75].

Here, the energy scale was set to Q2 = µF
2 with µF = µR = mt +mH/2 as used in the tt̄H

analysis. For values of the Björken scale close to unity, the parton densities of the proton’s

valence quarks, the up and down quarks, dominate the momentum fraction. However, at

smaller values of x, the gluon density is the largest one. The bottom, the charm, the anti-up,

and the anti-down quarks, all originating from the virtual hadronic sea, show lower densities

in the proton.
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When a collision happens, two of these partons undergo an interaction with a significant

momentum transfer, also known as a hard-scatter. This process can be explicitly computed

at fixed order in perturbation theory, due to the high energy scale involved. The hard scatter,

represented in red in Figure 5.1, is obtained through the calculation of the scattering matrix

between the initial and final state particles of the process, i.e. the Matrix Element (ME)

calculation.

QCD Bremsstrahlung radiation (in blue) will arise as a result of the color charge of the

partons. Partons will successively emit gluons, that either split into quark-antiquark pairs or

radiate more gluons, leading to the creation of patron showers. The MC simulation of such

showers, both for initial and final state partons, gives a more complete description of the

collision, since it accounts for the remainder of higher order contributions. It is, however,

an approximation, as the parton emissions are considered independent. The continuous

production of this radiation ends when partons reach the Q ≈ 1GeV energy scale. At

this scale, the QCD partons (represented in green) recombine into colorless hadrons. The

hadronisation process is simulated using phenomenological models, as is the simulation of

the hadron decay into the final state particles observed by the detector.

The underlying event (UE) (represented in purple) constitutes the secondary soft inter-

actions of spectator partons from the colliding protons. Since these secondary interactions

are low energy scale processes, with large cross-section values, they are simulated with

multiple interaction models. The multiple parton interactions (MPI) are determined us-

ing phenomenological models with parameters tuned using experimental data. Similarly to

the UE, pile-up events are also modelled using phenomenological models and tuned using

observed data.

The different physics processes are then simulated by either a full simulation chain (multi-

purpose generators) or by an interface between ME generators with additional parton shower

simulation. The generator’s output includes information on the final state of stable parti-

cles, after the decay and hadronisation. The samples at the particle level are then passed

through the full ATLAS detector simulation [210], based on Geant4 [211], which models the

interaction of the particles with the detector and subsequent reconstruction, yielding output

samples at the reconstruction level, just like observed data. During the detector simulation,

the energy deposits originated from the interaction are converted into electronic signals ac-

cording to the ATLAS geometry, materials and readout system. For faster computation
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there is also a less exhaustive simulation, AtlasFast-II [212], which applies a parameterised

description of the particle showers in the calorimeters.

The MC samples, including the ATLAS simulation, will allow to estimate the experimen-

tal sensitivity for this luminosity and the associated systematic uncertainties. Simulations

of the relevant physics processes, with accurate description of the hard interactions, the un-

derlying physics and detector performance are thus chosen according to the signal topology.

In order to reproduce the best theoretical cross-section estimates (NLO or NNLO), small

corrections are then applied to re-scale object identification efficiencies, energy scales, and

the pile-up based on control regions from data.

In this analysis, the masses of the top quark and the Higgs boson are set to 172.5GeV

and 125GeV respectively, in all MC samples. Photos 2.15 [213] is used to simulate photon

radiation and Tauola 1.20 [214] to simulate the τ decays. The pile-up interactions are

simulated as minimum bias events and superimposed on the simulated MC events, matching

the luminosity profile of recorded data. The Pythia 8.1 generator [215] is used to simulate the

pile-up events with the MSTW2008 LO PDF set and the AUET2 [216] tune. Contributions

from interactions within the same bunch crossing and between neighbouring bunch crossings

are considered. All MC samples are processed through the same reconstruction software as

data, and corrections are applied to match the object identification efficiencies, energy scales

and energy resolutions determined in data control samples.

5.2.1 tt̄H Signal Simulation

In order to access the acceptance and efficiency of event selection, as well as the overall

performance of the analysis, a detailed prediction of the tt̄H signal is necessary. Further-

more, the compatibility test of a possible data excess is only feasible if using accurate MC

simulations.

The tt̄H process is modelled with NLO matrix elements from HELAC-Oneloop [217]

and interfaced with Powheg-Box for parton shower simulation [218, 219, 220]. These

MC samples are commonly referred to as PowHel samples. The PDF set used in this

production is the CT10nlo and the factorisation (µF ) and renormalisation (µR) scales are

set to µF = µR = mt + mH/2. Showering was performed with Pythia 8.1 using the

CTEQ6L1 PDF set [221] and the AU2 UE tune [222].

In the generation of the tt̄H samples, all Higgs boson decays are included. The signal

sample was normalised using the NLO cross-section [129, 130, 133] and the Higgs decay
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branching ratios [223, 224, 225, 226] from reference [227]. In this analysis, all combinations

of top quark-antiquark pair decays are considered as signal: all hadronic (tt̄H → allHad+H),

semi-leptonic (tt̄H → ljets + H) and dileptonic(tt̄H → ll +H). The signal MC samples are

summarised in Table5.1.

Process Generator σ (fb) ATLAS Simulation
tt̄H → allHad + H PowHel+Pythia8 59.09 Full Simulation
tt̄H → ljets + H PowHel+Pythia8 56.63 Full Simulation
tt̄H → ll +H PowHel+Pythia8 13.58 Full Simulation

Table 5.1: Monte Carlo samples used for signal description.

5.2.2 Background Simulation

Table 5.2 summarises the sample information for all MC backgrounds used in this analysis.

The multijet background is not included, since it was estimated purely using data-driven

techniques.

Process Generator ATLAS Simulation
tt̄+ jets Powheg+Pythia6.425 AtlasFast
Z + jets Alpgen+Pythia6.425 Full Simulation
W + jets Alpgen+Pythia6.425 Full Simulation
WW , WZ, ZZ Alpgen+Herwig+Jimmy Full Simulation
Single t Powheg+Pythia6.425 Full Simulation
Single tZ Madgraph5+Pythia8 Full Simulation
tt̄Z + jets Madgraph5+Pythia6.425 Full Simulation
tt̄W + jets Madgraph5+Pythia6.425 Full Simulation
tt̄WW Madgraph5+Pythia8 AtlasFast

Table 5.2: Monte Carlo samples used for background description. The multijet background
is not included, since it was purely estimated using data-driven techniques.

5.2.2.1 tt̄ + jets background

The dileptonic tt̄ + jets process is generated using the Powheg-Box 3.0 NLO generator

with the CT10 PDF set [74]. It is interfaced to Pythia 6.425 [201] with the CTEQ6L1

PDF set [221] and the Perugia2011C underlying-event tune [228]. The top++2.0 [70] the-

oretical calculation (σtt̄+jets = 26.55 pb) is used to normalise the sample to the next-to-
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next-to-leading order (NNLO) in QCD, including resummation of next-to-next-to-leading

logarithmic (NNLL) soft gluon terms [65, 66, 67, 68, 69].

Due to its final state topology, the tt̄ + jets production is the expected dominant back-

ground contribution in this analysis. Furthermore, the cross-section of tt̄ processes is several

orders of magnitude larger than the predicted SM tt̄H associated production cross-section.

Accurate description of the different tt̄ topologies, especially the emission of additional jets

and the heavy-flavour component, is therefore of major importance. Particular attention to

both the normalisation and modelling of final state objects’ properties is considered in this

study. Here, the tt̄ + jets samples are generated inclusively, but events are categorised in

orthogonal sets depending on the flavour of the additional jets: tt̄ + light jets, tt̄ + cc̄ jets

and tt̄+bb̄ jets. The classification is based on an algorithm matching hadrons to particle jets

built from stable particles. The partons, which do not originate from the decay of the tt̄ pair,

are matched to particle jets, using a ∆R < 0.4 requirement. Particle jets are reconstructed

by clustering stable particles, excluding muons and neutrinos, using the anti-kt algorithm

with a radius parameter R = 0.4. The matching algorithm considers all b and c hadrons

with pT > 5GeV which do not originate from the tt̄ decay. Particle jets with pT > 15GeV

and |η| < 2.5 are matched to the set of heavy flavour hadrons, and the particle jet is labeled

as a b or c-jet, as long as the ∆R < 0.4 requirement is satisfied. The 15GeV pT threshold

for particle jets is chosen to allow for resolution effects in the reconstructed jets. Events are

labeled tt̄+ bb̄ jets, if they contain at least one b-jet not originating from the top pair decay.

tt̄+ cc̄ jets events are those failing the previous criteria and containing at least one c-jet not

from a W decay. In this thesis, the set of tt̄ + cc̄ jets and tt̄ + bb̄ jets events is referred as

heavy flavor (HF) events (tt̄+HF). tt̄+light jets events are the remainder events which fail

all above requirements, including those without additional jets.

The large number of tt̄ events produced at the LHC has allowed for detailed studies

of the top quark pair production. Differential cross-section measurements are available at
√
s = 7 TeV for several kinematic variables. In the phase space of this analysis, both at

7 TeV and 8 TeV, the MC prediction of most generators over-predicts the energy spectrum

of data, leading to visible differences, not accounted by the statistical and systematic uncer-

tainties of the measurements. Several studies were developed to correct for this effect. The

analysis described in this thesis differs from that of Ref.[1] in the way the modelling of the

tt̄ background processes are derived. This is described in detail in Chapter 6.2.2.
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5.2.2.2 Z + jets background

The background contribution from the Z + jets production is generated using the Alpgen

2.14 [229] leading order generator with the CTEQ6L1 PDFs [221]. Pythia 6.425 is used

to model both the parton showers and the fragmentation scheme. The Z + jets background

is generated with up to five additional partons, separated according to the flavour of the

partons: Z + light jets, Z + cc̄ jets and Z + bb̄ jets. The Z + jets samples are normalised to

the inclusive NNLO theoretical cross-section [230]. In the case of the Z+light jets samples,

the overlap between Z + QQ̄ events (where Q = b, c) generated from the matrix element

calculation and those from parton-shower evolution is removed by an algorithm based on the

angular separation between the extra heavy quarks: if ∆R(Q, Q̄) > 0.4, the matrix element

prediction is used, otherwise the parton shower prediction is used.

In previous Z + jets studies [231], the comparison of data and Alpgen simulation has

shown harder jet and lepton transverse momentum predictions in MC than in real collision

data. Unfortunately, these differences can not be accounted for with the statistical and

systematic uncertainties alone, and lead to visible disagreement between data and MC in

the higher energy/momentum regions of most physics objects, be it a simple lepton or a

more complex Z boson. Making use of orthogonal control regions, a data driven method

is implemented. The MC is reweighed to not only correct for this transverse momentum

effect, but also to give a more precise estimate of the Z + jets normalisation. This method

is discussed in Section 6.2.1.

5.2.2.3 W + jets background

The W+jets background is generated using the CTEQ6L1 PDF set in Alpgen 2.14, just as

the Z + jets production. Similarly, Pythia 6.425 is used to model the parton showers and

the fragmentation. TheW+jets samples are also generated with up to five extra partons, and

separately according to the additional parton flavour (W +light jets, W +cc̄ jets, W +bb̄ jets

andW+c jet). The inclusive NNLO theoretical cross-section is used to normalise theW+jets

samples, and the same angular separation algorithm (∆R(Q, Q̄) > 0.4)employed for Z+jets

is implemented to remove the overlap of ME generated events and those from PS evolution.

5.2.2.4 Diboson background

The diboson production (WW , WZ, ZZ) in association with up to three jets is generated

using Alpgen 2.14. Herwig 6.520 is used to model the parton showers and the fragmenta-
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tion of these samples [232]. The diboson samples are also interfaced with Jimmy 4.31 [233]

to simulate the underlying event. The NLO theoretical cross-sections are used to normalise

the MC samples to the highest order calculations available [234].

5.2.2.5 Single t background

The single top quark production is simulated independently considering the s-channel, t-

channel and Wt production mechanisms. The samples are generated with Powheg-Box

3.0 using the CT10 PDF set and interfaced to Pythia 6.425 with the CTEQ6L1 set of

PDFs and Perugia2011C underlying-event tune. In order to remove the overlap of Wt

production with the tt̄ final state starting at NLO, the diagram removal scheme [235] is

used. The single top quark samples are normalised to the approximate NNLO theoretical

cross sections [77, 78, 81] using the MSTW2008 NNLO PDF set [72, 73].

The single top production in association with a Z boson is also considered for complete-

ness. Simulated with Madgraph5 [236] and interfaced with Pythia8.1 [215] for showering,

this small background was normalised to its LO theoretical prediction.

5.2.2.6 tt̄V background

Contributions from the associated production of a vector boson V (where V = Z, W )

and a tt̄ pair are generated using Madgraph5 and the CTEQ6L1 PDF set. The parton

shower is simulated using Pythia 6.425 with the AUET2B tune [237]. The tt̄V samples

are normalised to the NLO cross-section predictions [238, 239]. Additionally, the production

of tt̄WW is also included. It is generated with Madgraph5 interfaced with Pythia8.1 for

showering.

5.3 Trigger Requirements

In this analysis, only pp collisions under stable beam conditions and for which all detec-

tor subsystems were operational are considered. Events are accepted using unsuppressed

single-electron or single-muon triggers, with the lowest transverse momentum thresholds

possible at the EF trigger stage. In order to maximise the overall efficiency, the different

pT threshold triggers are combined in a logical OR. For the single electron trigger either

EF_e24vhi_medium1 or EF_e60_medium1 were used, with pT thresholds of 24 and 60GeV
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respectively [240].1 As for the single muon trigger pT thresholds of 24 or 36GeV were

used on tightly isolated muons, corresponding to EF_mu24i_tight or EF_mu36_tight re-

spectively [241]. Figure 5.3 shows the single lepton efficiencies measured for the logical

OR.

The triggers with the lower pT threshold include isolation requirements on the lepton

candidate. Although this result in inefficiency at high pT, the efficiency is recovered by the

triggers with the higher pT threshold, where this condition is relaxed. For instance, regarding

the electron candidates, the low pT trigger only selects events with an electron passing the

medium identification requirement and loose tracking isolation, whereas the trigger above

60GeV dropped the isolation requirement and slightly loosened the identification. Figure 5.3

(a) shows the clear improvement in the electron trigger efficiency for higher transverse energy.

Regarding the muon trigger, good inner detector track and matching hits in the muon

spectrometer are required. Loose tracking isolation is required for the low pT trigger, while

for the 36GeV trigger it is dropped. Furthermore, offline isolation requirements are tighter

than the trigger included, which prevents the analysis from being affected by the isolation

requirement applied at the trigger level. As can be seen in Figures 5.3 (b) and (c) the single

muon triggers show an efficiency plateau (pT > 25GeV) of approximately 70% in the barrel

region (η < 1.05) and of approximately 86% in the endcap region (η > 1.05).

As discussed in Chapter 3.3.6, with the elevated number of proton collisions per bunch

crossing, several interaction vertices can be reconstructed in a single the event. Each vertex

can be determined by combining the reconstructed trajectories, or tracks, of the charged

particles in the ID with a vertex fitting algorithm [242]. Since the profiles of the two

proton beams overlap around the interaction point, the primary vertex algorithm can further

constrain the selected tracks to lie within the estimated position of the beam spot. Trigger-

selected events were thus required to have at least one well-defined primary vertex, with at

least five associated tracks (with pT > 500MeV) consistent with the beam collision region

in the x − y plane. In-time pile-up can then be assessed by the number of reconstructed

primary vertices per event. The main vertex of the event, corresponding to the hardest

pp collision, is assumed to be the one with highest squared sum of pT of tracks, while the

remaining vertices are considered pile-up interactions. Displaced vertices, i.e. those which

are not contained within the beam collision region, are classified as secondary vertices.
1The nomenclature used on trigger labels was previously explained in 3.3.5. Here, e24vhi means a

95% efficiency of EF triggering an event with an isolated electron with a pT > 24GeV.
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Figure 5.3: Trigger efficiencies at L1, L2 and EF for (a) the single electron triggers
(EF_e24vhi_medium1 OR EF_e60_medium1), (b) the barrel and (c) the endcap single muon
triggers (EF_mu24i_tight or EF_mu36_tight) in the 2012 dataset [240, 241].
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5.4 Object Reconstruction

In this search, the relevant physics objects to consider are electrons, muons, jets, b-jets and

the magnitude and direction of the missing transverse momentum. The reconstruction and

identification of such objects was performed as follows.

5.4.1 Leptons

The only relevant charged leptons for this analysis are the electrons and muons, since tau-

leptons are not explicitly used. Whether a τ decays leptonically or hadronically and even if no

τ reconstruction is applied, the decay products still contribute to the object reconstruction:

either as isolated electrons or muons, or as low multiplicity jets.

5.4.1.1 Electrons

The identification and reconstruction of electrons is performed the ID and the electromag-

netic calorimeter As a charged particle, the electron will cross the ID trackers emitting

transition radiation. Since the lighter electrons have a larger characteristic Lorentz factor

than charged hadrons, a higher emission of photons occurs. This in turn leads to more

ionization charge being produced in the TRT (higher TRT hits above a certain threshold),

which can be used as a discrimination variable for electron identification. The electron leav-

ing the ID will then enter the electromagnetic calorimeter, where it will deposit most of its

energy. The high granularity of this calorimeter, both in η and in ϕ, enables the precise

determination of the electron’s impact point, which can be associated to a ID track.

Electron candidates are therefore selected by searching for narrow and well defined en-

ergy deposits, or clusters, in the electromagnetic calorimeter, which are matched to a re-

constructed track in the inner detector [243]. A cluster is defined as a group of cells within

a fixed-size window around a local maxima of transverse energy (cluster seed). Only en-

ergy deposits with a total transverse energy above a threshold of 2.5GeV are considered for

cluster reconstruction. For electron cluster identification, a sliding-window algorithm [244],

that searches for local maxima of energy within a window of dimensions 3 × 5 in units of

0.025× 0.025 in ∆η ×∆ϕ space, is used.

The matching of tracks and clusters is performed by extrapolating the track from the

ID to the middle layer of the ECal and matched to the cluster seed. For the matching to

occur, the |∆η| between the cluster and the track must be inferior to 0.05 and the condition
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0.05 < q ·∆ϕ < 0.10 must be satisfied. Note that this ∆ϕ condition is sign (q) dependent

and thus takes into account the bending direction of the electrons in the inner magnetic

field. Matched clusters are then reconstructed with slightly larger window: 3 × 7 in the

barrel or 5× 5 in the end-caps. If no matched track is found, the cluster is classified as an

unconverted photon candidate, which are not relevant for this analysis.

The electron four-momentum is then computed with the final cluster energy and the (η,

ϕ) spatial coordinate information from the associated track at the interaction vertex. The

final cluster energy is obtained by correcting for the energy losses in the material in front

of the calorimeter, and for energy leakage due to the fixed cluster size. Such corrections

are obtained from dedicated studies using MC simulation, test beam data and Z → e+e−

events [245].

The electron reconstruction algorithm can identify the isolated leptons as desired. How-

ever, not all resulting output objects are prompt electrons (signal electrons). Contributions

from mis-identified hadrons, non-isolated electrons from semileptonic decays of heavy-flavour

particles, or electrons from photon conversion can also be included (background electrons).

Therefore, electrons must be identified with increasing degrees of purity, in order to sup-

press mis-identification while maintaining the high efficiency of signal electron detection.

Several methods of background electron rejection are available. For instance, by requiring

tracks to have hits within the B-layer, electrons from photon conversions can be rejected.

Further track quality criteria can be useful to reduce mis-matching of tracks with photons,

or electrically neutral charged mesons, such as π0 or ρ. Hadronic jets can be discarded by

requiring different cluster shapes and leakage conditions, since electrons produce narrower

showers than hadrons and the hadronic leakage is smaller.

For the present search, a multivariate analysis (MVA) technique was used to improve the

electron selection. A discriminant variable, dL, combining the likelihoods of a given object

to be identified as signal or background, Ls and Lb respectfully, was defined as:

dL =
Ls

Ls + Lb
. (5.1)

Here, the likelihood Ls (Lb) is obtained from the signal (background) probability density

function Ps,i(xi) (Pb,i(xi)):

Ls(
−→x ) =

n∏
i=1

Ps,i(xi) , (5.2)
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where −→x is a vector of variable values describing different properties of the electron candi-

date. These probability density functions are obtained from data, using a set of discrimi-

nating distributions: variables describing the properties of the tracks in the inner detector,

the longitudinal and transverse shapes of the electromagnetic showers in the calorimeters,

and the matching between tracks and energy clusters [246]. Finally, there are three electron

likelihood (LH) selections available, with similar electron efficiency as the equivalent cut-

based selection, but with increasing background rejection: loose, medium and tight. Each

LH selection is performed by cutting on a LH discriminant obtained from a different set of

variables. In this analysis, the tight LH selection was used, which provided a very low rate

of misidentified leptons. The longitudinal impact parameter z0 of the electron track with

respect to the primary vertex is also required to be inferior to 2mm.

An additional isolation requirement is applied to further reduce the selection of non-

prompt electrons, Based only on tracker information, this requirement suppresses the selec-

tion of electrons originated from hadron decays produced in jets. The isolation is guaranteed

by demanding that within ∆R = 0.3 of the electron track, the sum of the transverse mo-

mentum of the tracks with pT > 0.4GeV is not larger than 12% of the electron transverse

momentum: pcone30T /pT ≤ 0.12. Only good quality tracks (in terms of number of silicon hits)

originating from the primary vertex associated to the electron track are considered in the

sum inside the cone. After this LH optimised selection, the electron efficiency is improved

by roughly 7% per electron.

As final requirements, the electrons must be contained within the barrel or end-cap

calorimeters (|ηcluster| < 2.47) and outside the transition region between them (1.37 <

|ηcluster| < 1.52).

Reconstruction, Identification and Isolation Efficiencies

The efficiency of the reconstruction, identification and isolation selection is measured using

the tag-and-probe method in unbiased samples of electrons, such as Z → e+e− and J/Ψ →
e+e− events [246]. This method selects a clean sample of electrons from Z and J/Ψ decays,

using strict selection criteria and full identification on one of the leptons from the decay,

denoted tag. Taking into account the kinematic properties of the event, specifically the

di-electron invariant mass near the Z or J/Ψ pole mass, there is reasonable confidence that

the second object is an electron. The second electron candidate (called probe) is used for
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Figure 5.4: Measured combined reconstruction and identification efficiency as a function of
ET for the three LH selections available, compared to MC expectation for electrons from Z →
e+e− decay [246]. The lower distribution shows the data-to-MC efficiency ratios. The data
efficiency is derived from the measured data-to-MC efficiency ratios and the MC prediction
for electrons from Z → ee decays. The uncertainties are statistical (inner error bars) and
statistical+systematic (outer error bars).

the efficiency measurement. The electron selection is then applied to the unidentified and

unbiased probes, allowing the efficiency measurement:

ϵtotal = ϵreco × ϵID × ϵtrigger × ϵadditional . (5.3)

Here ϵreco is the reconstruction efficiency of clusters in the ECal, which is measured with

the high-statistics electrons in the probe sample originated from Z boson decays. The

identification efficiency, ϵID, is determined with respect to reconstructed electrons and is

measured in high-purity events: Z → e+e− events with ET > 10GeV and J/Ψ → e+e−

events with 7GeV < ET < 20GeV. The trigger efficiency, ϵtrigger, is measured in Z boson

decay events with respect to the medium++ electron identification (equivalent working point

to the one used at trigger level, medium1). Finally, the ϵadditional is related to additional

selection criteria as the lepton isolation.

Unfortunately, contamination from fake electrons make the tag-and-probe method rather

difficult. Background template shapes or combined functional fits of background and signal

are used to model data and estimate the fake lepton contamination. This allows the removal

of fake electron contamination. The final efficiencies are calculated with the independently
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estimated number of electrons at probe level and those passing the tested criteria. Figure 5.4

shows the combined reconstruction and identification efficiency as a function of ET for the

three LH selections available.

The electron efficiencies have slightly different behaviour for simulation (ϵMC) and data

(ϵdata), which needs to be accounted for reliable physics results. Calibration scale factors

are thus derived from data and applied on the MC samples to obtain data-like efficiencies:

SF =
ϵdata
ϵMC

. (5.4)

These scale factors are usually close to unity, as can be seen in the lower distributions

of Figure 5.4. The deviations mostly occur when mis-modelling of either track properties

or shower shapes are present. The electron efficiencies are dependent on the transverse

energy and pseudorapidity, which is reflected on the SF corrections as well. The combined

uncertainties on the reconstruction, identification and isolation requirement SF are ≈ 2%.

An additional uncertainty of 2% is added in quadrature to the systematic uncertainties, due

to the extrapolation of electron isolation efficiencies from the Z boson environment to the t

quark related one [247].

Electron Energy Scale and Resolution

The absolute energy scale of electrons was also measured using Z → e+e− and J/Ψ →
e+e− events and has a total uncertainty at the sub-percent level [245]. By fitting the di-

electron invariant mass distribution of both resonances, correction factors were calculated as

a function of the electron pseudorapidity. In the central η region, the total uncertainty on

the electron calibration is less than 1%, increasing up to a few percent in the most forward

regions of the calorimeter. These are dominated by uncertainties from the detector material

and the presampler energy scale, but also include the event selection, pile-up, and hardware

modelling .

For the electron energy resolution, the main probe is obtained via the Z resonance

width in both data and simulation. In the calorimeter the electron energy resolution can be

parametrised as,
σE
E

=
a√
E

⊕ b

E
⊕ c , (5.5)

with a, b and c dependent on pseudorapidity. The first term, a, is the sampling term which is

well described in simulation within 10%. This term dominates the energy resolution for low

energy electrons and is computed from the di-electron invariant mass in the J/Ψ resonance.
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The second term, b, is the noise term. Finally, c is the resolution constant term, typically

1% larger in data than in simulation, with the exception of the regions 1.37 < |η| < 1.82

where 3% is observed. Since the resolution in data is slightly worse than that obtained in the

simulation, appropriate corrections are derived and applied to the simulation reconstructed

electrons to match the energy smearing in data.

5.4.1.2 Muons

The identification and reconstruction of muons relies on combining information from several

ATLAS sub-detectors, such as the inner detector and the muon spectrometer. As minimum

ionizing particles, muons will usually traverse the ID and the calorimeters without significant

energy loss. There are several muon reconstruction methods available at ATLAS.

In this analysis, a muon is defined by the MuId algorithm [248] for combined muons

which uses the independent reconstruction of tracks in the ID and in the MS. Both the muon

transverse momentum and charge sign can be measured by matching the track segments in

the MS layers with the reconstructed tracks found in the ID, covering the total |η| < 2.7

region. Taking into account the muon energy loss in the calorimeter, a combined track can

be formed after re-fitting the hits of both tracks. This algorithm provides the highest muon

purity by requiring good quality combined fits of ID hits and MS segments.

In order to reduce the mis-identification rate, further selection criteria are applied to the

muon candidates. For instance, the final muon candidates are required to be within |η| < 2.5,

where the ID coverage is available. The muon tracks are required to pass a minimal number

of hits in the Pixel, SCT and TRT sub-detectors, as well as a hit in the innermost pixel

layer when the track crosses an active module. Muons must also originate from the primary

vertex, with a longitudinal impact parameter relative to the primary vertex, z0, smaller than

2mm.

Similarly to the electrons, muons are also required to be isolated from additional track-

ing or calorimeter energy. The overlap cone ∆R(µ,j) between a muon and any jet with

pT > 25GeV and |JV F | > 0.5 must be larger than 0.4 to guarantee muon isolation.1 Ad-

ditionally, an isolation requirement is applied to distinguish prompt muons arising from the

hard interaction and those originating from decay chains of b/c-hadrons or kaons. The mini-

isolation variable, Iµmini, is defined as the sum of the transverse momentum of all the tracks

verifying ∆R(µ,track) < 10GeV/pµT, with pµT the transverse momentum of the muon. The

1JVF is the jet vertex fraction and will be defined in the following section.
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Figure 5.5: Data and MC comparison of muon efficiencies: (a) reconstruction efficiency for
combined muons as function of η [249]; (b) isolation efficiency as a function of pT [247].

mini-isolation requirement selects events with Iµmini smaller than 5% of the muon pµT. As the

muon transverse momentum increases, the mini-isolation cut is relaxed and the size of the

considered cone is smaller. This leads to an isolation cut less susceptible to pile-up effects

and more efficient for boosted configurations, when a real muon is in the vicinity of a jet.

Muon Reconstruction, Identification and Isolation Efficiencies

Just as for the electrons, the reconstruction, identification and isolation efficiencies have

been measured with the tag-and-probe method. High-statistics and high-purity Z → µ+µ−

and J/Ψ → µ+µ− events are used to determine the efficiencies in data.

The muon reconstruction efficiency for the complete
√
s = 8 TeV dataset can be seen in

Figure 5.5 (a). Slight discrepancies are observed between data and MC, which are accounted

for by calculating correction scale factors to improve the MC predictions. These data/MC

scale factors are also included in the figure and have uncertainties on the percent level. The

largest data-to-MC discrepancy is in the 1.5 < η < 2 region, where two faulty pixel B-layer

modules caused a lower reconstruction efficiency than that predicted by the simulation.

The efficiency of the isolation requirement is measured by determining if the unbiased

probe muon also passes the isolation requirement. Figure 5.5 (b) shows the measured effi-

ciencies in data and simulation. Here, the MC samples include Z → µ+µ− and Z → τ+τ−

events, as well as bb̄ and cc̄ processes, where at least one of the heavy quarks is forced to

decay into a muon. Background samples (∼ 0.1%) are added to the simulation, and not
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subtracted from data as was done for electrons. Even so, the net effect on the scale factors

should be similar. The level of agreement between data and simulation is within 0.5%, and

stable throughout several kinematic quantities.

Muon Momentum Scale and Resolution

The muon momentum scale and resolution are also determined from pure muon samples,

such as those originated in Z → µ+µ− and J/Ψ → µ+µ− events. Due to the large number

of events collected, both measurements can be obtained by performing a fit to the di-muon

invariant mass distributions of the Z and J/Ψ resonances [248].

Correction factors for the muon momentum scales are evaluated separately for the ID and

MS regions, allowing a direct understanding of the sources of discrepancies between data

and MC simulation. These corrections are then propagated to the combined momentum

reconstruction using a weighted average. The weight is derived individually for each muon

from the combined transverse momentum, which is assumed as a linear combination of the

pIDT and pMS
T . For combined muons in the range 5 ≥ pT ≥ 100GeV, the momentum scale is

extremely well measured, with an uncertainty not larger than 0.2%. The correction factors

and their relative uncertainties are used to accurately describe the data observations by

scaling the muon pT.

Additionally, the smearing of the momentum of muons in the MC is performed, to match

the momentum resolution seen in data. The di-muon mass resolution is 2− 3%, presenting

slightly lower values for low-pT central muons and slightly higher values at larger pseudora-

pidity or high transverse momentum. This smearing correction factor reflects the differences

in the momentum resolution measurement between the two separate parametrisations used

for the ID and MS. The resolution observed in data is reproduced by the corrected simulation

within relative uncertainties of 3% to 10% depending on η and pT.

5.4.2 Jets

Quarks and gluons originated from the hard interactions can not be found isolated due to

the color confinement. As a result of fragmentation and hadronisation of the hard partons,

collimated sprays of energetic hadrons, called jets, will traverse the experimental apparatus.

In order to reconstruct a physics object with the same characteristics of the initial hard

parton, a jet is defined as the ensemble of particles produced in the hadronisation.
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Several jet reconstruction algorithms are available based on different types of detector-

level input: from track only information to combined track and calorimeter records. Jets

reconstructed from charged particle tracks in the ID, with origin in the primary vertex, are

called track jets, which are insensitive to pile-up effects. Calorimeter-tower jets are built

from the energy deposits in the hadronic and electromagnetic calorimeter cells. These jets

present a resolution that reflects the static granularity of the calorimeter cells and towers. In

ATLAS analyses, the most commonly used reconstruction algorithm (anti-kt) uses topologi-

cal clustering, whose output objects are called topo-cluster jets [196, 244]. Topo-cluster jets

are also built from energy deposits in the calorimeter, but are reconstructed to form three-

dimensional topological clusters following the shower development of a particle interacting

with the calorimeter. Non-collision backgrounds can, however, affect the quality and purity

of calorimeter signals, as described in the Chapter 4. Fortunately, such contaminations are

already considered in the topo-cluster jet reconstruction by using the cell noise as threshold

for identification of significant energy depositions in the cells. Remnant contaminations can

then be removed through further jet quality criteria. In MC simulations particle (or truth)

jets can also be reconstructed from truth stable particles.

In this study, the jets are reconstructed from calibrated topo-clusters built in the calorime-

ters. As was briefly described in Section 4.2, cells with significant signal-to-noise ratio

(s ≥ 4 σ) in randomly triggered events are considered as seed cells. Here, the noise, σ, is

estimated from the standard deviation of the cell energy gaussian-like shape, including the

electronic noise of the current gain and the pile-up noise contribution. If the signal-to-noise

ratio of neighbouring cells verify s ≥ 2 σ then they are iteratively added to the developing

cluster. Perimeter cells, with no noise threshold, are also added to the topological cluster to

guarantee a complete shower reconstruction.

The topo-clusters calibration is performed using the local cluster weighting (LCW)

method. The LCW classifies topo-clusters as electromagnetic or hadronic, according to

the longitudinal shower depth and measured energy density. Energy corrections are then

derived according to this classification using single charged and neutral pion MC simula-

tions. This method improves the cluster resolution and reduces fluctuations due to the

non-compensating nature of the ATLAS calorimeters [247, 250].

Jets can then be reconstructed from the calibrated topological clusters using a sequential

recombination algorithm, the anti-kt [251, 252]. This algorithm is a powerful jet-finding

algorithm used to decide which inputs are aggregated into each individual jet. Considering
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two particles, i and j, the grouping of these into a jet using the anti-kt algorithm depends

on the distance dij between the constituents:

dij =
∆R2

ij

R2
min

( 1

k2T i

,
1

k2T j

)
, (5.6)

where kT are the transverse momenta and ∆R2
ij = (ηi − ηj)

2 + (ϕi − ϕj)
2 is the square

of the angular distance between particles i and j. R is a constant parameter of the jet

algorithm, specifically optimised for the experiment and analysis, since it somewhat controls

the expected size of the jets. In order to distinguish constituents coming from the hard-

scatter interaction, the distance between a constituent and the beam, diB, is also defined:

diB =
1

k2T i

(5.7)

The sequential jet clustering algorithm identifies the smallest of the distances, thus grouping

the most energetic particles first. If the minimum found is dij , then i and j are merged into

a single particle, summing their four-momenta. Otherwise, if the minimum is a distance to

the beam, diB, particle i is declared as a final jet and removed from the particle list. The

procedure is then repeated with the remaining particles (including the recombined ones),

until none are left.

Since the anti-kt algorithm starts by combining the higher pT constituents, as the al-

gorithm progresses the lower pT emissions with wider-angles are combined with the core

jet, resulting is a circular jet in the (η, ϕ) plane. When two hard particles are separated

by ∆Rij < 2R, i.e. when overlap of jets occur, the shape of the reconstructed jets loosely

deviate from circular.

For the purpose of jet definition in this analysis the anti-kt algorithm with R = 0.4

was used. The jet four momentum is thus defined as the four momentum sum of all its

constituents.

5.4.2.1 Jet Calibration

Each reconstructed jet energy must be calibrated in order to correspond to the energy of the

truth particle jet. As already mentioned, the topo-clusters are calibrated [253, 254] prior

to the jet finding with the anti-kt algorithm. These topo-cluster corrections account for the

effects of dead material, non-compensation and out-of-cluster leakage.
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After reconstruction, the jets are calibrated to the mean energy of stable particles in-

side the jets, using energy and pseudorapidity dependent calibrations factors derived from

simulations [255]. The calibration scheme for LCW jets consists of four sequential steps:

Pile-up Correction The presence of simultaneous extra collisions can modify
the measured jet energy. Derived from MC simulations,
this correction accounts for the energy offset introduced
by pile-up interactions. A jet-by-jet estimation and sub-
sequent removal of the energy added by pile-up events is
performed, depending on the number of primary vertices
and on < µ > as a measure of in-time and out-of-time
pile-up respectively [256].

Origin Correction Taking into consideration the location of the collision
primary vertex, a correction is applied to the calorimeter
jet direction, forcing it to point to the primary event
vertex and not to the centre of the ATLAS detector.
This correction improves the angular resolution, whilst
the energy of the jet remains unchanged, resulting in a
small improvement in the jet pT response.

Energy Calibration Restores the reconstructed jet energy and η to the MC
particle-level values of truth jets. It accounts for detec-
tor effects, such as the mis-measurement of the deposited
energy, lost energy in inactive regions of the detector
or unclustered energy deposits. Derived from MC, the
isolated calorimeter jets are matched to isolated particle-
level jets within ∆R = 0.3.

In-situ Calibration Residual correction applied to jets reconstructed in data.
Data-to-MC differences are evaluated using in-situ tech-
niques based on the transverse momentum balance be-
tween a jet and well-measured photons, Z bosons or jets.

In the tt̄H process, jets are mostly originated from the decay of massive resonances. In

order to reduce contamination from backgrounds with softer radiation, in this search, jets

are required to be central (|η| < 2.5) and have high momentum (pT > 25GeV).

During the jet reconstruction process, no discrimination is made on the source of the

energy deposits. In order to distinguish between identified electrons and jet energy deposits,

an isolation requirement is applied. If any jets are within ∆R < 0.2 of a reconstructed

electron, the single closest jet is discarded, thus avoiding double counting of electrons as
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jets. An additional isolation cut is then applied, which removes electrons within ∆R < 0.4

from a reconstructed jet. This further suppresses background from non-isolated electrons.

5.4.2.2 Jet Energy Scale

The jet energy scale (JES) is determined from data events using a combination of in-situ

techniques, where the pT of a jet is compared to a well-measured reference photon or a Z

boson [255]:

R(pjetT , η) =
(pjetT /prefT )data

(pjetT /prefT )mc

(5.8)

The JES uncertainty was evaluated in
√
s = 8 TeV data and includes multiple sources of

systematic uncertainties:

Statistics, De-
tector, Mod-
elling and
Mixed

Using in-situ techniques, uncertainties originated from nu-
merous sources (statistics/method, detector, physics mod-
elling and mixed detector and modelling) can be assessed
for central η jets, while preserving the correlation among
them across different pT and η bins. The most relevant
sources of uncertainty are identified and diagonalised into
eigenvectors so that they can be combined in an uncorre-
lated way [255].

Pile-up To correct for residual mis-modelling of simultaneous inter-
actions in the MC, uncertainties are assigned to the pile-up
correction of the jet calibration, which rapidly decrease for
higher pT.

η-intercalibration These uncertainties account for the calibration of jets in
the forward η region relative to jets in the central region.
Determined separately in a model component and a statis-
tical one in di-jet events, the pT of a well calibrated central
jet and a jet in forward η is balanced and the detector re-
sponse is made uniform throughout all η regions. These are
the dominant source of JES in the most forward regions
(|η| > 3).
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5.4 Object Reconstruction

High pT In-situ techniques for very high pT jets (pT > 2 TeV) have
limited statistics, thus the detector response is extrapo-
lated from both MC studies and single-hadron test-beam
results [257]. In order to perform this extrapolation, jets
are considered as a superposition of single particles’ en-
ergy deposits. The calorimeter response in the combined
test-beam are then extrapolated to high pT jets and the
systematic uncertainties are evaluated.

Flavour Re-
sponse

These uncertainties take into consideration that in-situ
techniques are mainly sensitive to jets arising from quark
sources rather than gluon ones. Due to differences in the
fragmentation and showering properties of the jet origin,
the calorimeter response also varies according to the jet
source. MC estimates of the response difference between
quark and gluon sources are evaluated and the baseline un-
certainty increased [258].

b quark Response Jets arising from b quarks have a specific detector response
that needs to be considered. Using an inclusive jet sample
and a sample enriched in jets arising from b quarks, the jet
calibration is compared to an estimate of jet pT obtained
with track jets, therefore determining the uncertainty to
which the jet energy scale can vary [259].

5.4.2.3 Jet Energy Resolution

The jet energy resolution was measured using the bisector in-situ technique [260] in
√
s =

8 TeV dijet events. The sum of the transverse momenta of the two leading jets
−→
P T,1 and

−→
P T,2 defines the transverse balance vector,

−→
P T. By projecting

−→
P T on two orthogonal

directions (Ψ, η) in the transverse plane (where η was chosen in the direction that bisects

∆ϕ12 the azimuthal angle between
−→
P T,1 and

−→
P T,2), the balance of the dijet event can be

evaluated.

A perfectly balanced dijet event would yield
−→
P T = 0, however, several sources can

originate significant fluctuations around this value and thus give rise to non-zero variance of

both η and Ψ components. The jet energy resolution is then determined by comparing data

and MC simulation and taking advantage of the different sensitivities of each projection to

the underlying physics of the dijet system. The MC prediction for the energy resolution
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(a) (b)

Figure 5.6: Distributions of the jet vertex fraction [256]: (a) using simulated Z+jets events,
with the hard-scatter jets in blue and the pile-up jets in red1; (b) using data and MC samples
enriched in hard-scatter jets, i.e. where a jet is balanced against a Z boson.

reasonably describes the observed values in data, apart from particular regions of the phase

space, such as high pT or high η, where the resolution in data has been found to be larger

than expected. Instead of directly correcting the nominal measurement, this effect was

considered as a source of systematic uncertainty, has will be described later on.

5.4.2.4 Jet Reconstruction Efficiency

The jet reconstruction efficiency of calorimeter jets was derived using a tag-and-probe tech-

nique, where the reconstruction efficiency is compared to that of track-jets [261, 262]. Defined

as the fraction of probe track-jets matched to a calorimeter jet, the reconstruction efficiency

was found to be approximately 0.2% lower in MC than in data, for jets in the pT < 30GeV.

Similarly to the energy resolution, this is considered as a source of systematic uncertainty.

5.4.2.5 Jet Selection: Cleaning and Jet Vertex Fraction

In order to identify and reject bad jets, such as those arising from transient hardware prob-

lems in the calorimeter, LHC beam-gas interactions, or cosmic-ray induced showers, a set of

jet quality criteria were required. Jets with in-time real energy deposits are discriminated

from fake or background jets using information on the shape of the electrical signal in every
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calorimeter cell (jet quality factor), the fraction of jet energy that is deposited in each sub-

detector of the calorimeter system, and even the fraction of jet energy deposited per layer

of the calorimeter. In this analysis, the criteria used to reduce contamination from bad jets

was the looser jet quality selection [247]. This working point has a jet selection efficiency

above 99.8% with MC simulation closely describing data.

Another important source of background jets is pile-up. Simultaneous collisions can

originate jets which should not be included in the hard-scatter event. To reduce the effect

of in-time pile-up, track information associated to each jet is used. The vertex to which

a jet originates from is identified using the jet vertex fraction (JVF) [256]. This quantity

is defined as the ratio of the scalar sum of the pT of tracks matched to the jet, which

originates from the primary vertex, to the scalar sum of the pT of all tracks matched to the

jet, independently of their origin. For each vertex, a JVF value can be defined per jet in

the event. Figure 5.6 (a) shows the expected discrimination power of the JVF, which peaks

at one for jets arising from the hard-scatter and at zero for jets arising from other vertices

(pile-up jets). Figure 5.6 (b) is the JVF distribution in a nearly pure sample of hard-scatter

jets. The sample is obtained by selecting Z → ee events with jets produced back to back

with the Z boson. As can be seen, the JVF of hard scatter jets strongly peaks at JV F = 1

and the MC accurately describes the data behaviour.

The optimal working point for top quark analyses is the rejection of jets with |JV F | <
0.50 which gives a 95% selection efficiency for jets from primary interaction and rejects 75%

of the pile-up jets. At high pT the pile-up contribution becomes negligible, thus the JVF

requirement is only applied to jets with pT < 50GeV. Since tracking information is required,

the JVF is only valid for |η| < 2.4 jets.

5.4.2.6 b-tagged Jets

Hadronic showers containing b or c quarks can be distinguished from showers made of lighter

quarks due to their longer lifetimes (τ ∼ 1.5 ps) and leptonic decay signatures. For instance,

B-hadrons produced with significant transverse momentum (> 20GeV) will typically fly a

few millimetres within their lifetime before decaying. This results in a displaced secondary

vertex of a B-hadron decay with respect to the primary one, from which several displaced

tracks originate. Figure 5.7 is a representation of a B-hadron decay inside a jet shower,

including the important variables used to discriminate heavy flavour jets from light flavour
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Figure 5.7: Sketch of B-hadron decay inside a jet shower [263].

ones: the track impact parameter,1 the reconstructed secondary vertex and the length of

the decay. 2 Atlas b-tagging algorithms rely on the use of these variables (standalone or

combined) in order to identify true b-jets, while simultaneously reducing the contamination

from true light jets that are mis-identified as b-jets.

Identifying or tagging jets originating from b quarks is particularly important in this

analysis, due to the elevated number of b-jets in the signal topology. There are several

b-tagging algorithms available. The following are the most relevant for the present analysis:

IP3D Compares input variables to MC templates for both the
b-jet and light-jet hypotheses, using the longitudinal and
transverse impact parameter of the tracks to built a two di-
mensional likelihood ratio discriminant [264].

1The transverse track impact parameter, d0, is the distance of closest approach of the track to the PV
in the x − y plane. The longitudinal impact parameter, z0, is the distance of closest approach of the track
to the PV in the z direction.

2The length of the decay is defined as the distance of the secondary vertex from the PV in the plane
orthogonal to the proton beam direction
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SV0 and SV1 Both algorithms rely on the secondary vertex reconstruction
and combine several variables using a likelihood ratio tech-
nique [264]. SV0 is based on the decay length significance in
order to reduce the effect of poorly-measured vertices. SV1
is an extension of SV0, including additional variables: the
invariant mass of all tracks associated with the vertex, the
ratio of the sum of the energies of the tracks in the vertex
to the sum of the energies of all tracks in the jet, and the
number of two-track vertices.

JetFitter Based on the topological structure of B and C-hadron de-
cays inside jet showers, this algorithm tries to reconstruct
the internal decay chain of a jet. Secondary and tertiary
vertices are identified using a Kalman-fitter approach,
assuming that they lie on the flight direction of the B-
hadron[265].

JetFitterComNN Combines the output of the IP3D and JetFitter algorithms
in a neural network, in order to improve the discrimination
power. There are two versions of the algorithm, JetFitter-
ComNN and JetFitterComNNc, using explicitly trained NN
to identify b-jets and c-jets respectively [264].

MV1 This algorithm uses a neural network which combines the
output of the IP3D, SV1 and JetFitterCombNN algorithms.
A dedicated version, MV1c, which achieves better separa-
tion between jets originating from b quarks and jets origi-
nating from c quarks, was also developed [266].

The performance of each b-tagging algorithm can be evaluated through its efficiency to

tag jets that do originate from b quarks, while simultaneously having high rejection rates for

c and light-jets. These are usually determined as the inverse of the c-tagging efficiency (rate

at which the b-tagging algorithm identifies jets that originate from c quarks) and mis-tagging

rate (rate at which the b-tagging algorithm identifies jets that actually originate from light

quarks), respectively. In Figure 5.8, the b-tagging efficiency is compared to the light-jet and

c-jet rejection rates. The b-tagging efficiencies measured in Monte-Carlo simulation as a

function of the jet transverse momentum are calibrated to the values observed in data, using

tt̄ events.

In this analysis, the MV1 algorithm was used, as it provides the best light-jet rejection.

Here, the MV1 was implemented by selecting a 70% efficiency working point, which translates
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Figure 5.8: Jet rejection of several b-tagging algorithms as a function of the b-jet efficiency
for (a) light-jets and (b) c-jets [266].

into c and light mis-tagging rates of 20% and 1%, respectively. These rates were determined

for b-tagged jets with pT > 20GeV and |η| < 2.5 in simulated tt̄ events.

b-tagging calibration

The results, which correct the efficiency in simulation to that measured in data, are presented

in the form of jet transverse momentum dependent (and in the case of the light-flavour jets,

pseudorapidity dependent) scale factors (SF).

The tagging efficiencies of each operating point in simulation are then calibrated to that

measured in data, using samples enriched in b-jets, c-jets and light jets, respectively [267].

The mis-modelling of the input variables used in the tagging algorithms can thus be corrected

using the resulting scale factors, SF = ϵdata/ϵMC.

The b-tagging calibration was derived using a combinatorial likelihood approach, which

takes into account the correlation between the multiple jets in the event. This calibration is

done relying on a pure sample of b-jets, obtained from dileptonic tt̄ events. For jets within

30 and 200GeV, the calibration was done with a precision of a few percent. Since the main

analysis of this thesis also requires dileptonic events, the b-tagging calibration used was

derived from dileptonic tt̄ events with exactly two jets, thus avoiding overlap of data.
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The c-tagging calibration was derived using a sample of jets containing D mesons and

comparing the yield of D mesons before and after the MV1 tagging cut [268]. This calibra-

tion required the reconstruction of D mesons within a jet, according to D∗+ → D0π+ →
K−π+π+.

The mis-tag rate was determined using the ’negative tag’ method in an inclusive jet

sample [268]. Light-jets (originated from either gluons or u, d or s quarks) are expected to

have symmetric distributions of track impact parameters or vertex decay length significance.

To evaluate the mis-tag performance, tracks (vertices) with negative impact parameter (de-

cay length significance) are used and their sign is reversed within the algorithm. Since the

mis-tag rate depends on the jet kinematics, the measurement is performed in bins of jet pT
and η.

The scale factors were then applied to MC samples as event weight corrections: for

jets tagged by the b-tagging algorithm, a weight equal to the SF of the corresponding jet

flavour is applied; whereas for jets failing the b-tagging criteria, a weight corresponding to

(1−SF · ϵMC)/(1− ϵMC) is assumed. The event-level weight is then obtained by multiplying

the individual jet weights for all the selected jets.

5.4.3 Missing Transverse Energy

Weakly interacting neutral particles, such as neutrinos, escape the ATLAS volume unde-

tected. Before any collision occurs, the momentum of the incoming partons is mostly lim-

ited to the z direction. After the collision, if such non-interacting particles are created, then

an apparent imbalance of the measured momentum in the transverse plane can arise. The

transverse energy of the escaping particles can be inferred, using the conservation of mo-

mentum, as the vectorial sum of all the calorimeter energy depositions. In each pp collision,

the negative vector sum of the pT of all particles detected is usually defined as the missing

transverse momentum, −→p miss
T , whose magnitude is the missing transverse energy, Emiss

T . In

this analysis, where the signal is dileptonic tt̄H events, neutrinos are part of the expected

topological final state particles and thus Emiss
T is foreseen.

For the Emiss
T reconstruction [269] it is necessary to have maximum detector coverage,

including all reconstructed objects in the event (after calibration) and any remaining un-

matched calorimeter deposits and tracks. Thus, the Emiss
T reconstruction comprises all the

energy deposits in the calorimeter, as well as, reconstructed information from the muon

spectrometer. In order to recover the contribution from low transverse momentum particles,

157



5. GENERAL SETUP FOR THE T T̄H SEARCH

otherwise lost in the calorimeter, track information is also considered. Using reconstructed

and calibrated objects, the calorimeter energy deposits are considered in the following order:

electrons, jets and muons1. By adding the energy measurement associated to physics objects

in a specific order, double counting of deposits is avoided. In this analysis, the Emiss
T was

calculated from both Emiss
x and Emiss

y components, which result of the sum of the following

ordered terms:

Emiss
x = Emiss, e

x + Emiss, jet
x + Emiss, µ

x + Emiss, soft−jet
x + Emiss, cell−out

x . (5.9)

The term Emiss, soft−jet
x includes the contribution from LCW jets with 10 < pT < 20GeV

without jet area correction. For energy deposits not associated to any physics object, a

Cell-Out term, Emiss, cell−out
x is calculated.

Other sources of missing transverse energy can lead to a mis-measurement of the trans-

verse missing energy. The most common fake missing transverse energy sources are the

inactive regions of the detector, noise sources and overall detector resolution, as well as

cosmic-ray and beam-halo muons interacting with the detector material [270]. Such effects

are considered in the systematic uncertainties associated to this variable.

5.5 Preselection of Events

For the tt̄H dileptonic search, an event preselection tailored to the targeted topology is

implemented based on a set of selection cuts. Further requirements relative to the quality

of the event reconstruction and the detector status, commonly referred to as event cleaning,

are also applied. From all the data collected with
√
s = 8 TeV, only that which verifies

good quality criteria is considered (as described in Section 3.3.6), giving a total integrated

luminosity of 20.3 fb−1.

Event Cleaning

Non-collision sources or detector noise are reduced by rejecting events where no well recon-

structed primary vertex2 is found within the beam collision region. Additionally, particles

produced by cosmic interactions are rejected by discarding events where two opposite sign

1Note that hadronically-decaying taus and photons are not considered in this analysis.
2In this analysis, a good reconstructed primary vertex is defined as that with at least five associated

tracks with pT > 500MeV (see Section 5.3)
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muons, with |d0| > 0.5mm and opposite direction (∆ϕ > 3.10), are present. An electron-

muon overlap consistency check is also applied, by rejecting events where a selected electron

and muon share an inner detector track (∆θ < 0.005 and ∆ϕ < 0.005). However, contami-

nation from mis-identified leptons (either from jets or by mis-measurement of charge sign)

can still occur. The estimation of this fake lepton background was derived from data and is

discussed in the following Chapter 6. To avoid double counting in fake lepton estimation,

the reconstructed leptons are required to match the true leptons from the MC simulation.

The jet quality is verified by rejecting events where a bad jet with pT > 20GeV and |η| < 4.5

is found. This quality requirement avoids contamination of the Emiss
T calculation from mis-

measured jets.

Preselection Cuts

Events are required to have exactly two isolated leptons of opposite charge1, defined accord-

ing to the quality criteria mentioned in Section 5.4.1. The leading and sub-leading lepton

must have pT > 25GeV and pT > 15GeV, respectively. Events can then be categorised

according to lepton flavour into ee, eµ and µµ selections. As already mentioned, selected

events are triggered with a single-lepton trigger. Therefore, at least one of the leptons

must be matched within ∆R = 0.15 to the one reconstructed at the trigger level. In order

to be above the trigger threshold, the reconstructed lepton matching the trigger one must

have pT > 25GeV. Furthermore, events with additional leptons passing this selection are

removed to avoid statistical overlap between other ATLAS analysis.

Jets must satisfy the criteria defined in Section 5.4.2 with pT > 25GeV and |η| < 2.5.

In the tt̄H dileptonic signal, at least four b quarks are expected. Despite the quite high

number of b quarks involved, events are only required to have at least two jets tagged as

b-jets using the MV1 algorithm (see 5.4.2.6). By establishing this compromise selection, non

tt̄ backgrounds are highly reduced, while still achieving high signal efficiency.

A set of conditions was also required according to the specific dilepton combination, in

order to suppress non-tt̄ background contributions. In the eµ selection, the scalar sum of

the transverse energy of all selected leptons and jets, HT, is required to be above 130GeV.

This HT cut significantly reduces Z/γ∗ + jets production, where the Z boson decayed into

leptonically decaying τ leptons. In the ee and µµ selections, a cut of low values of the

invariant mass of the two leptons, mℓℓ, is applied, requiring mℓℓ ≥ 15GeV in events with
1Throughout this thesis the lepton pair is typically referred to as opposite sign (OS) leptons.
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Preselection Cuts
Exactly 2 OS leptons with pT > 25GeV and pT > 15GeV

Lepton matching trigger within ∆R = 0.15 with pT > 25GeV
≥ 2 b-tagged jets with pT > 25GeV & |η| < 2.5
ee and µµ selections: eµ selection:

mℓℓ ≥ 15GeV and |mℓℓ −mZ | > 8GeV HT > 130GeV
mℓℓ ≥ 60GeV if exactly 2 b-tagged jets

Table 5.3: Preselection requirements for dileptonic tt̄H.

more than two b-jets. This lepton cut suppresses contributions from the decay of hadronic

resonances, such as the J/Ψ and Υ. For same-flavour lepton events with exactly two b-jets

an extra requirement is made on the mℓℓ, requesting it to be larger than 60GeV, due to mis-

agreement between data and MC prediction. Events in ee and µµ selections are particularly

sensitive to Z + jets production. A further mℓℓ cut, requiring |mℓℓ −mZ | > 8GeV, is thus

applied to reject events close to the Z boson mass resonance.

Table 5.3 includes a summary of the preselection requirements.

Considering the high jet and b-jet multiplicity of the signal final states, pre-selected events

are classified into exclusive categories according to the number of reconstructed jets and

b-tagged jets. These categories are referred here as (mj, nb) regions for having m jets of

which n are b-tagged. This classification, without loss of events, is very effective in sup-

pressing SM backgrounds, while maintaining the highest possible signal sensitivity. In order

to search for the signal, a combined fit to signal-rich and signal-depleted regions will then

be performed. By combining information from these differently populated regions, an im-

proved background prediction can also be achieved. Signal depleted regions are used either

as orthogonal control regions, allowing to match the simulation prediction to that of data,

or as sources of background information to constrain the statistical fit.

For the purpose of the background and signal studies present in this thesis, the dilepton

flavour selections, ee, eµ and µµ, were kept separated, unless stated otherwise. Nevertheless,

these dilepton selections were ultimately combined and treated coherently for the statistical

and discriminant analysis as described in Chapter 7.
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6

Signal and Background Modelling

High signal sensitivity and precise background modelling are crucial for the tt̄H search.

Therefore, dedicated studies of the signal and background characteristics were developed, as

mentioned in the previous chapter.

An overview of the dileptonic tt̄H signal is presented in Section 6.1, as well as the

challenges associated with such a search.

The most relevant backgrounds for the tt̄H study are investigated, using dedicated event

selections and control regions. In Section 6.2, data-driven corrections were determined for

the Z+jets, the tt̄+jets and multijet processes, which are subsequently applied to the MC

simulated samples in order to match the observed data.

6.1 Dileptonic tt̄H Signal

The dileptonic tt̄H associated production has a very busy final state. Depending on the

Higgs Boson decay mode, the signal’s signature may vary, but it will unavoidably originate

high jet multiplicity. In order to identify the signal, high jet and b-tag jet multiplicities are

required in this analysis. Events verifying the preselection cuts are categorized in (mj, nb)

multiplicity regions, which are treated individually. In order to have statistical significance,

the tt̄H dilepton analysis considered a total of six independent regions: (2j, 2b), (3j, 2b),

(3j, 3b), (≥ 4j, 2b), (≥ 4j, 3b) and (≥ 4j, ≥ 4b). Signal significance will be different in

each of them, as well as background composition. The separate treatment of these regions

guarantees the maximum selection of signal events possible, while allowing for dedicated

background studies in regions with minimum to no signal presence.
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Figure 6.1: Fractional contributions of the various Higgs Boson decays to the total signal
prediction, after preselection, in all (mj, nb) regions of the analysis. Each row shows the dis-
tribution for a specific jet multiplicity (2, 3, ≥ 4), and the columns show the b-jet multiplicity
(2,3, ≥ 4).

In Figure 6.1 the contributions of different Higgs boson decay modes, in each of the

analysis regions, are shown. The H → bb̄ decay is the dominant contribution in the expected

signal-rich regions, (≥ 4j, 3b) and (≥ 4j, ≥ 4b). Other decays such as H → WW , H → τ τ̄

and H → gg are also significant, though to a lesser extent in the higher multiplicity bins.

In this study, all Higgs boson decays are treated as signal. Nonetheless, the analysis was

optimised for the most dominant decay by taking into account its kinematic properties.

The tt̄H dilepton final state has a very clean signature, that allowed for simple preselec-

tion cuts, optimised for the signal sensitivity and background reduction. However, its low

cross-section is still a challenge. Even after event preselection, all regions of the analysis

are contaminated by several background processes at a much larger magnitude than that

of the signal. The tt̄ production, with a cross-section ∼ 500 times larger than that of the

tt̄H signal and an almost identical final state signature, is the dominant background in all

the regions of the analysis. Other major background contributions originate from processes

containing at least two leptons, such as the Z boson production. Processes involving at least

a top quark, such as the single top quark production or the tt̄V processes, have very small

contributions to the background due to their lower cross-sections. While these overwhelm-

ing background rates may hinder the dileptonic tt̄H search, the detailed knowledge of the
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Figure 6.2: Fractional contributions of the various backgrounds to the total background
prediction after preselection in all (mj, nb) regions of the analysis.

different backgrounds will considerably improve the performance of the analysis.

In order to assess the expected analysis performance and test the compatibility of a

possible excess in data with a given hypothesis, it is necessary to increase the signal sen-

sitivity as best as possible while also improving the background modelling. As already

mentioned, the classification in (mj, nb) regions allows the highest possible signal sensitivity

without loss of events, while the event preselection reduces the contamination from several

SM backgrounds, in particular processes without the presence of top quarks. The surviving

backgrounds, however, have substantially larger cross-sections than those of the tt̄H asso-

ciated production. It is because the dilepton tt̄H search has such significant backgrounds,

that their accurate knowledge is of major importance. Dedicated methods, tailored to each

of the main background production mechanisms, were developed in order to have the best

possible accuracy, i.e. that of data. These data driven methods to improve background

modelling will be discussed in the following section.

6.2 Background Estimation

The background composition across different jet and b-tagged jet multiplicity regions is

shown in Figure 6.2.
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In this analysis, the dominant background is the tt̄+jets production, accounting for

more than 90% of the background in all regions. The HF contribution, specially the tt̄ +

bb̄ jets production, is particularly relevant since it is the main irreducible background in

the signal regions, having an almost identical signature as the signal itself. While precise

measurements of the tt̄ + bb̄ jets cross-section were underway, the thorough modelling of

the heavy flavour component of the associate top quark pair production was necessary for

this analysis. Based on tagging efficiencies and using control regions with low or no b-

tagged jets, MC corrections were estimated to match data precision. Being the dominant

background for the tt̄H analysis, it is important that its modelling be determined in the

most accurate way possible. As such, contamination from other background sources needs

to be precisely assessed in both control and signal regions. Given the nature of the dilepton

tt̄ production, other processes involving two leptons, such as the Z+jets production, must

then be previously modelled to data. This way, the discrepancies seen in tt̄+jets control

regions will constitute purer sources of information on the tt̄ process behaviour.

Another important background contribution originates from the production of Z bosons

in association with jets. This contribution, although not dominant, has a significant impact

on the data and MC agreement, with the Alpgen simulation predicting harder transverse

momentum of the Z boson than observed. Derived from otherwise discarded dilepton events

within the Z boson mass peak, the data driven corrections for this background were the first

to be evaluated. The selected control region is a clean sample of the Z boson events and

completely orthogonal to the analysis.

Finally, contributions from multijet events are also considered. Non-prompt leptons or

misidentification of jets or photons as electrons can lead to the selection of events with fake

leptons. The expected yield of misidentified lepton background is derived from data using

dilepton events where the lepton pair has the same electric charge.

In the following the data-driven methods developed for the precise estimation of each

background are presented.

6.2.1 Z+jets Data Driven Estimation

The production of a Z boson in association with jets constitutes a significant source of back-

ground in same flavor dilepton channels. Although Drell-Yan processes involving photons

have significantly higher cross-sections, for this study, where high energy final state objects

are required, Z boson decays are a more relevant background. In this analysis, the Z+jets
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(a) (b)

Figure 6.3: Dilepton mass distribution in the 2 jet, 1b−tagged jet region for the dielectron
(a) and dimuon (b) channels, where the control regions (CR) are shaded.

production accounts for approximately 3% of the total background processes. In order to

reach good sensitivity for tt̄H dilepton signals, in addition to the basic rejection cuts used to

suppress background events with a Z boson decay (c.f. preselection criteria in Section 5.5),

it is crucial to control the yield of events, as well as the shape of the kinematic distributions.

In the MC simulations, these processes are predicted at NLO accuracy, but suffer from large

theoretical uncertainties originating for example from the choice of the PDFs and the renor-

malisation and factorisation scales. The MC predictions have reasonable agreement with

data and allow the use of data driven information to constrain its systematic uncertain-

ties [231]. In this section a fully data-driven method has been developed to estimate the

Z+jets contribution to the signal region (SR), minimizing the dependence on simulation by

making use of the data information in orthogonal control regions (CR).

The Z+jets background normalisation was estimated in all jet and b-tagged jet mul-

tiplicity bins of the analysis. The treatment of the dielectron and dimuon channels was

done independently. The contributions of the light and heavy flavour components of the

Z+jets background vary with the jet and b-tagged jet multiplicity, both in normalisation

and transverse momentum spectrum of the final state objects. Given the lack of MC statis-

tics associated with heavy flavoured quarks, in this study the Z+jets events are treated
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inclusively in terms of the flavour of the extra partons (light, c and b quarks). Although

this discrimination is not performed, it is still possible to correct the Z+jets background

in each (mj, nb) multiplicity bin individually. This treatment of the Z+jets population

keeps the systematic sources of the data-driven correction to a minimum by avoiding further

uncertainties associated with tagging algorithms.

The control regions were chosen in such a way as to be a pure source of Z+jets events,

with the smallest contamination possible from both signal events and remaining background

processes. Thus, only events with a Z boson decay were considered in the CRs, through

a cut based selection of events with exactly two opposite sign same flavour leptons, whose

corresponding dilepton invariant mass value, mℓℓ, was included in a window of 8GeV around

the Z mass peak, 91GeV [19]. This means that all the selection cuts of the SR are applied,

but the CR only includes events with |mℓℓ−91GeV| < 8GeV, as opposed to the SRs where

these events are excluded. In Figure 6.3 an example of the signal and control regions of

a given jet and b-tagged jet combination is shown, for the dielectron and dimuon channels

separately.

The Z+jets contamination in the CR from other background physics processes is sub-

tracted from data, and a scale factor, wj b, is derived using Drell-Yan simulations to convert

observations in the CR into background estimates for the SR:

wj b =
Z+jets data
Z+jetsMC

∣∣∣∣∣
j b

=
Ndata −NotherMC

NZ+jetsMC

∣∣∣∣∣
j b

(6.1)

Here Z+jets data and Z+jetsMC are the number of events consistent with a dilleptonic de-

caying Z boson within the CR for data and MC simulation respectively. The Z+jetsdata

is obtained by removing the contamination from all of other MC predictions in the CR

(NotherMC, which include the di-boson and other top quark production processes) from the

total number of events observed in data (Ndata).

The scale factor wj b is then used to renormalise the Z+jets background sample in the

signal region, providing a better estimation of this background for each jet and b−tagged

jet combination:

Z+jets j b = MC
(SR)
Z+jets

∣∣
j b

× w
(CR)
j b . (6.2)

The normalisation scale factors for all the jet and b-tagged jet multiplicity bins are

summarised in Tables 6.1 and 6.2. The uncertainties were estimated by taking into account

the statistical fluctuation of the data in the CR. The mismodelling of the Z+jets heavy
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Number of ee-channel: Number of b-tagged Jets
Jets 0 1 2 3 ≥4

2 0.9808± 0.0029 1.437± 0.012 1.573± 0.046
3 1.036± 0.0065 1.372± 0.021 1.475± 0.062 1.519± 0.36
≥4 0.9896± 0.012 1.223± 0.031 1.192± 0.077 1.696± 0.33 0.3556± 0.82

Table 6.1: The Z+jets renormalisation scale factor, wj b, for all (mj, nb) multiplicity bins of
interest in the analysis for the dielectron channel.

Number of µµ-channel: Number of b-tagged Jets
Jets 0 1 2 3 ≥4

2 0.9720± 0.0030 1.417± 0.011 1.541± 0.042
3 1.014± 0.0059 1.341± 0.019 1.446± 0.057 1.326± 0.33
≥4 1.001± 0.011 1.285± 0.030 1.341± 0.076 0.7308± 0.25 1.341± 1.08

Table 6.2: The Z+jets renormalisation scale factor, wj b, for all (mj, nb) multiplicity bins of
interest in the analysis for the dimuon channel.

flavour component in the MC predictions leads to data-driven scale factors typically above

unity for bins with higher b-tagged jet multiplicity. Although the scale factors are different

for the two lepton channels, in both cases they start a little bellow unit for regions without

b-tagged jets and increase with the number of b-tagged jets up to ∼ 1.5. For events with

exactly 2 and 3 jets, the ee channel requires higher scale factors when compared with the

µµ channel results. In regions with at least 4 jets, however, the corrections for both lepton

channels are within statistical uncertainty of each other, except in the ≥ 4 jets, 3 b-tagged

jets, where the electron channel scale factor is much higher.

In both dielectron and dimuon channels, the agreement between data and the signal-

plus-background model after the cross-section renormalisation is improved. For illustration

purposes, the dielectron invariant mass distribution before and after the correction of the

Z+jets cross-section are shown in Figures 6.4 and 6.5 for exactly two, three and at least

four jets and all the pertinent b-tagged jet multiplicity bins. Here, the Z+jets process

is represented by the green histogram and the error on the data points includes only the

statistical uncertainties on the measurement.

The kinematic properties of the leptons, as well as other significant objects, such as the

jets, missing energy and HT were investigated after the Z+jets data driven cross-section cor-
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rection. In Figures 6.6, 6.7 and 6.8 the leading and subleading electron kinematic properties

are summarised for multiplicity regions with exactly two jets. The angular distributions

show a good MC to data agreement, however in the transverse momentum distributions it is

evident a small mis-prediction of the behaviour seen in data. For other jet multiplicity bins,

identical conclusions are drawn. The muon distributions show analogous properties and as

such are omitted here.

The distributions of the transverse momentum of the leading and subleading jets, which

can be seen in Figure 6.9, presents similar properties as the lepton ones, with the MC slightly

mis-predicting the data behaviour. Just as for the leptons, in the jet angular distributions

the data is well described by the MC.

For completeness, the missing transverse energy, Pmiss
T , and the scalar sum of the trans-

verse energy of all selected leptons and jets, HT, were also investigated. Figure 6.10 shows

these distributions for the two jet region of the dielectron channel as an example. Due to

their nature, these distributions reflect the disagreement seen in the transverse momenta of

individual objects, as expected. Similar results were observed for the 3 jet and ≥ 4 regions,

as well as for the dimuon channel.
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Figure 6.4: Dilepton mass distribution before (on the left) and after (right) the renormal-
isation of the Z+jets population, for exactly two and exactly three jets and all the relevant
b-tagged jet multiplicity bins of the dielectron channel. The error bars associated to the data
points include only the statistical uncertainties on the measurement.
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Figure 6.5: Dilepton mass distribution before (on the left) and after (right) the renormalisa-
tion of the Z+jets population, for at least four jets and the relevant b-tagged jet multiplicity
bins of the dielectron channel. The error bars associated to the data points include only the
statistical uncertainties on the measurement.
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Figure 6.6: Transverse momentum of the leading (a) and subleading (b) lepton in the two
jet region of the dielectron channel after the Z+jets data driven cross-section correction. The
error bars associated to the data points include only the statistical uncertainties on the mea-
surement.
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Figure 6.7: Pseudorapidity, η, of the leading (a) and subleading (b) lepton in the two jet re-
gion of the dielectron channel after the Z+jets data driven cross-section correction. The error
bars associated to the data points include only the statistical uncertainties on the measure-
ment.
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Figure 6.8: Azimuthal angle, ϕ, of the leading (a) and subleading (b) lepton in the two jet
region of the dielectron channel after the Z+jets data driven cross-section correction. The
error bars associated to the data points include only the statistical uncertainties on the mea-
surement.
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Figure 6.9: Transverse momentum of the leading (a) and subleanding (b) jet in the two jet
region of the dielectron channel after the Z+jets data driven cross-section correction. The
error bars associated to the data points include only the statistical uncertainties on the mea-
surement.
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Figure 6.10: Missing transverse momentum (a) and HT (b) in the two jet region of the di-
electron channel after the Z+jets data driven cross-section correction. The error bars associ-
ated to the data points include only the statistical uncertainties on the measurement.
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Figure 6.11: Average transverse momentum of the electron pair (a) and linear fit on fav.lep
(b) for events with at least 2 jets within the CR (|mℓℓ − 91GeV| ≤ 8GeV).

From the above study, it is clear that the Alpgen generator predicts harder spectrums

for the transverse momentum of all involved objects than those seen in data. This suggests

a bad parameterisation of the radiation in the MC generator. Since this data to MC mis-

prediction remains present even after adjusting the Z+jets rates to data, a second correction

was developed. Linear fits were performed on the transverse momentum of leptons and jets

separately, maintaining the Z+jets normalisation achieved in the previous correction.

As a first step, the lepton transverse momentum was corrected. The average transverse

momentum of the pair of leptons,

< pl1+l2
T >=

pl1T + pl2T
2

, (6.3)

was chosen as it results in a softer correction than that obtained only from the leading

lepton momentum. In Figure 6.11 (a) the average momentum of the electron pair is shown

for events with at least two jets within the CR |mℓℓ−91GeV| ≤ 8GeV. The harder spectrum

of the MC is clearly reflected on the slope present in the Data/MC distribution (bottom

distribution).

Using the same control regions as before, linear fits are performed on

fav.lep =
< pl1+l2

T >data

< pl1+l2
T >MC

∣∣∣∣∣
j b

. (6.4)
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The linear function obtained per (mj, nb) multiplicity bin is then used as a correction of the

Z+jets MC samples in the SR. Since the already corrected normalisation must be main-

tained, the linear fits are constrained to a single free parameter, the slope. Fits were

performed in all (mj, nb) multiplicity regions individually. Due to the larger statistical

uncertainties on events with higher average lepton transverse momentum, the linear fits

were determined using only CR events below 200GeV. Interestingly, similar nominal values

were obtained for the slopes across all regions. A global fit was then performed including all

multiplicity regions for each lepton channel and the obtained slope was used in the correc-

tion function. A conservative approach was implemented and regions where the obtained fit

had a high χ2 where not corrected. As an example, in Figure 6.11 (b), the linear fit of the

electron pair is shown.

A second step was then implemented by analogously correcting the average transverse

momentum of the most energetic pair of jets,

< pj1+j2
T >=

pj1T + pj2T
2

. (6.5)

The average momentum of the leading jet pair is shown in Figure 6.12 (a), where once again

the harder spectrum of the MC is visible. Linear fits were performed on

fav.jet =
< pj1+j2

T >data

< pj1+j2
T >MC

∣∣∣∣∣
j b

, (6.6)

and the obtained function was used to correct the Z+jets MC samples. These linear fits

have a single degree of freedom in order to maintain the previously obtained Z+jets sample

normalisation, just like those of the average lepton momentum.

All (mj, nb) multiplicity regions were individually fitted and similar nominal slope values

were obtained once again. This just reiterates the fact that the source of disagreement is

independent of final state multiplicities and affects all physics objects in the MC sample. In

order to reduce the uncertainty on the slope estimate, a global fit was performed including

all multiplicity regions for each leading jet pair. The linear fit of the average momentum of

leading jets is shown in Figure 6.12 (b) for events with at least two jets within the CR. Once

again, taking into account the larger statistical uncertainties of events with high average

transverse momentum of the jet pair, the linear fits were calculated using CR events with

< pj1+j2
T > below 500GeV. The determined slope is then used in the correction function

applied on the SR events for regions where a high χ2 was not obtained.
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Figure 6.12: Average transverse momentum of the leading jet pair (a) and linear fit on
fav.jet (b) for events with at least 2 jets within the CR (|mℓℓ − 91GeV| ≤ 8GeV).

The impact of the complete Z+jets data driven correction can be seen in Figures 6.13–

6.17 for electrons and Figures 6.18–6.22 for muons for several kinematic distributions of the

two jet regions. The Z+jets MC description of the data was improved in all regions of

interest, having directly corrected the bad parametrisation of leptons and jets alike.

In conclusion, the Z+jets data driven correction implemented in this thesis was a three

step method developed to minimize the impact of systematics and lack of statistics in re-

gions with higher multiplicity of b-tag jets. The rates of Z events were corrected from

data in control regions completely orthogonal to the signal regions of the analysis. In each

(mj, nb) multiplicity region, the cross-section normalisation compensates the total Z+jets

scales, independently of the true type of jet simulated in the MC production. The normali-

sation correction accounts for differences seen in dilepton and dimuon events, by computing

different corrections for each of the leptonic channels. Additional transverse momentum

corrections were performed both for leptons and jets. The average lepton pair transverse

momentum and the average leading jet pair transverse momentum were corrected to account

for the issues in the MC radiation parametrisation. A single parameter fit was implemented

to determine inclusively over all multiplicity regions the slope of the correction function in

both the lepton and jet corrections. Having both the lepton and jet momentum corrected

brings a much better description of all the kinematic distributions.
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Figure 6.13: Transverse momentum of the leading (a) and subleading (b) lepton in the two
jet region of the dielectron channel after the full Z+jets data driven correction. The error
bars associated to the data points include only the statistical uncertainties on the measure-
ment.
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Figure 6.14: Pseudorapidity, η, of the leading (a) and subleading (b) lepton in the two jet
region of the dielectron channel after the full Z+jets data driven correction. The error bars
associated to the data points include only the statistical uncertainties on the measurement.
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Figure 6.15: Azimuthal angle, ϕ, of the leading (a) and subleading (b) lepton in the two jet
region of the dielectron channel after the full Z+jets data driven correction. The error bars
associated to the data points include only the statistical uncertainties on the measurement.
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Figure 6.16: Transverse momentum of the leading (a) and subleanding (b) jet in the two jet
region of the dielectron channel after the full Z+jets data driven correction. The error bars
associated to the data points include only the statistical uncertainties on the measurement.
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Figure 6.17: Missing transverse momentum (a) and HT (b) in the two jet region of the di-
electron channel after the full Z+jets data driven correction. The error bars associated to the
data points include only the statistical uncertainties on the measurement.
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Figure 6.18: Transverse momentum of the leading (a) and subleading (b) lepton in the two
jet region of the dimuon channel after the full Z+jets data driven correction. The error bars
associated to the data points include only the statistical uncertainties on the measurement.
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Figure 6.19: Pseudorapidity, η, of the leading (a) and subleading (b) lepton in the two jet
region of the dimuon channel after the full Z+jets data driven correction. The error bars as-
sociated to the data points include only the statistical uncertainties on the measurement.
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Figure 6.20: Azimuthal angle, ϕ, of the leading (a) and subleading (b) lepton in the two
jet region of the dimuon channel after the full Z+jets data driven correction. The error bars
associated to the data points include only the statistical uncertainties on the measurement.
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Figure 6.21: Transverse momentum of the leading (a) and subleanding (b) jet in the two
jet region of the dimuon channel after the full Z+jets data driven correction. The error bars
associated to the data points include only the statistical uncertainties on the measurement.
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Figure 6.22: Missing transverse momentum (a) and HT (b) in the two jet region of the
dimuon channel after the full Z+jets data driven correction. The error bars associated to the
data points include only the statistical uncertainties on the measurement.
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6.2.2 tt̄ + jets Data Driven Estimation

A key aspect of the tt̄H analysis rests in achieving the best possible modelling of the tt̄+jets

background. After event preselection it is not only the most dominant background, but it is

also an irreducible one, due to the similar final state objects as the tt̄H signal. The tt̄+ jets

description in the simulated samples must be the most accurate possible, particularly in the

emission of additional jets and their heavy flavour fraction.

The MC simulation available at 8TeV was comprehensively compared with the tt̄ events

produced at the LHC in all ATLAS analysis involving the top quark. The large phase space

covered by all the analyses led to the conclusion that the MC prediction for most gener-

ators, and in particular for Powheg+Pythia, over predicts the data at high transverse

momentum.

In order to correct this feature, several methods were developed. For the purpose of this

thesis, a simple approach based on jet efficiencies and basic event rates was implemented.

A reweighting scale factor was calculated from events in dedicated control regions and used

to correct inclusively the tt̄+ light, tt̄+ cc̄ and tt̄+ bb̄ samples in the signal regions.

The tt̄ + jets correction method was estimated considering only eµ events, purest in

tt̄ + jets, and maintaining the jet multiplicity bins as independent regions, just as in the

nominal analysis. For each particular jet combination the number of events that survive the

eµ channel selection, N j
eµ, can be determined by:

N j
eµ = Lσtt̄ϵ

j
eµ (6.7)

where L is the integrated luminosity of the sample, σtt̄ is the inclusive tt̄+ jets production

cross-section and ϵjeµ is the efficiency for a tt̄ event to pass the opposite-sign eµ selection.

Further separation according to b-tag jet multiplicity is achieved in both data and MC events

by considering the b-tag efficiencies ϵDb and ϵMC
b respectively. For example, for events with

exactly 2 jets, the possible b-tag combinations result in:

N2j 0b = N2j
eµ (1− ϵb)

2 ,

N2j 1b = N2j
eµ 2ϵb(1− ϵb) , (6.8)

N2j 2b = N2j
eµ ϵ

2
b ,
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6. SIGNAL AND BACKGROUND MODELLING

where ϵb is the b-tagged jet efficiency of either data or MC depending on the event sample.

The number of selected events in each region can thus be expressed in terms of the possible

b-tagged jet combination and depends only on the b-tag jet efficiency.

Scale factors, kjb, to estimate the tt̄+ jets events from data can be determined similarly

to what was previously done for the Z+jets samples:

Estimate
tt̄+jets (SR)
jb = k

(CR)
jb × MC

tt̄+jets (SR)
jb

=
ND

j b

NMC
j b

∣∣∣∣∣
(CR)

× MC
tt̄+jets (SR)
jb , (6.9)

where ND
j b (NMC

j b ) is the number of tt̄+ jets events in data (MC) samples on the bin with j

jets and b b-tagged jets. For the determination of data tt̄+jets events, just as in the Z+jets

data driven study, the subtraction of the MC prediction for all other background processes

is performed. By counting data events in dedicated CR, the correction scale factors can

be calculated and posteriorly used to normalise the MC events in the SR. For each jet and

b-tagged jet combination, a kjb scale factor can be estimated from the ratio of data and MC

events in that region. So for example in regions with exactly 2 jets we have:

k2j 0b =
ND

2j 0b

NMC
2j 0b

=
N2j D

eµ (1− ϵDb )
2

N2j MC
eµ (1− ϵMC

b )2

k2j 1b =
ND

2j 1b

NMC
2j 1b

=
N2j D

eµ 2ϵDb (1− ϵDb )

N2j MC
eµ 2ϵMC

b (1− ϵMC
b )

(6.10)

k2j 2b =
ND

2j 2b

NMC
2j 2b

=
N2j D

eµ ϵDb
2

N2j MC
eµ ϵMC

b
2 .

In theory one could write 12 kjb factors, one per jet and b-tagged jet combination of the

analysis. These, however, should not be directly calculated from events in the SR where

the correction is of the most interest. Therefore an indirect way of determining these scale

factors was created.

From the previous set of equations it can be demonstrated that the ratio of kj b for

consecutive b-tag multiplicity regions is constant:

Rj b+1;j b =
kj b+1

kj b
=
ϵDb (1− ϵMC

b )

ϵMC
b (1− ϵDb )

. (6.11)
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2 jets 3 jets ≥4 jets
0 b-tagged jets CR CR CR
1 b-tagged jets CR CR CR
2 b-tagged jets CR SR SR
3 b-tagged jets SR SR
≥4 b-tagged jets SR

Table 6.3: Control (CR) and signal regions (SR) of the tt̄+ jets data driven calculation.

Furthermore, this ratio Rj b+1;j b depends only on the b-tag efficiencies of data and MC.

Indirect calculation of the necessary kj b to correct the SR can thus be obtained by using

regions with low b-tagged jet multiplicity, which aren’t included in the analysis:

kj b+1 = Rj b+1;j b × kj b . (6.12)

Scale factors can then be determined using only information from signal depleted bins (CR).

Considering the tt̄H signal topology, reflected in the implemented selection of events, only

regions with at least 2 b-tagged jets are considered regions of interest. Table 6.3 shows the

control and signal regions considered for this correction. As compromise in the tt̄ + jets

purity and statistical significance, the ratio R2 2;2 1 = 1.056 ± 0.015 , between scale factors

k2 2 and k2 1, was used to calculate all other scale factors. For each specific jet multiplicity,

all scale factors were recursively computed starting from the directly measured kj 0 of regions

without b-tagged jets. That is:

kj 1 = R2 2+1;2 1 × kj 0

kj 2 = R2 2+1;2 1 × kj 1

...

kj b+1 = R2 2+1;2 1 × kj b

In Table 6.4 the obtained scale factors are shown for each jet and b-tagged jet region.

The renormalisation scale factors seem to increase with the b-tagged jet number of the

region, which is concurrent with what is expected. These regions rich in b-tagged jets are

populated by a significant heavy flavoured component of the tt̄, which were only predicted to

LL accuracy by Powheg+Pythia generator 1 [1]. It is therefore expected a slightly higher
1Powheg includes only gb → tt̄b diagrams, thus the production of bb̄ pairs is done by Pythia at the

parton shower.
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6. SIGNAL AND BACKGROUND MODELLING

Region (j,b) kj b

(2j,1b) 1.03± 0.03
(2j,2b) 1.09± 0.03
(3j,1b) 1.04± 0.03
(3j,2b) 1.09± 0.04
(3j,3b) 1.15± 0.04
(4j,1b) 0.96± 0.04
(4j,2b) 1.02± 0.04
(4j,3b) 1.08± 0.05

(4j,≥4b) 1.14± 0.05

Table 6.4: The tt̄+ jets renormalisation scale factors, kj b, for all (mj, nb) multiplicity bins of
interest in the analysis.

mis-modelling of the tt̄+HF component, resulting in an overall increased mis-prediction of

the inclusive tt̄+ jets sample in these bins of the analysis.

Determined from eµ events, the tt̄ + jets scale factors summarised in Table 6.4 were

used to compensate the mis-prediction of the MC events in SR for all lepton channels. In

Figure 6.23 some kinematic distributions are shown where the impact of the data driven

correction can be seen for eµ events in the 3 jet, 2 b-tagged jet region, which are dominated

by the tt̄+HF. As can be seen, the inclusive tt̄+jets cross-section normalisation compensates

the total scales of the tt̄ events. A slight over prediction at high transverse momentum is

still present. Further correction was considered using a similar method to that applied in

the Z + jets events. That is, performing linear fits to the data/MC ratio of the average

jet transverse momentum of events without b-tagged jets and using the determined slope to

correct SR events. However, this was found to bring no significant impact on the analysis

and only add to harsher systematic errors. As such and for the purpose of this study, only

the data driven renormalisation was applied.

In summary, the tt̄+ jets cross-section was corrected to data inclusively for all extra jet

flavour. In each (mj, nb) multiplicity bin, the total scale of events was compensated using

correction factors determined recursively from CR orthogonal to the analysis. Determined

from eµ events, which are the purest in tt̄ events, and using CR with no b-tagged jet, the scale

factors were applied in the SR of the analysis for all lepton channels. This simple correction

method effectively deals with the lack of statistics in regions with higher multiplicity of

b-tagged jets, while simultaneously minimizing the sources of systematic uncertainties. The

discrimination in both jet number and flavour was of major importance since the corrections
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6.2 Background Estimation

differs significantly through out the bins of the analysis. Additional transverse momentum

correction was tested and found to be too harsh. After applying the data driven correction

to tt̄ + jets simulated events, the effect of the re-normalisation on the agreement between

data and MC simulation improves considerably in all kinematic distributions of the various

objects.
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Figure 6.23: Kinematic distributions after the tt̄ + jets data driven correction for the eµ
channel: pT of the leading (a) and sub-leading (b) lepton; pT of the leading (c) and sub-
leading (d) jet; missing transverse momentum (e) and HT (f).

194



6.2 Background Estimation

6.2.3 Misidentified Lepton Data Driven Estimation

The dileptonic tt̄H analysis relies heavily on the identification of exactly two isolated leptons

with opposite electric charge. However, non-prompt leptons or non-leptonic particles may

satisfy the selection criteria, giving rise to non-prompt or fake lepton backgrounds. Fake

electrons can occur from the misidentification of semileptonic decays of b- and c-quarks,

photon conversions and jets with large electromagnetic energy. In the muon case, fakes can

also arise from the semileptonic decays of b- and c-quarks, but also from charged hadron

decays either in the tracking volume or in hadronic showers, or from punch-through particles

emerging from high-energy hadronic showers.

In this analysis, most backgrounds include the presence of prompt leptons as final state

objects. Processes containing at least two prompt leptons include the tt̄ + jets, the Z +

jets, the diboson, the Wt − channel of the single top quark production and the tt̄ + V .

Backgrounds that can contain non-prompt leptons passing the lepton isolation requirements

or jets misidentified as leptons are theW+jets, the tt̄+jets with one final state prompt lepton

and the single top quark production in both t− and s−channels. Using MC simulation,

the previous processes are estimated including their fake lepton contribution. Background

processes with no prompt lepton involved can still enter the selected data sample via the

lepton misidentification. In this analysis, the major source of such backgrounds are the

multijet events, originating from QCD processes with huge production cross-sections. Being

quite difficult to accurately model with MC simulation, several data-driven methods have

been developed for its estimation in the final selection sample. A simple approach based on

the selection of dileptonic events with the same sign electric charge was developed for the

purpose of this thesis.

In order to estimate the contribution of fake leptons in the analysis, the same final

kinematic selection criteria as in the nominal analysis is applied. Instead of the opposite

sign requirement on the charge of the leptons, here exactly two same electric charge leptons

are requested, creating two orthogonal regions: the opposite sign (OS) and the same sign

(SS). Assuming equal probability of non-isolated leptons or misidentification of non-leptons

to occur in both the same sign and the opposite sign dileptonic regions, a fake lepton

estimation can be obtained:

Fakes = NSS
Data −NSS

MC . (6.13)
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The removal of all MC contributions with same sign lepton pairs, NSS
MC, assures no double

counting of misidentified lepton events occurs.

Unfortunately, the same sign dilepton selection has very limited statistics, particularly in

high b-tag and jet multiplicity bins. Therefore, all b-tag regions were considered inclusively,

compromising between increasing the available statistics and maintaining jet discrimination.

The contribution of fake leptons was estimated in all inclusive b-tag regions and propagated

to each specific b-tag bin using the MC simulation behaviour as transfer functions:

Fakesj b =
[
NSS

data −NSS
MC

]
jAll btag Inc.

×
NSS

MCj b

NSS
MCjAll btag Inc.

. (6.14)

Here, NSS
data is the selected same sign data and NSS

MC the contribution of all MC backgrounds

in the same sign region. The transfer functions NSS
MCj b/N

SS
MCjAll btag Inc. are also determined

from same sign events and depend both on jet and b-tagged jet multiplicity. These are ex-

clusively determined from MC events and provide a modulation rate for the final fake lepton

yield. The developed method to determine the fake lepton contamination is particularly

useful, since both the shape and normalisation are directly obtained from SS data, whose

information would be otherwise discarded in this analysis. In order to improve the statistical

uncertainties on the fake lepton background, all lepton combinations were merged in a single

channel of analysis. From here onwards, all lepton channels will be considered inclusively.

Figure 6.24 shows several kinematic distributions, in the two jets and two b-tagged jets

region, including the estimate of the fake lepton background in yellow. The statistical

uncertainty on the misidentified lepton estimation was obtained via error propagation. The

fake lepton background amounts to 0.2% in the low multiplicity regions and varies up to

0.7% in high b-tag and jet multiplicity bins. After the fake estimation, the data and MC

agreement is quite good.
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Figure 6.24: Kinematic distributions including the fake estimation in yellow, in the 2 jet, 2
b-taggged jet bin: pT of the leading (a) and sub-leading (b) lepton; pT of the leading (c) and
sub-leading (d) jet; missing transverse momentum (e) and HT (f).
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7

Statistical Analysis and Results

In this chapter, the search of the SM Higgs boson in the dileptonic channel of tt̄H production

is presented. The implemented methodology is described in detail in Section 7.1, including a

brief account of the statistical tools used and the sources of systematic uncertainty considered

in the analysis. Section 7.2 details the discriminant analysis performed. The results are

discussed in Sections 7.3 and 7.4, where a combined likelihood fit performed to five regions

of the analysis is presented and a limit on the σtt̄H × BR(dileptonic) is set at 95% CL,

respectively. The work described in this chapter was also included in [1], where a combined

limit on the tt̄H cross-section is set together with the analysis results of the semi-leptonic

decay channel.

7.1 Analysis Method

After applying the preselection requirements (described in Section 5.5) and background cor-

rections (described in Section 6.2), the selected events, which are classified in six independent

(mj, nb) regions, are used to construct discriminant variables that provide the highest sepa-

ration between signal and background. The analysis of the dileptonic tt̄H search is optimised

considering the selection criteria in terms of signal-to-background ratio. The dileptonic ee,

eµ and µµ channels are, from here onwards, coherently combined and treated as a single

dileptonic selection.

Given the tt̄H topology, signal events will mostly populate high jet and b-tag multiplicity

regions. In Figure 7.1, the signal-to-background ratio, S/B, and the signal significance,

S/
√
B, are shown for all considered regions, where S and B are the expected tt̄H signal for

a SM Higgs boson and background, respectively. Regions with S/B > 1% and S/
√
B > 0.3
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Figure 7.1: Pre-fit S/
√
B ratio for each of the (mj, nb) regions, assuming SM cross-sections,

branching fractions and mH = 125 GeV. Signal-rich regions are represented in dark red, while
the signal-depleted ones are shown in light blue. Each region also includes the respective S/B
ratio.

Figure 7.2: Summary of the pre-fit MC prediction to data comparison in all analysis re-
gions. The signal is shown in red, both normalised to the SM prediction (filled red area
stacked on the background) and normalised to the total number of background events (dashed
red line). The total uncertainty on the yields is represented by the hashed area.

provide the highest sensitivity to the signal and are appropriately referred to as signal-rich

regions. In this analysis, the most signal sensitive regions are (≥ 4j, 3b) and (≥ 4j, ≥ 4b).

The overall signal contribution is expected to be approximately 90% H → bb̄ decays in the

most sensitive region (≥ 4j, ≥ 4b), as depicted in Figure 6.1. The remainder multiplicity

regions, (2j, 2b), (3j, 2b), (3j, 3b) and (≥ 4j, 2b), are considered signal-depleted regions,

being mostly populated by background events.
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To inquiry the presence or absence of the tt̄H process, a combined profile likelihood

fit to both signal-rich and signal-depleted regions will be performed, based on powerful

discriminant observables that are suited to deal with signal extraction in such complex final

states. The signal-depleted regions are quite useful in constraining systematic uncertainties

and background normalisations, which will thus allow better background prediction in signal-

rich regions. The (2j, 2b) region, which has been used as an orthogonal control region for

the tt̄+ jets background in this analysis (c.f. Section 6.2.2), is, however, not included in the

combined fit, being present here for validation reasons only. The detailed description of the

combined fit and statistical analysis is carried out in Section 7.3.

A comparison between the MC predicted yields and data is shown in Figure 7.2 for the

analysis regions included in the statistical fit. The tt̄H signal is included normalised to the

SM prediction and stacked on the background (filled red area), as well as, normalised to

the total number of background events (dashed red line). The black hashed area represents

the total uncertainty on the yields, before performing the combined fit (labelled pre-fit).

The SM expectation accurately describes the data within 10–30% uncertainty. Table 7.1

shows the detailed event yields for each region, including the validation region (2j, 2b). The

quoted uncertainties include the MC statistical and systematic uncertainties. The sources

of systematic uncertainty are explained in Section 7.1.2 below.

7.1.1 Tag Rate Function Method

In an analysis that requires such a high number of jets, in particular b-tagged jets, the avail-

able MC statistics gets drastically reduced. In the signal regions, where the jet and b-tagged

jet multiplicities are the highest, having scarcity of events can result in large fluctuations

in the distributions for certain samples. The sensitivity of the analysis, which relies on the

shape information in each of the event categories, can be jeopardised by large statistical un-

certainties on the templates or unreliable systematic uncertainties given the fluctuations in

the shape of the distribution. To attenuate this effect, the tag rate function (TRF) method

is used in this analysis.

The TRF method is an alternative way to b-tag jets in MC simulated events. Rather than

tagging jets by applying the MV1 b-tagging algorithm, this method assigns a probability (or

weight) of being b-tagged to each event based on parameterised efficiencies. By computing

the probability of each event to have a specific number of b-jets, the TRF does not cut

events according to the required b-tag multiplicity, instead all the events present in a sample
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2j, 2b 3j, 2b 3j, 3b
tt̄H 1.51 ± 0.246 5.32 ± 0.419 2.08 ± 0.236

tt̄ + light jets 14 000 ± 1950 8500 ± 1390 109 ± 29.1
tt̄ + cc̄ jets 278 ± 186 647 ± 244 83.0 ± 63.2
tt̄ + bb̄ jets 147 ± 116 284 ± 155 123 ± 65.6
tt̄ + W/Z 8.40 ± 2.60 20.6 ± 6.35 1.90 ± 0.604
Single Top 430 ± 44.7 266 ± 28.5 7.56 ± 1.11
Dibosons 4.59 ± 3.46 2.62 ± 2.90 0.0346 ± 0.0477
Z + jets 538 ± 51.1 295 ± 33.7 14.2 ± 4.41
Fakes 25.7 ± 13.1 23.8 ± 12.2 0.885 ± 0.485
Total 15 500 ± 2220 10 000 ± 1660 342 ± 38.6
Data 15296 9996 374

≥ 4j, 2b ≥ 4j, 3b ≥ 4j, ≥ 4b
tt̄H 15.1 ± 0.808 8.27 ± 0.570 2.55 ± 0.306

tt̄ + light jets 4570 ± 881 140 ± 30.9 1.33 ± 0.931
tt̄ + cc̄ jets 756 ± 207 147 ± 113 5.86 ± 5.98
tt̄ + bb̄ jets 326 ± 166 222 ± 114 36.2 ± 19.9
tt̄ + W/Z 44.6 ± 15.7 7.66 ± 2.97 1.07 ± 0.357
Single Top 127 ± 27.9 9.69 ± 3.21 0.765 ± 0.232
Dibosons 2.41 ± 2.27 0.134 ± 0.157 0.0179 ± 0.0381
Z + jets 140 ± 28.9 16.8 ± 9.98 0.480 ± 0.546
Fakes 25.3 ± 13.1 4.07 ± 2.18 0.329 ± 0.210
Total 6010 ± 1040 556 ± 67.6 48.6 ± 15.1
Data 6002 561 46

Table 7.1: Event yields for tt̄H signal, relevant backgrounds and observed data in all multi-
plicity bins considered in the analysis. The uncertainties on the expected event yields include
both statistical and systematic sources.
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before any b-tagging is applied can be used to predict the normalisation and shape after the

b-tagging [271].

For each event, all possible permutations of labelling nb jets as “tagged” are considered.

In every permutation assessed, each jet of the event is attributed a weight according to their

probability of being tagged. The probability of each jet to be b-tagged, εi, is parameterised

as a function of the true jet flavour, pT and η. Therefore, “tagged” jets are given a weight

equal to the tagging probability, while “un-tagged” jets are given a weight of one minus the

tagging efficiency. Assuming that the probability of tagging a jet is independent of the rest

of the jets in the event,1 the total probability for each event to contain a selected number

of tagged jets can be obtained by multiplying all jet weights in the event. For a given event

with N jets, the probability of containing exactly one b-tagged jet (nb = 1) is calculated by

the TRF method as:

Pnb=1 =

N∑
i=1

εi∏
i ̸=j

(1− εj)

 , (7.1)

where the tagging probability of the ith jet is given by εi = εi(flavour, |η|, pT). For inclusive

b-tagging selections, for instance nb ≥ 1, the probability is given as:

Pnb≥1 = 1− Pnb=0 , (7.2)

with Pnb=0 the probability of the event containing exactly zero b-tagged jets. This way all

events in the pre b-tagged selection are used to predict the normalisation and shape after

the b-tagging requirements of the analysis. For a specific b-tagging requirement, the shape of

the distribution is built by selecting one of the possible permutations based on their relative

probability.

The TRF method assumes that the parameterisation of the tagging efficiencies, εi, as

a function of the jet flavour, pT and η is sufficient to describe the b-tagging dependencies.

The MC true jet flavour is determined for partons with pT > 5GeV by checking if a b quark

is found within a ∆R < 0.3 cone around the jet direction, in which case the jet is labelled

with b origin. When no b quark is found, c quark presence is gauged instead. If no heavy

flavoured quark is found, the jet is labelled as a light jet. The efficiencies εi are derived from

an inclusive tt̄+jets simulated sample. The production mechanism of the jet is taken into

account, since b-jets coming from top quark decay products have a slightly higher b-tagging

probability than those of a b-jet with the same pT and η but originating from other sources.
1This is also the case in the calibration of b-tagging algorithms.
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Jet Flavour Source of Origin Efficiency [%]

b-jet
top quark decay 72
additional jets 66

MPI 49

c-jet W boson decay 22
additional jets 18

light-jet W boson decay
0.7or additional jets

Table 7.2: Summary of the average b-tagging efficiency for jets with different origin sources.

Thus, for the different types of jets, the b-tagging efficiency, averaged over pT and η, are

derived separately. In Table 7.2 a summary of the b-tagging efficiency averaged over pT and

η for the different types of jets is shown.

In order to validate the performance of the parameterisation, tests on simulated events

were performed. The TRF method provides good agreement with the yields and shapes

obtained by applying the MV1 b-tagging algorithm directly, within the statistical uncer-

tainty. Given the reasonable agreement within the phase space of the analysis, no additional

systematic uncertainty of the tagging efficiency is needed.

In this thesis, the TRF method was applied to all signal and background samples.

7.1.2 Systematic Uncertainties

In this analysis, aside from the statistical uncertainty associated with the finite number

of events, several sources of systematic uncertainty are taken into consideration. The nor-

malisation of both signal and background processes, as well as the shape of the kinematic

distributions, can be affected by systematic uncertainties, which in turn impacts the dis-

criminant distributions and the sought-after measurements. Here, individual sources of

systematic uncertainty are considered in order to be treated as uncorrelated amongst each

other. The correlations of a given systematic effect are kept across processes and analysis

regions. The sources of systematic uncertainties considered in this study can be categorised

into detector-related, background modelling and signal modelling systematics. Detector-

related systematic uncertainties are estimated from auxiliary measurements, resulting in the

nominal and the ±1σ variations. For theory-related systematics, however, the +1σ variation

is determined as the difference between the alternative and the nominal model, which is then
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Systematic uncertainty Type Components
Detector Modelling

Luminosity N 1
Electron SN 5
Muon SN 6
Jet energy scale SN 22
Jet vertex fraction SN 1
Jet energy resolution SN 1
Jet reconstruction SN 1
b-tagging efficiency SN 6
c-tagging efficiency SN 4
Light-jet tagging efficiency SN 12
High-pT tagging efficiency SN 1

Background Modelling
Z+jets normalisation N 1
Z+jets modelling: < pl1+l2

T > and < pj1+j2
T > reweighting S 2

tt̄ normalisation N 1
tt̄ modelling SN 3
tt̄+ heavy flavour: normalisation N 2
tt̄+bb̄ SN 8
tt̄+cc̄ SN 5
Lepton misID normalisation N 1
Single top cross-section N 1
Diboson+jets normalisation N 3
tt̄+ V cross-section N 1

Signal Modelling
tt̄H scale SN 2
tt̄H generator SN 1
tt̄H hadronisation SN 1

Table 7.3: Summary list of systematic uncertainties considered in the analysis. The system-
atic uncertainties are taken to be normalisation-only (N), shape-only (S) or both shape and
normalisation (NS) across all processes and regions. Some of the systematic uncertainties are
split into several components for a more accurate treatment.

symmetrised to obtain the −1σ variation. These are summarised in Table 7.3, while also

indicating whether they are taken to be normalisation-only (N), shape-only (S), or to affect

both shape and normalisation (NS).

Luminosity

The integrated luminosity for the data set used has an uncertainty of 2.8%, determined

using van der Meer scans [191]. This systematic uncertainty affects all processes whose

contributions are determined with simulated samples.
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Uncertainties on Physic Objects

While defining physics objects, such as leptons, jets, ETmiss and even jet flavour-tagging, the

reconstruction and calibration processes will lead to associated uncertainties, which were

already discussed in detail in Chapter 5.4. In this analysis, the largest physics objects

related uncertainties are the the b-tagging uncertainties and the jet energy scale.

Leptons

There are in total five (six) systematic uncertainties associated with electrons (muons),

which pertain to the trigger, reconstruction, identification and isolation efficiencies, as well

as lepton energy-momentum scale and resolution.

Jets

In the case of jet selection, the uncertainties are associated with the jet energy scale (JES),

jet vertex fraction (JVF) requirement, jet energy resolution (JER) and jet reconstruction

efficiency. In this analysis, the JES has one of the largest impacts on the fitted signal strength

µ of the binned likelihood fit. It is split into 22 components arising from uncorrelated sources,

which can have different jet pT and η dependencies. The modelling dependence of the JES

calibration has the largest post-fit impact on µ.

Heavy and Light Flavour Tagging

The heavy flavour tagging efficiencies were already briefly explained in Section 5.4.2.6. The

uncertainties on the b-tagging efficiency of jets originating from b, c and light quarks or

gluons, can be split into several uncorrelated components using the eigenvector method,

which consists of a diagonalisation procedure that preserves the correlation among the jet

pT bins of the measured SFs [267]. Therefore, there are a total of six (four) independent

sources of uncertainty affecting the b(c)-tagging efficiency according to the six (four) jet

pT bins used in the efficiency measurement. An additional uncertainty is assigned due to

the extrapolation of the b-tagging efficiency measurement to the high transverse momentum

region. Twelve components are considered for the mistag rate or light-jet tagging, where the

efficiency is parametrised in six bins in jet pT, and in two η regions.

As already mentioned, no additional uncertainty is included due to the use of the TRF

method, since the difference on the systematic uncertainties between using the TRF approach

or applying the MV1 b-tagging algorithm directly is negligible compared to the other sources.
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The b-tagging uncertainty on the fifth pT bin is the third leading uncertainty in terms

of the impact on the fitted signal strength.

Uncertainties on Background Modelling

Z+jets Modelling

The Z+jets data driven modelling, discussed in Section 6.2.1, was obtained from data be-

haviour in control regions not included in the nominal analysis. To improve the modelling

of the Z boson pT spectrum, the method included a cross-section normalisation, an average

pT reweighting of the two leptons and an average pT reweighting of the two leading jets,

determined for different multiplicity bins of jets and b-tagged jets. The variation of the scale

factors within their statistical errors was taken as systematic uncertainty of the Z+jets mod-

elling, resulting in three systematic components symmetrised with respect to the nominal

value.

tt̄+jets Modelling

As already discussed in Section 6.2.2, the inclusive tt̄ + jets normalisation was determined

using data information in control regions selected for different multiplicity bins of jets and

b-tagged jets. The effect of varying the correction scale factors within their statistical errors

is then taken as a systematic uncertainty of the tt̄+ jets normalisation.

The tt̄+jets modelling can be affected by sources of systematic uncertainties, such as

the parton shower and hadronisation model. These uncertainties are derived by comparing

events produced by Powheg interfaced with Pythia or Herwig. By changing the parton

shower, different predictions of parton-level kinematics are observed both in the number

of jets and on the heavy flavour content. Since this fragmentation uncertainty affects the

relative population of flavour jets it is represented by three uncorrelated parameters, one

acting on the tt̄+ light jets contribution and two others on the tt̄+ bb̄ jets and tt̄+ cc̄ jets

contributions. Considering that in this analysis no specific shape correction is applied to

the tt̄ + jets background processes, and a slight mis-prediction in the higher b-tagged bins

of the analysis is present, a conservative systematic on the tt̄ + jets modelling, is included.

The Powheg+Herwig production is then reweighted to relative differential cross-section

measurements of tt̄ + light jets, tt̄ + bb̄ jets and tt̄ + cc̄ jets contributions according to the

difference between
√
s = 7TeV data and simulation in transverse momentum distributions

of the top quark and of the tt̄ system [272]. This reweight technique is used in the combined
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semi-leptonic and dileptonic ATLAS analyses [1] to correct the nominal tt̄ background in-

stead of the alternative data driven method developed in this thesis (Section 6.2.2), which

makes use of the statistics available at
√
s = 8TeV to correct the inclusive tt̄ normalisation.

Since the data driven method used in this thesis does not attempt to correct the shape of

the distributions, or the relative population of tt̄ + light jets, tt̄ + bb̄ jets and tt̄ + cc̄ jets

contributions, this reweight correction is then used as a possible systematic variation of the

tt̄+jets modelling. The tt̄+jets modelling is the leading systematic uncertainty in the results

of this thesis, as will be seen in Section 7.3.

tt̄ + Heavy Flavour Modelling

The MC generator that best models the whole tt̄ + jets production is Powheg+Pythia,

which is used in this analysis as nominal reference. However, the Powheg generator only

includes gb → tt̄b diagrams, which can only provide leading logarithmic (LL ) accuracy

to the modelling of the tt̄ + bb̄ jets. Being the main irreducible background in the signal

regions, a precise tt̄ + bb̄ jets modelling is essential for this analysis. To account for the

limited knowledge on the HF components, supplementary uncertainties are added on the

tt̄ + bb̄ jets and tt̄ + cc̄ jets simulations by comparing different MC generators and parton-

showers to the nominal Powheg+Pythia. Specifically, an exclusive tt̄ + bb̄ jets NLO

prediction with massive b quarks within the Sherpa framework [273] interfaced with the

OpenLoops library [274] sample is considered, as it allows a complete cover of the full

tt̄ + bb̄ jets phase space. The Sherpa+OpenLoops NLO sample was generated using the

Sherpa 2.0 pre-release with the CT10 PDF set following the four-flavour scheme, where

the b quark can only be generated as a massive final state and does not contribute to

the proton PDF. An inclusive tt̄ + jets sample generated with the Madgraph5 1.5.11

generator [236], again with the CT10 PDF set, and with parton shower and hadronisation

performed by Pythia 6.427 is also investigated. This Madgraph+Pythia production

was generated including tree-level diagrams with up to three extra partons following a five-

flavour scheme, with b and c quarks treated as massless partons in the ME calculation as

well as the possibility to have been originated inside the proton.

The cross-section contributions of the tt̄ including different b particle-jet topologies are

shown in Figure 7.3, for Powheg+Pythia, Sherpa+OpenLoops and Madgraph+Pythia

samples. The categorisation on the x axis was done using the number of quarks and particle

jets present per event, including the matching details: tt̄ + b when a single particle jet is
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Figure 7.3: Powheg+Pythia, Sherpa+OpenLoops and Madgraph+Pythia compar-
isons of the tt̄+ bb̄ jets production.

matched to a single b quark; tt̄ + bb̄ when two particle jets are matched to two different b

quarks; and tt̄ + B when a single particle jet is matched to a bb̄ pair. The remaining cate-

gories result of the possible combinations of the previous three. The overall tt̄+b particle-jet

cross-section agrees within 20% between all MC generators, however, the relative distribu-

tion across categories shows that Sherpa+OpenLoops predicts higher contributions of

production processes where a second pair of bb̄ is required, which is also were the biggest

disagreement between inclusive tt̄ + jets and data is seen. A similar classification is also

done for the tt̄+ cc̄ sample.

It is important to note that the Sherpa+OpenLoops NLO sample does not include

certain diagrams of tt̄ + bb̄ jets-like processes. For instance, events such as multiple par-

ton interactions (MPI) that could originate bb̄ pairs overlaying tt̄ + jets events, or gluons

radiated of top decay products that could also decay into a bb̄ pair, known as final-state

radiation (FSR), are not incorporated. The effects of these contributions, MPI and FSR,

are shown in Figure 7.3 for the other two generators. In the following comparisons to the

Sherpa+OpenLoops MC simulation, these contributions are identified and excluded to

avoid double counting their systematic effect.

For most of the relevant kinematic distributions in this analysis, Powheg+Pythia and

Sherpa+OpenLoops show reasonable agreement in the predicted shapes. Slight differ-
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ences are present, however, in distributions of the transverse momentum of the top pair, as

well as the ∆R of the bb̄ pair. When comparing distributions of Powheg+Pythia and

Madgraph+Pythia, good agreement is found. This could be a result of using the same

parton shower program in both samples, since bb̄ pairs are only produced in the showering

process for Powheg+Pythia simulation.

From these detailed comparisons of the tt̄+bb̄ jets between the nominal Powheg+Pythia

and the NLO Sherpa+OpenLoops prediction, a cross-section agreement within 50% of

each other can be seen. As a result, a 50% systematic uncertainty on the normalisation

of the tt̄ + bb̄ component of the nominal tt̄ + jets simulation is included. The same 50%

systematic uncertainty is applied to the normalisation of the tt̄ + cc̄ jets component of the

tt̄ + jets background since no NLO prediction of the tt̄ + cc̄ jets component was available.

These tt̄+heavy flavour normalisation uncertainties on tt̄+bb̄ jets and tt̄+cc̄ jets are treated

as uncorrelated. While having the second highest impact on the signal strength of the sta-

tistical fit performed in this thesis results, the available data sample allows for a significant

constraining of the tt̄+ heavy flavour normalisation uncertainties, as will be shown later.

Shape modelling uncertainties can also be estimated by taking the difference between

parton level differential distributions of Powheg+Pythia and Sherpa+OpenLoops sim-

ulation. Although the full tt̄ + jets cross-section is similar for both generators due to the

DD method applied, the relative cross-sections in each of the heavy-hadrons and particle

jet categories are distinct for each MC sample. Two independent kinematic variables are

then considered according to the event topology: for events without additional HF jets, the

distributions of the pT of the top and tt̄ pair are used; for events with only one additional

HF jet, the distributions of the pT and η of the heavy-flavour jet are used; and for events

with two or more HF jets, the systematic is based on the ∆R and pT of the dijet system.1

Other specific tt̄ + bb̄ jets modelling uncertainties are derived through variations of the

NLO Sherpa+OpenLoops sample. In this analysis, uncertainties are obtained by changing

the functional form of the renormalisation scale to µR = (mtmbb̄)
1/2, changing the functional

form of the factorisation µF and resummation µQ scales to µF = µQ =
∏

i=t,t̄,b,b̄E
1/4
T,i and

varying the renormalisation scale, µR, up and down by a factor of two. The shower recoil

model uncertainty and two additional uncertainties due to the PDF choices (obtained by

taking the full difference between the nominal CT10 PDF and two alternative PDF sets,
1These variables were chosen, since correcting them on the nominal sample to the NLO behaviour

would improve the overall modelling of the remaining kinematic variables [1].
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Figure 7.4: tt̄ + bb̄ jets systematic uncertainties based on (a) scale variations and (b) PDF
choice and shower recoil model of the Sherpa+OpenLoops simulation, across different tt̄+bb̄
parton level categories [1].

MSTW and NNPDF) are also evaluated for completeness. In Figure 7.4, the different

Sherpa+OpenLoops samples are shown across the b particle-jet topologies considered.

The renormalisation scale choice has a large effect on the shape modelling of tt̄ + bb̄ jets,

resulting in the ninth leading uncertainty in the statistical fit. The cross-section prediction of

these systematic uncertainties is corrected with the same data driven method as the nominal

tt̄+ jets, since the normalisation uncertainty is already considered.

Systematic uncertainties related to the MPI and FSR sources of bb̄ pairs are also con-

sidered. For the first one, a dedicated sample with increased MPI activity is used. The

difference between this enhanced sample and the nominal one is taken as systematic varia-

tion, which is around 25% per b-jet arising from MPI. For the latter, and given the nature

of FSR, which originates from gluon splitting, events in the tt̄ + B category are used to

estimate a systematic variation, since these are dominantly produced by collinear g → bb̄.

The difference between the normalised predictions of Powheg (which include FSR) and

Sherpa+OpenLoops (which do not include FSR) in the tt̄+B category, is then taken as

a systematic variation, resulting in an uncertainty of about 40% per extra b-jet arising from

FSR.

As stated previously, for the tt̄+cc̄ jets no NLO calculations were available at the time of
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this analysis. Given the good agreement between the Powheg+Pythia modelling and that

of the multi-leg LO prediction Madgraph+Pythia, the full difference between the two is

taken as a systematic uncertainty, which is particularly interesting as the latter includes the

tt̄ + cc̄ jets process in the matrix element calculation, unlike the Powheg+Pythia where

it is absent. In the MPI categories, however, a large difference is observed between the two

generators. It is possible that these are due to the differences in the Pythia settings used

when producing both samples, since the MPI prediction is modelled by the parton shower.

Here, where Powheg used Pythia 6.426, CTEQ61L pdf and Sandhoff colour-reconnection

scheme [275], Madgraph was instead interfaced with Pythia 6.427 and using CT10 PDF

and Wicke colour-reconnection scheme [276]. Nonetheless, the observed MPI difference is al-

ready covered by the preceding systematic. Similarly to the tt̄+bb̄ jets systematic variations,

the cross-section prediction of the samples used for systematic uncertainty calculations are

corrected with the DD method, since the normalisation uncertainty is already covered. Four

additional systematic uncertainties in the tt̄+ cc̄ jets background estimate are derived from

the variation of factorisation and renormalisation scales simultaneously, matching threshold

and c quark mass (within the range 1.50 ± 0.8GeV) in the Madgraph+Pythia tt̄ + jets

simulation. The difference between the tt̄ + cc̄ jets events in Madgraph+Pythia and

Powheg+Pythia is then taken as a systematic uncertainty.

Misidentified Lepton Background Modelling

Systematic uncertainties on the misidentified lepton background are estimated as a 50%

normalisation uncertainty, since the implemented data driven method depended in same-sign

dilepton events in both data and MC simulation. The uncertainty is considered correlated

across different jet and b-tag multiplicity bins.

Other Background Modelling

Sources of uncertainty related to the remainder background processes were also considered.

The uncertainty associated with the theoretical cross-sections of the single top production

is ±6.8%, corresponding to the theoretical uncertainty on the Wt-channel production [235],

which is the only non-null single top process contributing to the dileptonic final state.

In the case of the diboson background, in order to account for the extrapolation to high jet

multiplicity, an inclusive theoretical NLO cross-section uncertainty of ±5% is applied [234].
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For the tt̄ + V processes, an uncertainty of ±30% is assumed for the theoretical cross-

sections [239, 277].

Uncertainties on Signal Modelling

For the tt̄H signal kinematics, in order to account for the uncertainty on the MC generator

modelling, several systematic uncertainties are considered. The impact of the choice of

factorisation and renormalisation scales as µ0 = µF = µR = (mt +mH)/2 on the tt̄H signal

kinematics is assessed with dedicated NLO PowHel samples, where the default scale is

varied by a factor of two up and down. The effect of changing the functional form of the

scale from the chosen static scale to a dynamical one is also considered systematic, which

is taken as the difference between the two scales where the latter dynamical scale is defined

as a geometrical average of the transverse mass of the generated partons, µdyn = µF =

µR = (mt
T.m

t̄
T.m

H
T )1/3 [139]. Systematic uncertainties on the choices of generator as well

as parton shower and fragmentation model are estimated as the full difference between the

nominal PowHel+Pythia8 prediction and Madgraph5_aMC@NLO [137] interfaced

with Herwig++ [278, 279] or PowHel+Herwig, respectively. Due to the low statistic of

the alternative samples, and in order to avoid further statistical fluctuations, the effect of

the systematic variations on tt̄H distributions were studied at particle level and the nominal

PowHel tt̄H sample are then reweighted to reproduce these variations. The PDF envelope

uncertainty is evaluated following the PDF4LHC recommendation, taking as uncertainty the

maximum difference between the predictions with the MSTW2008 68% CL NNLO, CT10

NNLO and NNPDF2.3 5f FFN PDF sets, which was found to be negligible.

7.2 Multivariate Discriminant Analysis

After the common preselection of events, background modelling, event categorisation and

systematic uncertainty description, in order to probe the dileptonic tt̄H signal, several vari-

ables are investigated based on their discriminant power to distinguish the signal processes

from the background. While the event categorisation in jet multiplicity bins allows for high

signal sensitivity by creating signal-rich regions without any loss of events, after the cate-

gorisation it is rather difficult to further suppress the irreducible tt̄ + bb̄ background with

simple selection cuts. The distinct kinematic properties of the tt̄H signal and of the tt̄+ bb̄

background could allow differentiating the signal from the background, in particular those
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produced by the H → bb̄ decay or those of the angles between the momenta of the pro-

duced particles. The correct identification of the b-tagged jets (whether originated from the

t quark, the t̄ quark or the H boson) is not trivial, and neither is the reconstruction of the

two neutrinos involved in the dileptonic decay, which makes it significantly harder to use as

single sources of discrimination. Kinematic features such as these are, however, taken into

consideration when constructing discriminant distributions for each region of the analysis,

in particular for the signal-rich regions, where the information from diverse sources is com-

bined in multivariate discriminant variables. In this thesis, these properties are additionally

explored at a phenomenological level, including a full kinematic reconstruction algorithm

for the dileptonic tt̄H process, described in Chapter 8.

Robust signal discrimination is obtained by performing a multivariate analysis (MVA)

based on machine learning (ML) algorithms, where a non-trivial discriminating variable is

created using the shape information of several distributions with significant signal-background

contrast as input. In this analysis, three multivariate discriminants are built for regions with

the highest signal significance: (3j, 3b), (≥ 4j, 3b) and (≥ 4j, ≥ 4b). It should be noted

that (3j, 3b) is not considered a signal-rich region due to the small expected S/
√
B, but the

use of a NN discriminant in this region adds sensitivity to the signal. The discrimination

between tt̄H events and background events with similar experimental signatures is tested

with different multivariate classification methods based on machine learning techniques us-

ing TMVA [280], which is an open source software included in ROOT [281]. The correlations

among variables are exploited by training on events with a known classification (either signal

or background) and determining a mapping function that describes the classification or an

approximation of the underlying behaviour defining the target value (regression).

In this thesis, the methods of maximum likelihood, boosted decision trees (BDT), Fisher’s

discriminants and neural networks (NN) are tested for the classification of events. The dis-

criminating power of each method is assessed by analysing the receiver operating charac-

teristic (ROC) curve. The ROC curve represents the background rejection over the signal

efficiency, and therefore the best classifier is the one maximising the area under it. Figure 7.5

presents the performance of the different multivariate algorithms tested for the three regions

(3j, 3b), (≥ 4j, 3b) and (≥ 4j, ≥ 4b). Several input variables were considered, from simple

kinematic distributions to more complex ones, and tested in different combinations for each

of the regions. The results in Figure 7.5 were calculated using the same input distributions

as in the final discriminant calculation shown below. Although, a similar performance can
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Figure 7.5: ROC curves for different multivariate methods: neural networks (blue), Fisher’s
discriminant (red), maximum likelihood (black) and boosted decision trees (green). (a) for
(3j, 3b); (b) for (≥ 4j, 3b) and (c) for (≥ 4j, ≥ 4b). The NeuroBayes method is the best one
in all three regions.

215



7. STATISTICAL ANALYSIS AND RESULTS

be expected from the MVA methods examined, given that the highest performance was

obtained with the neural network method, this was the preferred technique to build the

discriminants in each of the considered regions of this analysis.

For the remaining regions of the analysis, (3j, 2b) and (≥ 4j, 2b), since the signal sensi-

tivity is lower, no MVA technique is applied. Instead, the scalar sum of the jet and lepton

transverse momenta, HT, is used in the likelihood fit that will search for the tt̄H presence.

The signal-depleted bins, rich in data and background events, will allow better control of

the systematic uncertainties, in particular those affecting the tt̄+ light jets production. Be-

ing quite sensitive to the background modelling, as well as systematic uncertainties with

transverse momentum dependence, the HT is a suitable variable for the statistical fit.

7.2.1 Neural Network Training

The NN technique consists in calculating a final output from several input variables by

recurring to one or more intermediate hidden layers of computation. Every layer n can have

multiple nodes, with n = 0 being the first layer where each input variable is a node. An

output is returned by each node j in layer n, which is calculated from a weighted sum of

the outputs of the previous layer n− 1, via a non-linear transfer function. The information

will thus transfer from input to output consecutively, since each node can only be connected

to the layer immediately after. In order to determine the best set of weights, the error/loss

function is minimised while training the NN using events whose classification is known.

The analysis uses the NeuroBayes [282] package to calculate the NN discriminant inde-

pendently for each signal region. This software includes an additional Bayesian regularisation

method during the training stage, that intensifies the weights supported by data while prun-

ing the node connections that are insignificant. This procedure changes the architecture of

the NN reducing the number of free parameters. In this study, the NN was trained with a

single hidden layer with J +2 nodes, where J input variables were fed to the NN algorithm,

and a final layer with one output node.1 All other hyperparameters of the NeuroBayes were

set to the default ones. Both signal and background processes were divided in two sets,

using one set for training and the other one for evaluation.

Considering the rich event topology and the diverse signal-background population in

each jet multiplicity bin, the choice of the input variables is made independently in each
1The use of a single hidden layer with a sufficiently large number of nodes can approximate the Bayes

optimal decision boundary [283].
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Variable Definition NN rank
≥ 4j,≥ 4b ≥ 4j, 3b 3j, 3b

∆ηmax∆η
jj

Maximum ∆η between any two jets in 1 1 1the event

mmin∆R
bb

Mass of the combination of the two b-tagged 2 8 -jets with the smallest ∆R

mbb̄
Mass of the two b-tagged jets from the Higgs 3 - -candidate system

∆Rmin∆R
hl

∆R between the Higgs candidate and the 4 5 -closest lepton

NHiggs
30

Number of Higgs candidates within 30 GeV 5 2 5of the Higgs mass of 125 GeV

∆RmaxpT

bb

∆R between the two b-tagged jets with the 6 4 8largest vector sum pT

Aplanjet
1.5λ2, where λ2 is the second eigenvalue 7 7 -of the momentum tensor built with all jets

mminm
jj Minimum dijet mass between any two jets 8 3 2

∆Rmax∆R
hl

∆R between the Higgs candidate and the 9 - -furthest lepton

mclosest
jj

Dijet mass between any two jets closest to 10 - 10the Higgs mass of 125 GeV
HT Scalar sum of jet pT and lepton pT values - 6 3

∆Rmaxm
bb

∆R between the two b-tagged jets with the - 9 -largest invariant mass
∆Rmin∆R

lj Minimum ∆R between any lepton and jet - 10 -

Centrality Sum of the pT divided by sum of the E for all - - 7jets and both leptons

mmaxpT

jj
Mass of the combination of any two jets - - 9with the largest vector sum pT

H4
Fifth Fox–Wolfram moment computed using - - 4all jets and both leptons

pjet 3
T pT of the third leading jet - - 6

Table 7.4: The definitions and rankings of the variables considered in each of the regions
where a NN is used in the analysis.

region, with several variables surveyed for their discriminating power. The ranking procedure

included in the NeuroBayes package is used to select ten input observables1 in each signal-rich

region according to their statistical separation power and the correlation amongst variables.

Table 7.4 lists the highest-ranked variables selected by the NN and their respective ranking.

The considered input observables varied from straightforward object kinematics, such as

object (or pair) pT and η properties, to slightly more complex observables, such as event

shape distributions or global event variables that required information from all final state

objects. In the regions with ≥ 4 jets, a maximum of five jets are considered to construct the
1The selection of ten input variables results of balancing the robustness of the NN limiting the com-

plexity of the analysis, and obtaining the best separation between signal and background possible.
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kinematic variables, first considering the b-tagged jets and then incorporating the untagged

jets with the highest pT. By resorting to this approach, one ensures that the discrimination

power is not arising from the presence of soft jets, whose correct modelling is quite difficult

to achieve in signal simulation with only NLO accuracy.

Due to the lack of statistical discrimination between signal and background, a full kine-

matic reconstruction of the events is not performed in this analysis. Instead, object pair

properties are used to collect information, even if partially, on the Higgs boson and top

quark pair. The jet assignment is done so that the two b-tagged jets closest in ∆R to the

leptons are considered as having originated from top quarks; from the remainder b-tagged

jets, the ones with highest transverse momenta are assigned to the Higgs candidate. Here,

the use of a NN is particularly advantageous, allowing the combination of the information

of partial event reconstruction variables, such as pT, invariant mass, ∆η and ∆R of jet pairs

or lepton-jet pairs, without the complexities of a full kinematic reconstruction.

Global and event shape variables are less sensitive to the loss of jets through acceptance

effects and can be accessed in every jet and b-tagged jet multiplicity region. The event shape

distributions explored in this study are the sphericity, aplanarity, centrality and the Fox-

Wolfram moments. They can be constructed either using all leptons and jets in the event or

using only the jets in the event (referenced with suffix “jet”). The sphericity and aplanarity

are combinations of the eigenvalues of the linear momentum tensor with his elements defined

as Mαβ =
∑

i p
α
i p

β
i /
∑

i |pi|
2 where i runs over all particles considered, and the indices α β

run over the x, y, z component of the vector momentum of the particle [284]. The centrality

is defined as C =
∑
pT/

∑
E, where the summation runs over all jets and both leptons in

the event. The Fox-Wolfram moments describe the geometrical correlation among objects

in the event in terms of spherical harmonics [285]. The fifth Fox-Wolfram moment is defined

as H4 =
∑

i,j((|p⃗i||p⃗j |)/E2)P4 cos θij where i, j run over all final state objects in the event,

p⃗i is the momentum vector of i, E is the sum of the energy of all considered objects, P4

is the fourth-degree Legendre polynomial and θij is the angle between the objects i and j.

Out of all global event variables considered in this analysis, the HT, the number of Higgs

boson candidates above a pT threshold of 30GeV and the minimum ∆R between the Higgs

candidate and the closest lepton are among the top ten discriminating observables ranked

by the NeuroBayes package.

In Figure 7.6 the normalised distributions used as input for the NN training are shown

for the (≥ 4j, ≥ 4b) region. For completeness, the correlation between the variables is shown
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Figure 7.6: Normalised distributions of the NN highest-ranked input variables in the (≥ 4j,
≥ 4b) region: (a) ∆ηmax∆η

jj ; (b) mmin∆R
bb ; (c) mbb̄ ; (d) ∆Rmin∆R

hl ; (e) NHiggs
30 ; (f) ∆RmaxpT

bb

; (g) Aplanjet ; (h) mminm
jj ; (i) ∆Rmax∆R

hl ; and (j) mclosest
jj . The correlation among the vari-

ables are also shown, (k) for the signal and (l) for the background events.
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(a) (b) (c)
Figure 7.7: NN output for the different regions: (a) for (3j, 3b); (b) for (≥ 4j, 3b) and (c)
for (≥ 4j, ≥ 4b). The distributions are normalised to unit area. Blue filled histogram repre-
sents the tt̄H signal, whereas the dashed red histogram is background.

(a) (b) (c)
Figure 7.8: NN output discriminants in data and MC simulation for the different regions:
(a) for (3j, 3b); (b) for (≥ 4j, 3b) and (c) for (≥ 4j, ≥ 4b). The uncertainty bands include
both MC statistical uncertainty and systematic uncertainties before the fit procedure. The
red dashed line shows the tt̄H signal normalised to the background yield.

in Figures 7.6 (k) for signal and (l) for background events. The correlation is mostly small

(under 40%), although it reaches up to approximately 60% between mmin∆R
bb and mminm

jj .

The input discriminant variables for the other two regions can be seen in Appendix B. All

observables and their pairwise correlations are well described in simulation in all control

regions.

As can be seen in Table 7.4, the NeuroBayes selection of the input variables according

to their discriminating power and correlation is quite similar for the regions with ≥ 4 jets,
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7.3 Binned Likelihood Fit to Data

mostly due to the identical kinematics of events between the two regions. However, the

ranking among the selected variables is different. This is mostly due to the signal topology,

where ≥ 4 b-tagged jets are expected, as well as the different populations of heavy flavoured

jets of the dominant background processes in each region. In the (≥ 4j, 3b) region, global

variables or variables which do not directly dependent on the b-tagging of jets become more

important for the NN algorithm. This is even more noticeable in the (3j, 3b) region where the

signal sensitivity is smaller and the discriminating power of event shape variables becomes

more prominent. Furthermore, the maximum ∆η between any two jets in the event is the

highest ranked discriminant observable in all three signal regions.

The NN output is a set of weights, and a response function, that can be applied to any

signal or background process to determine if the process is background-like or signal-like.

In order to separate signal from background, the algorithm is applied to the data in the

aforementioned regions. Figure 7.7 illustrates the distribution of the NN discriminant for

the tt̄H signal and background. For all jet and b-tagged jet multiplicity regions considered

in the fit, the tt̄H signal includes all Higgs decay modes, which were also included in the

NN training. The NN output distributions in data and MC events are shown in Figure 7.8

for the three regions with highest signal significance. A good agreement between data and

simulation is seen in the NN discriminants, as a result of the already good description of the

selected input variable distributions.

7.3 Binned Likelihood Fit to Data

The distributions of the discriminants from each of the five regions considered are combined

to test for the presence of a signal, assuming a Higgs boson mass of mH = 125GeV. The

dileptonic tt̄H search performed in the framework of this thesis is based on the maximisation

of a likelihood function. In this statistical test, the likelihood function gives the probability

that a given hypothesis is compatible with the observed data. In order to validate the sim-

ulated tt̄H production process two hypothesis are tested: one describing the already known

physics processes (H0, null or background-only hypothesis), and one which also includes the

tt̄H production (H1, test or signal plus background hypothesis). A signal strength modifier,

µ, defined as:

µ =
σtt̄H
σSM
tt̄H

, (7.3)
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whose values will depend on the physics hypothesis under study — 0 in the null hypothesis, 1

in the test hypothesis — is the parameter of interest in the fit. The modified frequentist ap-

proach [286, 287] for confidence levels, is used to construct a likelihood function L(data|µ, θ)
in terms of µ, the nuisance parameters θ and the observed data n. Assuming data follows

a Poisson distribution and considering the minimum division in which the observed data is

classified, i.e. one single histogram bin, i, in one region, j, the binned likelihood function

describing the probability of the observed n events to have been produced by the model is:

L(data|µ, θ) =

all reg.∏
j

Poisson (data|µs(θ) + b(θ)) .
all NP∏

k

ρ(θ) (7.4)

=

all reg.∏
j

all bins (j)∏
i

(
µsij(θ) + bij(θ)

)nij

nij !
e−(µsij(θ)+bij(θ)).

all NP∏
k

ρ(θ) , (7.5)

where the event yields of signal and background processes are denoted as s and b, and the

nuisance parameters (NP) θ account for the systematic and statistical uncertainties on these

predictions. The probability density function ρ(θ) is usually referred as a prior on θ and

assumes different functional forms depending on the nature of the NP: Gaussian or log-

normal, for shape or normalisation systematic uncertainties respectively; a Gamma pdf can

be additionally used for statistical uncertainties. In the limit of small uncertainties, both

the log-normal and Gamma pdfs can be approximated to a Gaussian distribution. In this

study, the ρ(θ) functions are broken down in such a way as to be treated as either 100%

correlated or uncorrelated, allowing the inclusion of all constraints in the likelihood in a

clean factorised form, as mentioned in Section 7.1.2. For each uncertainty break, θ = 0

corresponds to the template of the nominal distribution, whereas θ = ±1 corresponds to the

±1σ variation of the systematic uncertainty.

The likelihood function can then be maximised in two distinct ways, resulting in: an

unconditional maximum likelihood, L(µ̂, θ̂), where both the signal strength and the nuisance

parameters are fitted; or a conditional maximum likelihood, L(µ, ˆ̂θ(µ)), when maximised for

a fixed value of the signal strength µ. Conventionally, the profile likelihood ratio defined

as λ(µ) = L(µ,
ˆ̂
θ(µ))/L(µ̂, θ̂) is used as the test statistic for most LHC searches. Ranging

from 0 < λ < 1, the profile likelihood implies that the hypothesised value of µ has a good

description of data when λ is close to unity. In this analysis, the test statistic used is

qµ = −2 ln(λ(µ)) = −2 ln(L(µ,
ˆ̂
θµ)/L(µ̂, θ̂)) , (7.6)
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7.3 Binned Likelihood Fit to Data

where the best fit values µ̂ and θ̂ are the values of the parameters that maximise the likelihood

function (with the constraints 0 ≤ µ̂ ≤ µ), and ˆ̂
θµ are the values of the nuisance parameters

that maximise the likelihood function for a given value of µ [288].

The probability that the observed data originates from the considered hypothesis can be

computed from the test statistic as a p-value:

pµ =

∫ ∞

qµ obs.

f(qµ|µ)dqµ (7.7)

with qµ obs. the observed value of the test statistic in data and f(qµ|µ) the pdf of qµ assuming

the hypothesis µ. For example, p0 is the p-value in the background-only hypothesis where

µ = 0, which refers to the probability of the observed data to be caused by a fluctuation

in the background-only hypothesis. Additionally, the test statistic can provide statistical

inferences about µ, such as upper limits using the confidence level CLs method [286]–[288].

A more general p-value, which assesses the compatibility of an hypothesis µ when the data

is originated from a model with µ′, can be determined using the pdf f(qµ|µ′) with µ ̸= µ′.

For instance, to characterise the expected performance of a search-like analysis, f(q0|1) is

used to compute the median significance for a discovery, while f(q1|0) returns the expected

95% CL limit in the absence of a signal.

An alternative way to access the probability that the observed data originates from the

background-only hypothesis (µ = 0) is the significance, Z0, which can be determined from

to the p0 value as:

Z0 = Φ−1(1− p0) , (7.8)

where Φ−1 is the inverse of the cumulative distribution of the standard Gaussian. This means

that a Gaussian distributed variable which is Z0 standard deviations above the background-

only hypothesis, has an upper-tail probability equal to p0. Conventionally, an appropriate

significance value to reject the background-only hypothesis is Z0 = 5 standard deviations,

which in the particle physics community constitutes a discovery of a new signal.

Since the expected number of events depends on variations of the nuisance parameter

value, during the maximisation of the likelihood, adjustments in θ will occur in order to

improve the agreement between the model expectation and the observed data. A shift, or

pull, of a nuisance parameter’s central value can occur to improve the data and simulation

agreement; and/or a reduction (or constraint) of a nuisance parameter’s uncertainty with

respect to the nominal value, if the initial large uncertainty effect is not compatible with the
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range allowed by data. The fitted values of the nuisance parameters will then correspond

to the amount that best fits the data. In particular, when several NP create a similar

effect and the total variation is larger than the precision supported by data, a correlation

(or anti-correlation) is established, so that the combined effect is at the level of the data

statistics. This procedure of including the nuisance parameters in the fit is referred to

as ‘profiling’, which results in additional information on the systematic uncertainties and

therefore an improvement in the analysis sensitivity. By taking advantage of the highly

populated background-dominated control regions included in the likelihood fit, the impact

of systematic uncertainties on the search sensitivity can be reduced.1 Such a powerful fit

procedure requires a good understanding of the effect of each systematic uncertainty on the

shapes of the discriminant distributions per fit region and process. In order to identify the

leading systematic uncertainties affecting the sensitivity of the search, a ranking procedure

of nuisance parameters is also used, which allows for more detailed study of the systematic

sources.

For the dileptonic tt̄H search, a simultaneous fit to the data on the discriminant distri-

butions of the five analysis regions ((3j, 2b), (3j, 3b), (≥ 4j, 2b), (≥ 4j, 3b) and (≥ 4j, 4b))

is performed under the signal-plus-background hypothesis. The signal-strength parameter

µ, which is the parameter of interest in the fit, is required to be the same in all fit regions.

Each analysis region is differently populated and has diverse contributions of systematic un-

certainties. The normalisation of each background is determined from the fit simultaneously

with µ, while the profiling of the NPs allows the fit to constrain the systematic uncertainties.

The statistical uncertainties in each bin of the discriminant distributions are also considered

in the fit with dedicated parameters. Figures 7.9 and 7.10 show the distributions before

and after the fit for the signal-depleted and signal-rich regions respectively. For the (3j,

2b) and (≥ 4j, 2b) regions, the HT distribution is used in the fit, while for the remaining

regions the NN output is used. The performance of the fit is tested using simulated events

by injecting tt̄H signal with free signal strength, which is then compared to the fitted value.

Good agreement between the injected and measured signal strength is observed. Compared

to the pre-fit distributions, the background uncertainty is significantly reduced after the

fit. Contributions from tt̄, W/Z+jets production, single top quark production, diboson and

1It should be noted that a too simplistic systematic treatment might induce overconstraints, which
should be avoided.
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(a) (b)

(c) (d)

(e) (f)

Figure 7.9: Comparison between data and prediction for the discriminant distributions on
the background dominated regions before (left) and after (right) the fit: (a) and (b) for (3j,
2b); (c) and (d) for (≥ 4j, 2b); and (e) and (f) for (3j, 3b). The tt̄H signal yield is shown
normalised to the fitted µ (solid red histogram) and normalised to the total background pre-
diction (hashed red line). The hashed area represents the total uncertainty on the background
and the first (last) bin in all figures contains the underflow (overflow).
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(a) (b)

(c) (d)

Figure 7.10: Comparison between data and prediction for the NN discriminant distributions
on the signal-rich regions before (left) and after (right) the combined fit: (a) and (b) for (≥
4j, 3b); and (c) and (d) for (≥ 4j, 4b). The tt̄H signal yield is shown normalised to the fitted
µ (solid red histogram) and normalised to the total background prediction (hashed red line).
The hashed area represents the uncertainty on the background and the first (last) bin in all
figures contains the underflow (overflow).

tt̄V backgrounds are constrained by the uncertainties of the respective theoretical calcula-

tions, of the luminosity and of the data themselves. In addition, the anti-correlations among

sources of systematic uncertainty, that result of the fit to the data, further restrain the total

background uncertainty. For example, the highly populated (3j, 2b) provides a powerful

constraint on the overall normalisation of the tt̄ background, while both (3j, 2b) and (≥ 4j,

2b) regions of the analysis, which are almost pure in tt̄+light-jets background, provide an
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(a) (b)
Figure 7.11: Comparison between data and prediction for the validation region (2j, 2b) be-
fore (a) and after (b) the statistical fit. The tt̄H signal yield is shown normalised to the fitted
µ (solid red histogram) and normalised to the total background prediction (hashed red line).
The hashed area represents the uncertainty on the background and the first (last) bin in all
figures contains the underflow (overflow).

important constraint on tt̄ modelling uncertainties both in terms of normalisation and shape.

The fact that regions with exactly 3 and ≥ 4 b-jets have different fractions of tt̄+bb̄ jets and

tt̄+cc̄ jets backgrounds, allow the possibility to constrain uncertainties on the normalisations

of these processes. Ultimately, the combined fit improves the overall signal sensitivity of the

analysis. Further confidence in the fit procedure is attained, since the agreement between

MC simulation and data in the validation region (2j, 2b), which was not used in the fit, has

also improved after the statistical fit, as can be seen in Figure 7.11.

A summary of the yields after the fit in the five fitted regions is included in Figure 7.12.

Table 7.5 shows the event yields after the fit in all analysis regions, including the validation

region (2j, 2b). The uncertainties are calculated, considering the correlations among nuisance

parameters and among processes, as the sum in quadrature of statistical and systematic

uncertainties on the yields. As previously mentioned, the uncertainties decrease significantly

in all regions due to constraints provided by data and correlations between different sources

of uncertainty introduced by the fit to the data.

Figure 7.13 summarises the fitted NPs under the signal-plus-background hypothesis.

For each NP, the deviation of the fitted values θ̂ from its nominal value θ0 is shown (black

points) in units of the pre-fit standard deviation ∆θ. The post-fit uncertainty of each
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2j, 2b 3j, 2b 3j, 3b
tt̄H 5.37 ± 3.39 19.2 ± 11.9 6.98 ± 4.63

tt̄ + light jets 13 600 ± 331 8410 ± 149 115 ± 15.0
tt̄ + cc̄ jets 340 ± 46.1 693 ± 69.6 88.6 ± 28.8
tt̄ + bb̄ jets 177 ± 42.5 294 ± 71.6 116 ± 30.4
tt̄ + W/Z 7.67 ± 2.49 18.7 ± 6.1 1.68 ± 0.574
Single Top 394 ± 33.3 242 ± 21.5 6.24 ± 0.892
Dibosons 5.69 ± 3.19 3.44 ± 2.64 0.0571 ± 0.0538
Z + jets 502 ± 36.5 275 ± 23.9 12.7 ± 3.72
Fakes 21.8 ± 12.1 20.2 ± 11.3 0.754 ± 0.453
Total 15 000 ± 352 9980 ± 175 348 ± 14.3
Data 15296 9996 374

≥ 4j, 2b ≥ 4j, 3b ≥ 4j, ≥ 4b
tt̄H 54.5 ± 33.6 29.2 ± 18.4 8.45 ± 5.66

tt̄ + light jets 4550 ± 120 156 ± 19.3 2.32 ± 0.542
tt̄ + cc̄ jets 764 ± 72.6 157 ± 51.6 6.82 ± 3.08
tt̄ + bb̄ jets 299 ± 80.6 188 ± 52.2 29.0 ± 8.75
tt̄ + W/Z 39.4 ± 14.8 6.45 ± 2.78 0.868 ± 0.326
Single Top 121 ± 21.4 8.93 ± 2.78 0.611 ± 0.166
Dibosons 3.12 ± 2.18 0.179 ± 0.209 0.006 29 ± 0.0419
Z + jets 127 ± 20.4 13.3 ± 8.50 0.386 ± 0.492
Fakes 21.6 ± 12.1 3.47 ± 2.03 0.280 ± 0.200
Total 5980 ± 138 562 ± 22.0 48.8 ± 6.64
Data 6002 561 46

Table 7.5: Post-fit event yields for tt̄H signal, relevant backgrounds and observed data in
all multiplicity bins considered in the analysis. The uncertainties on the expected event yields
include both statistical and systematic sources.

228



7.3 Binned Likelihood Fit to Data

Figure 7.12: Post-fit summary of the MC prediction to data comparison after in all analy-
sis regions. The signal is shown in red, both normalised to the SM prediction (filled red area
stacked on the background) and normalised to the total number of background events (dashed
red line). The total uncertainty on the yields is represented by the hashed area.

NP, σθ, is represented by the associated error bar in units of the prior uncertainty. The

correlation values amongst the fitted NP are mostly below 5%. When data does not provide

any further constraint on an uncertainty, σθ is close to unity. However, for values of σθ
much smaller than one, a significant reduction or constraining with respect to the original

uncertainty occurred. The most relevant pulls and constraints of the NP by the available

data in the regions considered in the fit are mainly associated with the large uncertainties

on tt̄ modelling, and in particular the irreducible tt̄+ bb̄ jets background.

For completeness, the effect of the various systematic uncertainties on the fitted value

of µ, including the constraints provided by the data is shown in Figure 7.14. Only the

systematic uncertainties with the largest impact on the measured signal strength are shown.

Similarly to Figure 7.13, the deviation of each fitted parameter from its nominal value is

represented (black points) in units of the pre-fit standard deviation ∆θ and are measured

by the scale in the bottom axis. The NP are sorted according to the post-fit effect each

has on µ (filled blue and cyan areas) conforming to the scale of the top axis, with those

with the largest impact at the top. The post-fit effect on µ is calculated by fixing the

corresponding nuisance parameter at θ̂ ± σθ and performing the fit again. The effect a

particular systematic uncertainty has on µ is then represented as the difference between the

default and the modified signal strength, ∆µ.

The leading systematic uncertainty in the results of this thesis is the variation of the

tt̄ modelling (named ‘tt_herwig’ in the figures), which is not supported by data and is
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significantly constrained to approximately 30% of its pre-fit value. The reduction of the

systematic uncertainty was already somewhat expected, since it was a rather conservative

approach based on 7TeV data, which has less statistics than the dataset used for this

thesis. The post-fit normalisations of each of these background processes change slightly,

for example increasing the tt̄+ cc̄ jets population in all the regions, always being within the

uncertainty limits of the respective pre-fit values.

The tt̄ + heavy flavour normalisation uncertainties are the second leading effect on the

fitted signal strength µ. These uncertainties pertaining to the tt̄+cc̄ jets and tt̄+bb̄ jets back-

grounds, are reduced by more than one half from the initial 50%, while the pull is marginally

negative. The post-fit yields for tt̄ + cc̄ jets and tt̄ + bb̄ jets backgrounds change slightly,

but remain in agreement with their pre-fit values within the total systematic and statistical

uncertainties. This effect is caused by the interplay between the tt̄+ heavy flavour normal-

isation uncertainties and several other systematic uncertainties affecting these background

yields. Nevertheless, the available data allows the reducing of the uncertainty, improving

the sensitivity of the search.

The tt̄+ bb̄ jets modelling uncertainties affecting the shape of this background, and with

no correlation with other tt̄ backgrounds, are in agreement with the nominal prediction.

The generator uncertainty (‘ttbb_SHERPAOL’) and the renormalisation scale uncertainty

(‘ttbb_R_Mbb’ in the figures) have negative pulls and are constrained by the available data

to a fraction of the respective pre-fit value. The uncertainty on the renormalisation scale is

the ninth ranked nuisance parameter of the fit and the effect on µ is already very small.

Uncertainties arising from detector modelling, such as those related to jets, have also

shown considerable pulls and constraints within the fit. The uncertainty on the jet flavour

composition (‘flavour_comp’) affects analyses that are performed using a different flavour

fraction than the sample used to derive the jet energy scale calibration. This is due to the

jet energy response being different for quark-initiated jets than for gluon-initiated jets [289].

The NP has a negative pull, with constrained uncertainty, that agrees with the nominal

prediction. The jet vertex fraction uncertainty (‘JVF’) is assessed by changing the JVF cut

in such a way as to cover differences in the data to MC simulation agreement in a sample

with one single jet. Here, the data in the fit does not support the total uncertainty of the

simultaneous variation of the JVF cut for all the jets in the event, and as such constrains

it to a fraction of its pre-fit effect. The jet energy resolution uncertainty (´JER’) was

conservatively estimated from the uncertainty for low transverse momenta jets as explained
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Figure 7.13: Fitted nuisance parameters under the signal-plus-background hypothesis. The
deviation of each of the fitted parameters, θ̂, from its nominal value θ0, is represented (black
points) in units of the pre-fit standard deviation ∆θ. The associated error bar represents the
post-fit uncertainty, σθ, in units of the prior uncertainty. The 1σ (2σ) error bands are repre-
sented in green (yellow).
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Figure 7.14: Fitted nuisance parameters under the signal-plus-background hypothesis,
sorted according to their impact on the measured signal strength µ, with those with the
largest impact at the top. The points, which are drawn conforming to the scale of the bottom
axis, represent the deviation of each of the fitted nuisance parameters, θ̂, from its nominal
value θ0, in units of the pre-fit standard deviation ∆θ. The error bars show the post-fit uncer-
tainties σθ. The post-fit effect of each NP on µ (filled blue and cyan areas) is conforming to
the scale of the top axis.

in Section 5.4.2.3 and is constrained almost 50% of its initial values by the statistical fit,

which uses the high multiplicity of jets available in the analysis. The big variations of

most of the JES related uncertainties (whose nomenclature in the figures includes ‘JES’
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and ‘EtaIntercalibration’) are not allowed by the high data statistics of the analysis regions,

which therefore constrains their values. All of these jet related uncertainties affect primarily

low pT jets, being constrained in the signal-depleted regions and do not have a significant

effect on the fitted value of µ.

The noticeable pulls of some uncertainties related to the flavour tagging of jets in the

analysis can be understood by the relatively small amount of data in the regions with the

highest b-jets multiplicity. The light-tag systematic uncertainty ‘BtagSyst_light_break11’

is the component with the largest eigenvector after diagonalisation of the light-tagging un-

certainties. Since the ≥ 4b region has limited data, the statistical fit cannot significantly

constrain the uncertainty. Its impact on the fitted value of µ is quite small. The b-tagging

eigenvector 5 (‘BtagSyst_btag_break5’), corresponds to the largest eigenvector after di-

agonalisation of the b-tagging uncertainties, which produces a large variation that is not

supported by data and is therefore slightly constrained by the data in the fit. Similarly

to the previous systematic, being the largest eigenvector component, it is sensitive to the

reduced availability of events in the ≥ 4b region, where possible mistagging can occur. Al-

though this constitutes the third leading nuisance parameter of the fit, the impact on the

signal strength µ is already sufficiently small.

The normalisation of the tt̄ + W/Z background, with Z → bb̄, is among the highest

ranked NP impacting the signal strength µ of the fit. Being an irreducible background of

the tt̄H signal, with a very small contribution in most regions of the analysis which are

mainly dominated by tt̄+jets events, the uncertainty on the tt̄+W/Z normalisation cannot

be significantly constrained by the fit. Nevertheless, its impact on µ is meagre.

The remainder systematic uncertainties do not affect the sensitivity of the analysis sub-

stantially, and have less significant pulls and constraints.

7.4 Limit on tt̄H Production

From the statistical fit performed over the five regions of the dileptonic analysis, on the

signal-plus-background hypothesis, the obtained fitted value for the signal strength formH =

125GeV is:

µ[mH = 125 (GeV)] = 3.7± 2.2. (7.9)

The expected uncertainty for the signal strength (assuming µ = 1) is ±2.1.
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95% CL Observed −2σ −1σ Median −1σ +2σ
Median

upper limit (µ = 1)

Dilepton 7.8 2.4 3.3 4.5 6.4 8.8 4.6

Table 7.6: Observed and expected (median, for the background-only hypothesis) 95% CL
upper limits on σ(tt̄H) relative to the SM prediction, assuming mH = 125GeV. The 68% and
95% confidence intervals around the expected limits under the background-only hypothesis
are also provided, denoted by ±1σ and ±2σ, respectively. The expected (median) 95% CL
upper limits assuming the SM prediction for σ(tt̄H) are shown in the last column.

In order to test the compatibility of data with the background-only hypothesis, the

observed (expected) significance of the signal is 1.8 (0.5) standard deviations.

Since no significant excess over the background-only hypothesis is found, a 95% CL

upper limit can be set on the signal strength modifier, as implemented in the RooFit

package [290, 291]. The observed limits, those expected with and without assuming a SM

Higgs boson with mH = 125GeV, are shown in Table 7.6. A signal 7.7 times larger than

predicted by the SM is excluded at 95% CL using the CLs method. The expected upper

limit at a 95% CL is µ < 4.5 under the background-only hypothesis. A signal 4.6 times

larger than the SM prediction is expected to be excluded in the case a SM Higgs boson.

The combination of single lepton and dilepton analyses to search for the tt̄H (H → bb̄)

has been performed in ATLAS [1]. Using orthogonal datasets at
√
s = 8TeV and equivalent

analysis procedures in both channels, a combined fit is performed to nine regions of the

single lepton search and six regions from the dilepton search. For this combined result,

alternative methods to estimate the tt̄+jets background to those described in Section 6.2.2

are applied as previously mentioned. These methods rely in shape modelling variables based

on the top quark and top quark pair momenta, determined from 7TeV data. Instead, in

this thesis, no direct shape modelling correction of the tt̄+jets is attempted and the yield

estimation is based on 8TeV data from the (2j, 2b) region, which is then used as validation of

the dilepton fit. As a complementary approach, the method implemented in the combined

analysis is used in this thesis as a systematic uncertainty of the tt̄+jets modelling. The

result of the combined fit is shown in Figure 7.15, including the individual single lepton and

dilepton fits. Table 7.7 summarises the 95% CL exclusion limits with their corresponding

error bands. A good agreement in the fitted values is observed between the individual
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95% CL Observed −2σ −1σ Median −1σ +2σ
Median

upper limit (µ = 1)
Semi Lepton 3.6 1.4 1.9 2.6 3.7 4.9 3.6

Dilepton 6.7 2.2 3.0 4.1 5.8 7.7 4.7
Combination 3.4 1.2 1.6 2.2 3.0 4.1 3.1

Table 7.7: Summary of the combination of single lepton and dilepton observed and expected
(median, for the background-only hypothesis) 95% CL upper limits on σ(tt̄H) relative to the
SM prediction, assuming mH = 125GeV [1]. The 68% and 95% confidence intervals around
the expected limits under the background-only hypothesis are also provided, denoted by ±1σ
and ±2σ, respectively. The expected (median) 95% CL upper limits assuming the SM predic-
tion for σ(tt̄H) are shown in the last column.

and the combined analyses, as well as between the dileptonic analysis in this thesis. The

combination of the two analysis improves the expected sensitivity, resulting in the exclusion

at 95% CL of a signal 3.4 times larger than predicted by the SM. A signal 2.2 times larger

than the SM prediction is expected to be excluded in the absence of the tt̄Hprocess, and

3.1 times larger than the SM prediction if the tt̄H process is present with SM strength. The

combined analysis has a fitted signal strength of µ = 1.5 ± 1.1. The observed (expected)

significance of the signal is 1.4 (1.1) standard deviations.

For completeness, the results of the CMS Collaboration for the equivalent 8TeV analysis

are included here[292]. The CMS individual dileptonic observed (background-only expected)

exclusion limit at 95% CL is µ < 7.7 (6.9), and the best-fit value of µ is µ = 1.0+3.3
−3.0. The

combined single lepton and dilepton observed (background-only expected) limit at 95% CL

is µ < 4.2 (3.3), corresponding to a best-fit value µ = 1.2+1.6
−1.5.

Although, no evidence of a tt̄H signal is found within the 8TeV statistics analysed, the

dileptonic analysis documented in this thesis provides competitive results compared to those

obtained at the same centre-of-mass energy and for the same final states.
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Figure 7.15: 95% CL upper limits on σ(tt̄H) relative to the SM prediction, σ/σSM , for the
individual channels as well as their combination [1]. The observed limits (solid lines) are com-
pared to the expected (median) limits under the background-only hypothesis and under the
signal-plus-background hypothesis assuming the SM prediction for σ(tt̄H) and pre-fit predic-
tion for the background. The surrounding shaded bands correspond to the 68 and 95% confi-
dence intervals around the expected limits under the background-only hypothesis, denoted by
±1σ and ±2σ, respectively.
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8

Top Quark Couplings at the LHC

In this chapter, top quark couplings are explored in both neutral and charged currents. New

observables are introduced that allow probing the nature of the top quark couplings to the

Higgs boson (in Section 8.2) and to the W bosons (in Section 8.3). Although studied here at

LHC energies, these observables can also be considered in future high luminosity datasets,

with possible different discrimination powers.

8.1 Introduction

As already mentioned in Chapter 2, the Standard Model does not fully explain the mat-

ter/antimatter asymmetry of the Universe, for which new sources of CP violation are needed.

The magnitude of the observed asymmetry could potentially be accounted for with BSM

physics, for which the top quark, with a mass close to the electroweak scale, could be a

sensitive probe. In particular, the top quark couplings, whether via neutral or charged pro-

cesses, can provide a rigorous test of the SM framework and are a prolific playground for

new physics. In this thesis, the top quark Yukawa coupling to the Higgs boson as well as the

top quark electroweak coupling to the W boson are investigated considering different BSM

scenarios, while angular based observables are proposed to gauge their nature.

The chapter is organised as follows. First, in Section 8.2, a study of the top quark Yukawa

coupling to the Higgs boson is presented, which resulted in the publication of “Angular

distributions in tt̄H(H → bb̄) reconstructed events at the LHC” [3] and “Probing the CP

nature of the Higgs coupling in tt̄h events at the LHC” [4]. Then, in Section 8.3, the nature

of the top quark couplings in charged currents is probed using the polarisation of the top
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quark, whose results were published in “New directions for top quark polarisation in the

t-channel process” [5].

8.2 Top quark and Higgs boson Yukawa Coupling

The top quark-Higgs boson Yukawa coupling can be investigated using dileptonic tt̄h events,

as the nature of this production process allows for a direct probe of the coupling. The

possibility of CP violation can be guaranteed by considering BSM models where the Higgs

boson, h, has no definite CP quantum number, such as supersymmetry (SUSY) or two Higgs

doublet model (2HDM). The most general Yukawa coupling for the top quark is defined as,

L = κ yt t̄ (cos(α) + iγ5 sin(α)) t h, (8.1)

where yt is the SM Higgs Yukawa coupling and α represents a CP phase. The resulting

Yukawa coupling has then two components — a CP even associated to a SM-like spin 0,

parity even h boson, here named H boson for simplicity; and a CP odd with a pseudoscalar

spin 0, parity odd h boson, here called A boson (see for example [293]). The SM Higgs

boson can be restored with cos(α) = ±1, whilst the pure pseudoscalar is attained by setting

cos(α) = 0. Departures from the SM nature of the Higgs boson can be accessed by comparing

the kinematical properties of tt̄h samples with a SM JCP = 0+ Higgs boson (labelled tt̄H)

to samples of tt̄h signal with pure pseudoscalar JCP = 0− Higgs boson (labelled tt̄A).

Given the state of the art results, the pure pseudoscalar scenario, tt̄A, has been excluded

at a 99% CL, with most results being consistent with a SM-like spin 0, parity even boson.

A CP admixture of the two components is, however, still possible. Recently, ATLAS and

CMS studied the CP-nature of the 125GeV Higgs boson in tt̄H (H → γγ) events, resulting

in the exclusion of the pure CP-odd hypothesis at 3.9σ and setting a 95% CL observed

(expected) exclusion upper limit for the CP mixing angle of 43◦ (63◦) [160]. The decay of

the tau lepton can also be used to probe the ratio between the CP-even and the CP-odd

components on the Yukawa coupling. The tau lepton CP mixing angle was measured by

CMS, using
√
s = 13TeV events, as 4◦ ± 17◦, with an observed (expected) exclusion upper

limit of 36◦ (55◦) [158].

In this exploratory study, several angular observables are tested to gauge the mixing

between the CP-even and the CP-odd components of the top quark Yukawa coupling to a

125GeV Higgs boson. Most of the observables rely on kinematic and spatial information of
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the particles produced in the hard scatter, i.e. t, t̄ and h, which are only accessible exper-

imentally through a reconstruction algorithm. In Section 8.2.1 a simple tt̄h reconstruction

method, built specifically for this purpose, is explained. A set of new observables are pro-

posed and thoroughly investigated in section 8.2.2, while also testing several others already

presented in literature. The tt̄H signal discrimination against the irreducible tt̄bb̄ is investi-

gated using these observables. The CP-even and CP-odd components in the tt̄h process are

probed in Section 8.2.3, using angular distributions of the decay products that present good

discrimination between the scalar and the pseudoscalar components of the Higgs.

8.2.1 tt̄H Event Reconstruction

The tt̄H dileptonic events pose quite a challenging kinematic reconstruction. Despite hav-

ing a very clean signature with two oppositely charged leptons, the final state events are

substantially busy, with two neutrinos escaping direct detection and high jet activity, par-

ticularly in the H → bb̄ decay channel where the high multiplicity of b quarks leads to an

overwhelming presence of jets in the detector. In this study, the kinematic reconstruction

of tt̄H (H → bb̄) events in the dilepton channel of the top quark pair decay is done by fully

reconstructing the undetected neutrinos and matching all final state particles to their possi-

ble mother particles, i.e. top quark, top antiquark and Higgs boson. Although challenging,

the full kinematic reconstruction of the tt̄H dileptonic events allows the access to spatial

information, such as the angular distribution of the particles resulting from the hard scatter

which would otherwise be unreachable. The chosen reconstruction method consists on a

kinematic fit to the events using mass constraints and energy-momentum conservation. The

kinematic fit was developed for the tt̄H analysis framework within this thesis and used here

to provide access to the spin information of the t, t̄ and H produced in the hard scattered

interaction.

The tt̄H(H → bb̄) dileptonic decay has a final state signature with four b-jets, two

charged leptons, and two neutrinos. In order to reconstruct these events, final states with

exactly two charged leptons and at least four reconstructed jets are required. Only leptons

and jets with pT ≥ 20GeV and η ≤ 2.5 are considered. In the reconstruction method, no

b-tagging is used to identify the flavoured jets.1 Despite being used in the reconstruction to

account for the sum of the momenta of the two neutrinos in the x× y plane, no additional
1However, in the following studies b-tag requirements are occasionally needed. Unless stated otherwise,

no b-tagging prerequisite is made.
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selection cuts are applied to the missing transverse energy of the events, Emiss
T . Considering

only the measured information − the masses of the detectable particles, the momenta of

charged leptons and jets, and the missing energy in the transverse plane − is not enough

to directly reconstruct the event kinematics, since the presence of two neutrinos creates

an under-constrained kinematic system. The reconstruction fit takes into consideration

additional constraints, allowing the full reconstruction of the tt̄H dilepton system.

The performance of the kinematic reconstruction algorithm was done at simulation

level using tt̄H events generated at LO using Madgraph5_aMC@NLO [137] with the

NNPDF2.3 PDF sets [76] at
√
s = 13TeV. The event generation was done with the default

dynamic factorisation and renormalisation scales. Also set to the generator default values

were the masses of the top quark and the SM Higgs boson. The Higgs boson is assumed to

be a scalar particle (CP = 1) according to the SM. The decay of the heavy particles is pro-

cessed by MadSpin [294] which preserves the full spin correlations of the t→ bW+ → bℓ+νℓ,

t̄ → b̄W− → b̄ℓ−ν̄ℓ and h → bb̄ decays, with ℓ± ∈ {e±, µ±}. The shower and hadronisation

processes were simulated with PYTHIA 6 [201] and fast detector-simulation was performed

using Delphes [295] with the ATLAS detector as default.

Neutrino Reconstruction

Assuming the neutrinos are the only source of missing transverse energy, a kinematic solution

for the x and y components of the neutrinos four momenta can be found:

pνx + pν̄x = Emiss
x , (8.2)

pνy + pν̄y = Emiss
y , (8.3)

where pν (pν̄) represents the neutrino (antineutrino) momentum and Emiss
x,y the components

of the transverse missing energy. The masses of the W± bosons and the top quark/antiquark

(mW and mt respectively) can be used to constrain the dileptonic decay of the top quark

pair, such that the full momenta of the two neutrinos can be obtained from:

(pℓ+ + pν)
2 = m2

W , (8.4)

(pℓ− + pν̄)
2 = m2

W , (8.5)

(pW+ + pb)
2 = m2

t , (8.6)

(pW− + pb̄)
2 = m2

t , (8.7)
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where pℓ+ and pb (pℓ− and pb̄) correspond to the lepton and b-jet (anti-lepton and b-jet)

four momenta, respectively from the t (t̄) decay. The masses of the intermediate particles

W+ and W−, as well as those of the t and t̄, are randomly generated using probability

density functions obtained from the corresponding generator-level mass distributions. The

correlations between the masses of these particles are preserved in the reconstruction by

generating random mass values for t and t̄ from a two-dimensional PDF for (mt,mt̄), while

generating the mass values of W+ and W− from two-dimensional PDFs of (mt,mW+) and

(mt̄,mW−), respectively.

The neutrino momentum is then obtained by solving equations 8.2–8.7 for the ran-

domly generated masses, resulting in a quadratic equation with up solutions solutions per

neutrino/anti-neutrino. When no solution is found for the particular combination of top

quark and W boson masses, the generation of mass values is repeated until a solution is

obtained. The event is only discarded as not compatible with the topology under study

after 500 mass values are attempted without obtaining at least one valid solution. Finally,

a probability is given to each pair of neutrino and anti-neutrino solutions based on par-

ton level density functions of the neutrino/anti-neutrino transverse momenta, P (pTν) and

P (pTν̄), respectively. However, having assumed that the neutrinos are the only source of

missing transverse energy, is saying that the momenta of the neutrino and anti-neutrino

also accommodate any energy loss in the event, be it by QCD radiation or detector ef-

fects. This may result in larger estimated neutrino and anti-neutrino pT reconstruction,

relatively to their transverse momenta at parton level (or real momenta in collision data).

The higher probability is thus given to the solution that minimises the product of the re-

constructed neutrino and anti-neutrino transverse momenta, i.e. the solution with higher(
P (pTν)P (pTν̄)

)
/
(
pTνpTν̄

)
.

In order to evaluate the performance of the reconstruction of the two neutrinos, the al-

gorithm is first tested on MC simulated events by using truth-matched objects, i.e., jets and

leptons which are matched respectively to their parton-level generated quarks and charged

leptons using a ∆R criterion1 to ensure the matching. The efficiency using truth-matched

objects is 62%. In Figure 8.1 the truth-matched reconstructed transverse momentum dis-

tributions for the neutrino (a) and antineutrino (b) are shown. The performance of the

1The minimum distance in the pseudorapidity-azimuthal angle plane, ∆R, between the reconstructed
jet or lepton and the parton-level quark or charged lepton: ∆R < 0.4 for jets and ∆R < 0.1 for leptons,
respectively.
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Figure 8.1: Distributions of the transverse momentum of the neutrino (a) and antineutrino
(b), where the kinematical fit reconstruction with truth match (full line) is compared with the
generated distribution (shaded region) [3].

truth-matched reconstruction (solid lines) can be gauged by comparing with the respective

MC generated distribution (filled histograms), as well as the ratio between the two. The

reconstructed pT distributions have a very good agreement with the parton-level neutrino

distributions, thus corroborating the kinematical reconstruction of both neutrinos in tt̄H

events. Due to radiation effects, a slight slope is visible in the distribution ratios for high

pT, which was not explicitly corrected here.

Jet-Lepton Pairing

In order to reconstruct the top quark (antiquark), the b quark (b̄) must be paired with

the charged lepton from the same decay, i.e. two bℓ pairings from all possible combinations

of reconstructed jets and charged leptons must be chosen. Since the lepton with positive

(negative) charge is associated with the top quark (antiquark), the t and the t̄ will be fully

reconstructed once the bℓ pairings are done. Using equations 8.2–8.7, the probability Ptt̄

of each jet-lepton combination per event to be compatible with a dileptonic tt̄ decay is

assessed. Again, assuming the pT of the neutrino and anti-neutrino, the mass of the W±

bosons and the mass of top quark and antiquark to be distributed at parton level as in the

SM, probability density functions are used to estimate Ptt̄ for each possible bℓ pairing and

neutrino solution per event:

Ptt̄ ∼ P (pTν)P (pTν̄)

pTνpTν̄

P (mt)P (mt̄)P (mW−)P (mW+) . (8.8)
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Here, P (mt), P (mt̄), P (mW−) and P (mW+) are the probabilities given to each specific

combination from the respective PDF distributions. The set of two jet-lepton pairs that

maximise Ptt̄ are then chosen as the correct bℓ pairings originating from the top quark and

antiquark.

H → bb̄ Reconstruction

The Higgs boson is reconstructed considering the H → bb̄ decay by selecting the two-jet

combination, among the ones not used in the tt̄ reconstruction, that best matches jets from

a Higgs boson decay. There are several possible methods to do this selection and, on a

first attempt, the kinematic characteristics of the tt̄H decay were explored, specifically the

spatial distribution of particles in the transverse plane where in a first order approximation

pTH = −pTtt̄ for energy-momentum conservation. Given, however, the dependence on the

neutrino reconstruction, a simpler relation was considered to estimate the likelihood, PH , of

a specific jet pairing to be originated from the Higgs boson decay,

PH =
1∣∣∣√(pi + pj)2 −mH

∣∣∣ , (8.9)

related to how close the expected SM Higgs boson mass (mH = 125 GeV) is to the invariant

mass of each particular jet-pair combination. This criteria can obviously lead to an increase

selection of incorrect jet assignment combinations within the same mass window of the Higgs

boson, but the kinematics of this combinatorial background is in most cases distinct from

the right combinations.

The Dilepton tt̄H (H → bb̄) Likelihood

For every combination of jet and lepton pair, neutrino solution and two-jet pair assignment

to the Higgs boson decay, the likelihood Ltt̄H of it being originated from a tt̄H dileptonic

decay is evaluated based on the kinematic information of the reconstructed objects:

Ltt̄H = Ptt̄ × PH (8.10)

∼ P (pTν)P (pTν̄)

pTνpTν̄

P (mt)P (mt̄)P (mW−)P (mW+)× 1

|
√
(pi + pj)2 −mH |

.

The solution which has higher Ltt̄H compared to remaining ones is then chosen for the full

kinematical reconstruction of the events, which fixes the assignment of jets and charged

leptons to their parent particles.
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Figure 8.2: Distributions of the reconstructed transverse momentum, precT , of the top quark
(a), the top antiquark (b), the W+ boson (c) and the W− boson (d) using the kinematical fit
(without truth match) as a function of the pgenT at parton level [3].

To evaluate the performance of the full kinematic reconstruction, an efficiency rate is

determined by comparing the number of reconstructed events with the number of parton-

level dileptonic tt̄H events in the MC sample. Here, the kinematic fit is applied to MC

simulated events after detector simulation, just as it would be to collider data. The kinematic

fit reconstructs 88% of all events, choosing the best bℓ combination for each neutrino solution

and assigning them to either t or t̄, while also selecting the best jet combination for a 125GeV

Higgs boson. The transverse momentum distributions of the reconstructed top quarks and
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W bosons are shown in Figure 8.2. The reconstructed transverse momentum, precT , without

any jet or lepton truth matching, is compared to the true parton-level distribution. Visible

correlations between the kinematically reconstructed distributions and the parton-level ones

ensure the reasonable efficiency of the full kinematic reconstruction.

8.2.2 Angular Distributions in tt̄H

Angular variables can be used to further understand the dynamics of the tt̄H process,

providing not only insight on the signal itself, but perhaps alternative ways to discriminate

the tt̄H (H → bb̄) signal from the main irreducible background process tt̄bb̄. Having fully

reconstructed the tt̄H final states in the dileptonic topology, grants access to new observables

which rely on spin information (such as the presence or lack of spin correlations)[296]–[294],

where the top quark and antiquark are natural spin analysers. The sensitivity to new angular

distributions and asymmetries is investigated in the present study.

In this analysis, angular distributions involving three-dimensional angles between the

decay products of the tt̄H dileptonic final states are considered. After the full reconstruction

of events, two frames of reference are defined:

Frame 1 — the tt̄H centre-of-mass system (determined by using the laboratory four-

momenta);

Frame 2 — the t̄H centre-of-mass system recoiling against the t quark in the tt̄H

system (i.e. Frame 1).

Considering the complete tt̄H decay chain1 various angles can be investigated. θXY is then

defined as the angle between the direction of the Y system in the rest frame of X and

the direction of the X system in the rest frame of its parent system. For example, θt̄HH is

defined as the angle between the direction of the momentum of the Higgs boson (in the t̄H

centre-of-mass, i.e. Frame 2) and the t̄H direction (in the tt̄H reference system, i.e. Frame

1). The momentum of Y in the centre-of-mass of X is determined using the laboratory

four-momenta in a direct rotation-free boost. The direction of the momentum of the tt̄H

system is measured with respect to the laboratory frame.

In order to evaluate how the spin information can be used to improve the tt̄H analysis,

comparisons between MC predictions of the tt̄H signal and the main background tt̄bb̄ are
1Not only the final state particles, such as ℓ+,ℓ−, b and b̄ jets, but also intermediate objects like the

W+ and W− bosons, as well as two body systems such as t̄h are considered.
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Figure 8.3: Double angular product distributions after the event selection and full kinematic
reconstruction. The distributions represent the product of the cosine of θt̄HH and the cosine of
θHℓ+ (a) or θHℓ− (b).

investigated using simulated pp collisions at
√
s = 13TeV. Here, only the tt̄H signal and

the main background tt̄bb̄ are considered for simplicity. Both processes are generated for

the LHC at LO with the same setup as the one used to test the kinematic reconstruction

performance. A similar event selection is also required, followed by the full kinematic recon-

struction described above. It is important to note that the tt̄H dileptonic event selection

and kinematic reconstruction preserve the information of the particles produced in the hard-

scatter, in particular the spin properties present in the matrix element. To demonstrate this,

a comparison of several angular distributions is shown in Appendix C.

Following an extensive survey of angular distributions, double angular products such as

xY = cos (θt̄HH )× cos (θHY ), (8.11)

where Y can be any electrically charged decay product (ℓ+,ℓ−, b, b̄, W+ or W−), were

found to provide discrimination between the tt̄H signal and its main background tt̄bb̄. As

an example, Figure 8.3 displays xℓ+ on the left and xℓ− on the right. Here, as previously

stated, θt̄HH is the angle between the direction of the momentum of the H boson (in the t̄H

centre-of-mass frame) with respect to the direction of the momentum of the t̄H system (in the

tt̄H centre-of-mass frame), whereas θHℓ± is the angle between the direction of the momentum

of the ℓ+(left) or ℓ−(right) in the H centre-of-mass system, and the direction of the H boson

momentum in the t̄H centre-of-mass frame. The four-momenta obtained after applying the

full kinematic fit reconstruction is used to construct the angular variables, without any

246



8.2 Top quark and Higgs boson Yukawa Coupling

) W+
Hθ).cos(H

Htθ=cos(
Y

(Exp.)   x
1− 0.5− 0 0.5 1

Y
dxdN  

N1

0.02

0.04

0.06

0.08

 = 13 TeVsLHC, 
MadGraph5_aMC@NLO ttbb (LO)

=125 GeV
H

ttH  (LO), m)µdilepton channel (e+

) W-
Hθ).cos(H

Htθ=cos(
Y

(Exp.)   x
1− 0.5− 0 0.5 1

Y
dxdN  

N1

0.01

0.02

0.03

0.04

 = 13 TeVsLHC, 
MadGraph5_aMC@NLO ttbb (LO)

=125 GeV
H

ttH  (LO), m)µdilepton channel (e+

(a) (b)

Figure 8.4: Angular distribution cos (θt̄HH ) × cos (θHW±) after event selection and full kine-
matic reconstruction. θt̄HH is the angle between the direction of the momentum of the H bo-
son (in the t̄H centre-of-mass frame) with respect to the direction of the momentum of the
t̄H system (in the tt̄H centre-of-mass frame), while θHW± is the angle between the direction of
the momentum of the W+ (a) or W− (b) (in the H centre-of-mass system) and the direction
of the H boson momentum (in the t̄H centre-of-mass frame).

truth matched object, just as it would be done in collision data. In these distributions, as

well as in the following ones, signal and background are normalised to unity. The distinct

behaviour of the two processes is quite visible. Indeed, having a kinematic reconstruction

fit allows the direct access to the original spin information of each event, which opens the

possibility to explore angular differences among processes whose final signatures are identical

in every other way. Figures 8.3 (a) and (b) show that different angular observables can have

various sensitivity to the different spin information in the tt̄H signal and the tt̄bb̄ background

events: where the cos (θt̄HH )× cos (θHℓ+) distribution (e) shows similar signal and background

distributions, the cos (θt̄HH )×cos (θHℓ−) distribution (f) seems to have a much more contrasting

behaviour between the tt̄H signal and the tt̄bb̄ background. Similarly, in Figures 8.4 and

8.5 cos (θt̄HH )×cos (θHY ) distributions are shown for Y =W± (the direction of the momentum

of the W± boson) and Y = bH , b̄H (the direction of the momentum of the b jets originated

from the Higgs decay), respectively. Again it is noticeable that some angular distributions

provide higher discrimination between signal and background than others.

In order to further explore the contrasting behaviour of signal and background, several

forward-backward asymmetries, AY
FB, are defined using the double angular product (Ex-
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Figure 8.5: Angular distributions (a) cos (θt̄HH )× cos (θHbH ) and (b) cos (θt̄HH )× cos (θH
b̄H

) after
event selection and full kinematic reconstruction. θt̄HH is the angle between the direction of
the momentum of the H boson (in the t̄H centre-of-mass frame) with respect to the direction
of the momentum of the t̄H system (in the tt̄H centre-of-mass frame), while θHbH (θH

b̄H
) is the

angle between the direction of the momentum of the b (b̄) jet coming from the Higgs boson
(in the H centre-of-mass system) and the direction of the H boson momentum (in the t̄H
centre-of-mass frame).

pression 8.11):

AY
FB =

N(xY > 0)−N(xY < 0)

N(xY > 0) +N(xY < 0)
, (8.12)

where N(xY > 0) (N(xY < 0)) are the total number of events in the corresponding angular

distribution with xY above (below) zero. These asymmetries can have quite different values

for tt̄H signal and tt̄bb̄ background immediately at generation level.

In Table 8.1, the values of LO asymmetries for different final state particles (Y ) boosted

to the centre of mass of the Higgs boson are shown, both at parton level (without any

selection cuts applied to the events) and after the kinematic fit reconstruction (without

any truth-matched particle). Among these results, some asymmetry values are evidently

different between signal and background, such as Aℓ−
FB, AW−

FB , Ab̄
FB with b̄ from t̄, even

after the kinematical reconstruction fit. Please note that the asymmetries using the b and b̄

from the Higgs boson decay, which are zero at parton level for both signal and background,

due to a non-perfect reconstruction of the events, yield misleading non-zero values at the

reconstructed level.

On the whole, a tt̄H analysis focused on final states in the dileptonic topology is viable

and, even with a reconstruction which is not optimised, can still be sensitive to the angular
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(Asymmetries @ LO) Parton level Reconstruction
tt̄H tt̄bb̄ tt̄H tt̄bb̄

AY =ℓ+
FB −0.157 −0.137 −0.141 −0.268

AY =ℓ−
FB +0.291 +0.056 +0.331 +0.118

AY =W+
FB −0.154 −0.119 −0.119 −0.275

AY =W−
FB +0.317 +0.067 +0.348 +0.127

AY =b
FB (b from t) −0.155 −0.141 −0.179 −0.306

AY =b̄
FB (b̄ from t̄) +0.293 +0.053 +0.334 +0.117

AY =b
FB (b from H) +0.000 +0.001 +0.086 −0.048

AY =b̄
FB (b̄ from H) +0.000 −0.001 −0.086 +0.048

Table 8.1: Asymmetry values for tt̄H and tt̄bb̄ events at the LHC. The second and third col-
umn show the observed asymmetries at the parton level (without any cuts), while the fourth
and last column show same asymmetries after applying the selection cuts and the kinemati-
cal reconstruction (without truth match). These asymmetries have a statistical uncertainty
smaller than 1%.

distributions and asymmetries. These observables retain their kinematic properties and

show significant differences between the tt̄H signal and the tt̄+ jets background, regardless

of the small distortions that naturally occur in the distributions throughout a full analysis.

As a result, angular variables, such as these, can contribute to a discriminant analysis of

tt̄H events.

8.2.3 Sensitivity to the CP Nature of tt̄h

The sensitivity provided by the angular distributions to the CP nature of the top Yukawa

coupling to the Higgs boson can be explored by comparing tt̄h signal samples with a SM-

like Higgs boson to samples with a pure pseudoscalar Higgs boson. In order to cover a wide

range of CP states — from purely CP-even to purely CP-odd — several tt̄h signal samples

were produced, varying cos (α) (introduced in Expression 8.1) incrementally from -1 to 1,

in steps of 0.1. For this study, NLO precision tt̄h events are used, which were generated

using MadGraph5_aMC@NLO [137] and the NNPDF2.3 PDF sets [76]. The default sm

model in MadGraph_aMC@NLO was used for the SM tt̄H signal generation, whereas

for samples with a non-zero CP-odd Higgs component (tt̄A) the generation was done using

the HC_NLO_X0 model [300]. Adjustments of effective couplings between the Higgs boson and

any vector boson were set to zero, except Hγγ , Aγγ , HZγ and AZγ .

All the relevant SM processes that can originate similar final states to the signal ones

are considered. The dominant background process, tt̄bb̄, was generated at NLO with the
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same generator and PDF set as the tt̄h signal. The remaining background processes were

simulated at LO with MadGraph5_aMC@NLO [137]: tt̄ + jets including up to three

additional c-jets or light-flavoured jets; t-channel, s-channel, and Wt channel (including up

to one extra jet) of single top quark production; tt̄V + jets, where V = Z,W± (including up

to one extra jet); diboson (WW,WZ,ZZ + jets with up to three additional jets); W + jets

and Z + jets (with up to four additional jets); and Wbb̄ + jets and Zbb̄ + jets (including

up to two extra jets). The tt̄ + jets was normalised to the QCD NNLO cross-section with

NNLL resummation of soft gluons [70, 71, 73, 75, 76]. For the single top quark production

cross-section a normalisation to the approximate NNLO theoretical predictions [77, 78] was

done following the prescription defined in [69], assuming the NNPDF2.3 PDF sets.

MC simulated events were generated for LHC pp collisions at
√
s = 13TeV, similarly to

what was done in the previous section, with MadSpin [294] preserving the spin information.

The renormalisation and factorisation scales were set to default, as were the masses of the

W boson (mW ), the top quark (mt), and Higgs bosons (both scalar, mH , and pseudoscalar,

mA). The parton shower and hadronisation processes were also done using Pythia6 [201],

with the matching between generator and parton shower performed by the MLM [301]

scheme for LO events and the MC@NLO [302] for NLO events. Fast simulation of a general-

purpose collider experiment was implemented with the Delphes [295] package, using the

default ATLAS parameter card.

A selection of dileptonic tt̄h events is done analogously to the previous section. Following

this selection, a 16% (17%) tt̄H (tt̄A) event acceptance rate is achieved. Events are then

submitted through a full tt̄h (h → bb̄) kinematic reconstruction, based on the reconstruc-

tion algorithm previously described and including some additional improvements that are

explained in Appendix D. In particular, by no longer calculating a solution per each possible

jet combination, but instead doing the jet-lepton pairing to the top quark/antiquark and bb̄

jet pair assignment to the Higgs boson with a mutivariate method, the computation runtime

reduced significantly and better signal acceptance is achieved. In this section, whenever the

full kinematic reconstruction is said to be used, this is the method applied.

Angular Distributions in tt̄H, tt̄A and tt̄bb̄

Similarly to what was done in Section 8.2.2, angular distributions, such as those introduced

in Expression 8.11, are explored for their promising discrimination power — not only between

the SM tt̄H and its irreducible tt̄bb̄ background, but also considering the pure CP odd process

250



8.2 Top quark and Higgs boson Yukawa Coupling

0.0002

0.0004

0.0006

0.0008

0.001

0.0012

0.0014

0.0016

0.0018

,H) t(Httθ∆  
0 0.5 1 1.5 2 2.5 3

(t
,H

) 
Htt θ∆

  

0

1

2

3

 = 13 TeVsLHC, 
MadGraph5_aMC@NLO

=125 GeV
H

H events, mtt

)µdilepton channel (e+

0.0002

0.0004

0.0006

0.0008

0.001

0.0012

,A) t(Attθ∆  
0 0.5 1 1.5 2 2.5 3

(t
,A

) 
Att θ∆

  

0

1

2

3

 = 13 TeVsLHC, 
MadGraph5_aMC@NLO

=125 GeV
A

A events, mtt

)µdilepton channel (e+

(a) (b)

Figure 8.6: Two-dimensional distributions of θtt̄ht versus θtt̄ht̄ at parton level with
NLO+shower effects accuracy: (a) is the distribution for the SM Higgs boson, tt̄H, and (b)
for a pure pseudoscalar Higgs boson, tt̄A [4]. θtt̄ht is the angle between the t quark and Higgs
boson in the tt̄h centre-of-mass system, while θtt̄ht̄ is the angle between the t̄ quark and Higgs
boson also in the tt̄h centre-of-mass system.

tt̄A. Angular distributions based on θXY , the angle between the direction of the Y system in

the rest frame of X and the direction of the X system in the rest frame of its parent system,

are then investigated. A survey of all the possible angles is attempted by following the tt̄h

system dileptonic decay chain, here labeled as (123), and going through a parametrisation

of successive two-body systems: (123) → 1+(23), (23) → 2+(3) and (3) → 4+5. Particles

1, 2 and 3 are either the t quark, the t̄ quark, or the h boson, Particles 4 and 5, on the other

hand, can be any of the decay products of t, t̄ or h, including the intermediate W bosons:

W+, W−, ℓ+,ℓ−, bt, b̄t̄, bh, b̄h.

In order to explore the nature of top quark Yukawa coupling, it is important to investigate

the kinematic differences between purely scalar tt̄H events and the pseudoscalar tt̄A ones.

The discriminating power of the different possible angles to differentiate between the two tt̄h

processes can be easily gauged in Figures 8.6, 8.7 and 8.8. First, in Figure 8.6, the distinct

behaviour of tt̄H events (a) and tt̄A ones (b) in two-dimensional distributions of the angle

between the t quark and Higgs boson versus the angle between the t̄ quark and Higgs boson,

in the tt̄h centre-of-mass system, are shown with NLO+Shower effects accuracy at parton
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Figure 8.7: Two dimensional distribution at NLO+Shower of the angle between the top
quark, in the tt̄h centre-of-mass frame, and the tt̄h direction in the lab frame, θtt̄ht , versus
the angle between the Higgs direction, in the t̄h rest frame, and the direction of several decay
products (all boosted to the Higgs centre-of-mass): (a) and (d) b quark from h, (b) and (e) ℓ+
from top quark and (c) and (f) ℓ−from t̄ [4]. The left (right) row distributions correspond to
tt̄H (tt̄A).
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Figure 8.8: In the same disposition of Figure 8.7, but now after all selection cuts and full
kinematic reconstruction, two dimensional distribution of θtt̄ht versus θhY for (a) and (d) Y =
bh, (b) and (e) Y = ℓ+t, (c) and (f) Y = ℓ−t̄, where h represents the SM Higgs boson H in
left distributions, and the pseudoscalar A in the right ones [4].
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level. It is clear that there are kinematic differences between the pure CP even process of

the SM and the CP odd process that could involve BSM physics. Second, the sensitivity

of different θXY angles is assessed in Figure 8.7 at parton level and Figure 8.8 after event

selection and full kinematic reconstruction. Again, two-dimensional distributions are shown

here: the angle between the t quark direction, in the tt̄h centre-of-mass frame, and the tt̄h

momentum in the lab frame, θtt̄ht , is plotted against:

θhbh — the angle between the direction of the b quark from h boson decay, in the h

boson centre-of-mass, and the h boson direction, in the t̄h rest frame — (a) for tt̄H

sample and (d) for tt̄A;

θhℓ+ — the angle between the ℓ+ originating from t quark decay, in the h boson centre-

of-mass, and the h boson in the t̄h rest frame — (b) for tt̄H sample and (e) for tt̄A;

θhℓ− — the angle between the ℓ− originating from t̄ quark decay, in the h boson centre-

of-mass, and the h boson in the t̄h rest frame — (c) for tt̄H sample and (f) for tt̄A.

The differences between the scalar and pseudoscalar signals are quite visible at parton level.

Due to the selection cuts that events underwent, as well as the kinematic fit necessary

to reach the hard scattered particles, the distributions in Figure 8.8 are distorted, with a

significant reduction on the total number of events when compared with the distributions

at parton level (Figure 8.7). Although there is a smaller density of points, the selection and

reconstruction of events did not change the observed patterns: the tt̄H and the tt̄A signals

have distinct angular behaviours.

In this study, we intend to explore these different kinematic properties to discriminate the

two signals and gauge the CP nature of the top quark Yukawa coupling to the Higgs boson.

Double angular products, like those introduced in Expression 8.11 and whose nomenclature

xy is kept for consistency, are considered, constituting three major families of observables:

f(θ1231 )g(θ34)

f(θ1231 )g(θ233 )

f(θ233 )g(θ34) , (8.13)

with f = {sin, cos}, g = {sin, cos} and the momentum direction of the (123) system mea-

sured in the laboratory frame. Here, to calculate θXY it is necessary to boost particle Y to

the centre-of-mass of particle X, which can be performed in two different ways:
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Figure 8.9: Distributions of xY = sin (θtt̄hh ) sin (θt̄
b̄t̄
) (top) and xY = sin (θtt̄hh ) cos (θt̄bh) (bot-

tom). The distributions at parton level ((a) and (c)) and after selection cuts, full kinematic
reconstruction and extra b-tag multiplicity and mℓℓ requirements ((b) and (d)), are shown.
The dashed line represents the tt̄h SM model signal (where h represents H, the SM Higgs bo-
son with CP = +1) and the dashed-dotted line corresponds to the pure pseudoscalar distribu-
tion tt̄h (where h represents A, the pseudoscalar boson with CP = −1). Here, the laboratory
four-momentum of b quarks is boosted sequentially to the Higgs centre of mass system [4]

Direct Boost — using the laboratory four-momentum of both particles X and Y ;

Sequential Boost — boosting Y and X sequentially through all intermediate centre-

of-mass systems, until particle Y is evaluated in the centre-of-mass of X.

Due to Wigner rotations, different directions are obtained for the momentum of particle Y

by using either of these boosting procedures. In this study, the use of either the sequential

or direct prescriptions is tested.

By extensively surveying the angular observables in Expression 8.13, it is possible to

identify distributions where the tt̄H and the tt̄A signals have a very similar behaviour, while

other distributions show an impressive degree of separation between the two signals. The
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Figure 8.10: Angular distributions at parton level before selection cuts (left) and after
event selection, full kinematic reconstruction and extra b-tag multiplicity and mℓℓ require-
ments (right) of: (top) xY =sin (θtt̄Ht ) sin (θHW+), (middle) xY =sin (θtt̄Ht̄ ) sin (θHbH ) and (bot-
tom) xY =sin (θtt̄HH ) sin (θtt̄t̄ ). The tt̄H SM model signal with CP = +1 (dashed line), the pure
pseudoscalar tt̄A signal with CP = −1 (dashed-dotted line) and the dominant background
tt̄bb̄ (shadowed region) are shown [4].

former observables can be used to search for, or set limits to, the total tt̄h production cross-

section, since they are insensitive to the CP nature of the top Yukawa coupling to the Higgs

boson. Some of these observables can even be used to further discriminate the tt̄h signal
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8.2 Top quark and Higgs boson Yukawa Coupling

from the irreducible tt̄bb̄ background events. The latter ones, however, present incompatible

distributions between tt̄H and tt̄A samples, which are ideal for experimentally measuring,

or setting limits to, a pseudoscalar component of the top quark-Higgs boson coupling.

In Figure 8.9, angular observables with higher discrimination between the tt̄bb̄ back-

ground (colour shaded) and the signal samples, tt̄H (dashed line) and tt̄A (dashed-dotted

line), are shown. The distributions of sin (θtt̄hh ) sin (θt̄
b̄t̄
) (top) and sin (θtt̄hh ) cos (θt̄bh) (bot-

tom) are represented without any selection cuts at parton level with NLO+Shower accuracy

(Figures (a) and (c)) and after the event selection and full kinematic reconstruction (Figures

(b) and (d)). The last-mentioned distributions include additional requirements of at least

3 b-tagged jets and |mℓℓ −mZ | > 10 GeV, which are needed in an experimental setting to

reduce background events and increase the signal significance.

In contrast, distributions of angular observables for which the tt̄H and tt̄A samples

are the least compatible are shown in Figure 8.10: (top) xY =sin (θtt̄Ht ) sin (θHW+), (middle)

xY =sin (θtt̄Ht̄ ) sin (θHbH ) and (bottom) xY =sin (θtt̄HH ) sin (θtt̄t̄ ). Even if the discrimination be-

tween the signal samples is slightly degraded, the kinematic properties seen at parton level

(left) are still visible after the dileptonic event selection and the full reconstruction (right).

For completeness the tt̄bb̄ process is also included. Again, the supplementary cuts on b-tag

multiplicity and mℓℓ are applied in the distributions on the right.

Previous studies, intent on distinguishing between the two CP components of the tt̄h

signal, had already proposed several observables [294, 299, 303, 304, 305, 306], which are

investigated in this study, with fully reconstructed tt̄h signal and tt̄bb̄ background events.

The discriminating performance of most of these observables is identical, particularly after

the full dileptonic tt̄h reconstruction. In Figure 8.11, the two most prominent variables, out

of those proposed in literature, are shown:

βbb̄∆θ
ℓh(ℓ+, ℓ−) , (8.14)

proposed in [299], where θℓh(ℓ+, ℓ−) is the angle between the ℓ+ and ℓ− directions projected

onto the plane perpendicular to the h direction in the lab frame, β is the sign of (p⃗b − p⃗b) ·
(p⃗ℓ− × p⃗ℓ+) and b and b̄ are the resulting quarks of t and t̄ decays, respectively; and

b4 =
pzt .p

z
t̄

|p⃗t|.|p⃗t̄|
, (8.15)

proposed in[303], which requires the full t and t̄ four-momenta reconstruction. The tt̄H, tt̄A

and tt̄bb̄ samples are represented at parton level without any selection cuts (Figures 8.11
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(a) and (b)), at parton level after event selection (Figures 8.11 (c) and (d)) and after the

full reconstruction kinematic fit including the additional b-tag multiplicity and mℓℓ require-

ment (Figures 8.11 (e) and (f)). The distributions in the top and middle row, obtained

before and after the event selection respectively, the events are shown at parton level. The

distributions on the bottom row are obtained using the reconstructed four momenta of all

objects, without any truth-matched information, just as it would be done on collision data.

As expected, a deterioration of the discriminating power of these observables is seen from

parton level (at NLO with shower effects) to the final stage of the analysis (which includes

event selection and kinematic reconstruction). The biggest distortion on the distributions

comes from the event selection applied, as can be seen from the Figures 8.11 (c) and (d),

and not from the kinematic reconstruction itself. Although the kinematic algorithm applied

for the reconstruction cannot reconstruct every event, it does not change the behaviour of

the distributions.

Similarly to what was done in Section 8.2.2, for each angular observable, xy, a forward-

backward asymmetry can be defined,

AY
FB =

σ(xY > 0)− σ(xY < 0)

σ(xY > 0) + σ(xY < 0)
, (8.16)

where σ(xY > 0) and σ(xY < 0) correspond to the total cross-section with xY above and

below zero, respectively. In Table 8.2, a selection of significantly discriminant asymmetries

are presented. These are calculated both at parton level without any cuts and after the

event selection and kinematic fit. This allows to understand whether or not the selection

cuts and reconstruction method degrade the original parton level asymmetry or instead

create artificial asymmetries in observables that did not have one to begin with. The most

interesting variable choices are:

cos (θt̄hh ) cos (θhℓ−) for A
ℓ−(h)
FB , (8.17)

b4 = (pzt .p
z
t̄ )/(|p⃗t|.|p⃗t̄|) for Ab4

FB , (8.18)

sin (θtt̄hh ) sin (θt̄b̄t̄
) for A

b̄t̄(t̄)
FB (seq. boost) , (8.19)

sin (θtt̄hh ) cos (θt̄bh) for A
bh(t̄)
FB (seq. boost) , (8.20)

sin (θtt̄ht ) sin (θhW+) for A
W+(h)
FB (seq. boost) , (8.21)

sin (θtt̄ht̄ ) sin (θhbh) for A
bh(h)
FB (seq. boost) , (8.22)

sin (θtt̄hh ) sin (θtt̄t̄ ) for A
t̄(tt̄)
FB , (8.23)
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Figure 8.11: Distributions of β∆θℓh(ℓ+, ℓ−) (left) and b4 (right): (a) and (b) at parton level
without cuts, (c) and (d) at parton level with event selection, and (e) and (f) after the full
kinematic reconstruction, respectively. The tt̄H SM model signal with CP = +1 (dashed
line), the pure pseudoscalar tt̄A signal with CP = −1 (dashed-dotted line) and the dominant
background tt̄bb̄ (shadowed region) are shown [4].
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(Asymmetries) Parton level Reconstruction
tt̄H/tt̄A tt̄bb̄ tt̄H/tt̄A tt̄bb̄

A
ℓ−(h)
FB +0.37/+0.41 +0.17 +0.42/+0.39 +0.24

Ab4

FB +0.35/−0.10 +0.33 +0.16/−0.17 +0.12

A
b̄t̄(t̄)
FB (seq. boost) +0.28/+0.33 −0.17 +0.25/+0.28 +0.03

A
bh(t̄)
FB (seq. boost) −0.65/−0.77 −0.62 −0.78/−0.83 −0.76

A
W+(h)
FB (seq. boost) −0.03/−0.46 −0.60 +0.17/−0.06 −0.04

A
bh(h)
FB (seq. boost) +0.25/−0.08 +0.07 +0.37/+0.16 +0.23

A
t̄(tt̄)
FB +0.16/+0.37 −0.21 +0.23/+0.31 +0.01

Table 8.2: Asymmetry values for tt̄H, tt̄A and tt̄bb̄ at NLO+Shower (without any cuts) and
after applying the selection criteria and kinematic reconstruction. These asymmetries have a
statistical uncertainty better than 1%.

which were already shown in Figures 8.9–8.11. In general, the discriminating performance

of the newly proposed angular observables is comparable to that of the ones proposed in the

literature. The reconstruction of the t, t̄ quarks and h boson is almost always necessary in

any of these observables, yet by using fully reconstructed tt̄h events, the spin information

of signal and background processes can be reached and the nature of the quark-Higgs boson

Yukawa coupling, and in particular of the tt̄h production, can be investigated.

Expected Limits

In order to estimate the experimental sensitivity of a dileptonic tt̄h analysis, all relevant

SM backgrounds are considered. After the dileptonic tt̄H event selection and full kinematic

reconstruction, further selection criteria is applied, as a means to deplete other backgrounds.

The Z+jets background is significantly reduced by vetoing events with a dilepton invariant

mass |mℓ+ℓ− −mZ | > 10 GeV. The presence of background events involving t quark produc-

tion, notably tt̄+jets events, is also decreased by selecting events with at least 3 b-tagged

jets. These additional event cuts, where already included in the previous Figures 8.9,8.10

and 8.11 and asymmetry results. It should be noted that both the additional event cuts and

the improvements made to the dileptonic reconstruction are necessary to reduce the event

rates of the SM backgrounds included, as well as to increase signal significance.

The expected effective cross-sections are shown in Table 8.3, at different levels of the

event selection, for dileptonic (ee, µµ and eµ) signal and SM backgrounds at a centre-of-

mass energy of 13 TeV at the LHC. For comparison, numbers and distributions are also
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8.2 Top quark and Higgs boson Yukawa Coupling

Njets ≥ 4 Kinematic mZ Nb Nb

Nlep ≥ 2 Fit cut ≥ 3 ≥ 4
tt̄+cc̄, tt̄+lf 2160 1300 1110 4.78 0.06

tt̄+bb̄ 87.1 51.9 44.5 2.91 0.27
tt̄+V (V =Z,W ) 7.9 4.5 3.9 0.09 0.01

Single t 54 26 23 0.12 0.00
V +jets (V =W,Z) 2700 1200 200 0.00 0.00
V +bb̄(V =W,Z) 570 280 20 0.00 0.00

Diboson 130 53 14 0.00 0.00
Total background 5700 2900 1410 7.90 0.34

tt̄H 4.04 2.49 2.15 0.26 0.033
tt̄A 4.43 2.69 2.36 0.31 0.041

Table 8.3: Expected cross-sections (expressed in fb) as a function of selection cuts, at
13 TeV, for dileptonic signal and background events at the LHC.

shown for events with at least four b-jets. Here, the tt̄A pseudoscalar signal was scaled to

the tt̄H scalar cross-section for illustration purposes. In Figure 8.12, the angular distribution

xY =sin (θtt̄HH ) cos (θt̄bH ) (top) and the invariant mass of the Higgs boson mbb̄ (bottom) are

shown, for the expected number of signal and background events at a luminosity of 100 fb−1

at the LHC, on the left plots for a selection of at least three b-jets and on the right plots for at

least four b-jets. Here, fake data points were included as a visual guide of the total number of

expected events and related statistical uncertainties. The fake data are randomly calculated

with a pseudo-experiment from the expected SM tt̄H signal and background distributions.

Similarly to what was done in the ATLAS 8TeV analysis shown in Chapter 7, in this

study, various multivariate methods are tested to provide better signal significance. The mul-

tivariate methods are fed information on the kinematic properties of the events through the

input of several distributions, including the new angular distributions discussed previously.

A boosted decision tree with gradient boost (BDTG) has returned the best performance

and its output is used to test the sensitivity of the analysis to discriminate the scalar versus

pseudoscalar component of the top quark-Higgs boson couplings, as a function of cos (α).

From the exhaustive set of observables tested, the multivariate method ranked the top 15

ones to discriminate between the tt̄H and tt̄A signals:

— the b4 variable from [303];

— the invariant mass of the reconstructed Higgs boson (mbb̄);

— angular distributions with direct boost, cos(θt̄hh ) cos(θhℓ−), sin(θ
tt̄h
h ) sin(θtt̄t̄ );
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Figure 8.12: Distributions of xY = sin (θtt̄HH ) cos (θt̄bH ) (top) and mbb̄ (bottom) after the final
selection at 13TeV for 100 fb−1. The distributions on the left (right) correspond to events
with at least three (four) jets from the hadronisation of b-quarks [4].
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Figure 8.13: Normalised distributions of the BDTG output discriminant variable for the
pure scalar (a) and pure pseudoscalar (b) Higgs bosons. The line represents the tt̄h signal,
while the shaded region corresponds to the total SM background [4].

— variables with sequential boost, sin(θtt̄ht̄ ) sin(θhbh), sin(θ
tt̄h
h ) cos(θt̄bh), sin(θ

tt̄h
h ) sin(θt̄

b̄t̄
),

sin(θtt̄ht ) sin(θhW+);

— the ∆η distribution between the jets with maximum ∆η (∆ηmax∆η
jj )

— the invariant mass of the two b-tagged jets with lowest ∆R (mmin∆R
bb );

— the ∆R between the Higgs candidate and the closest (∆Rmin∆R
hl ) and farthest

(∆Rmax∆R
hl ) leptons;

— the ∆R between the b-tagged jets with highest pT (∆Rmax pT
bb )

— the invariant mass of the two jets with closest value to the Higgs mass (mclosest to 125 GeV
jj );

— the jets aplanarity.

The BDTG output classifier is shown in Figure 8.13 for the pure scalar (a) and pseu-

doscalar (b) Higgs bosons. For each value of cos(α), the BDTG used for the limit extraction

is trained on a signal sample generated with that exact same cos(α) value. This accounts

for the different shape of the total background (shaded region) seen in these distributions.

Finally, using the BDTG output distribution, expected limits at 95% CL for σ×BR(h→
bb̄) and for signal strength µ, can be extracted in the background-only scenario. The possi-

bility of a Higgs boson with a mixed-CP state is investigated using the samples of tt̄h with

cos(α) ranging from -1 to 1, discussed previously. The expected limits for integrated lumi-

nosity values of 100, 300 and 3000 fb−1 are presented in Figure 8.14. Using the dileptonic

decay channel alone, sensitivity to the SM tt̄H production (µ=1) should be achieved shortly
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Figure 8.14: Expected limits at 95% CL in the background-only scenario, as a function of
cos(α). Limits on σ × BR(h → bb̄) (a) and µ (b) obtained with the BDTG output discrimi-
nant for integrated luminosity values of 100, 300 and 3000 fb−1. The lines correspond to the
median, while the narrower (wider) bands correspond to the 1σ(2σ) intervals [4].

after the 300 fb−1 milestone. Individual limits on σ × BR(h → bb̄) at 300 fb−1, obtained

from fits to sin(θtt̄hh )sin(θtt̄t̄ ) (a), βbb̄∆θℓh(ℓ+, ℓ−) (b), mmin∆R
bb (c) and b4 (d) are shown in

Figure 8.15. The same overall dependence on cos(α) is seen, yet each of these distributions

has a different sensitivity when used as input to the BDTG. For cos(α) ∼ 0, i.e. closer to

the pure pseudoscalar region, the 95% CL limit on σ × BR(h → bb̄) is the most stringent

for all variables.

Figure 8.16 displays a comparison between the expected limits on σ × BR(h → bb̄), at

300 fb−1, determined from each individual distribution used as input in the BDTG multi-

variate discriminant. For completeness, the limits obtained from the BDTG itself are also

included, as well as, those from the βbb̄∆θℓh(ℓ+, ℓ−) distribution, which was not used as

input in the BDTG. The limits computed from the angular observables, βbb̄∆θℓh(ℓ+, ℓ−), b4
and mbb̄ are shown on the left, whereas the limits obtained from the remaining individual

observables, that were used as input for the BDTG method, are shown on the right. The

bottom plots represent the distributions of the ratio of each individually obtained limit over

the BDTG one. As can be seen, most individual angular variables result in limits 15 to

20% worse than the limit obtained with the BDTG discriminant, in particular for the pure

pseudoscalar case (cos(α) = 0) where it is slight more imposing. From the remaining vari-

ables investigated, including kinematical distributions commonly discussed in the literature,
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Figure 8.15: Expected 95% CL limits in the background-only scenario on σ × BR(h → bb̄)
at 300 fb−1 as a function of cos(α), using individual observables: sin(θtt̄hh )sin(θtt̄t̄ ) (a) and
βbb̄∆θ

ℓh(ℓ+, ℓ−) (b); mmin∆R
bb (c) and b4 (d). The lines correspond to the median, while the

narrower (wider) bands correspond to the 1σ(2σ) intervals [4].

mmin∆R
bb seems to have a higher discriminating power, with expected limits slightly closer to

those of the BDTG discriminant. By using a multivariate method to build a discriminant

that includes all the information available, the computed expected limits are unsurprisingly

the most stringent possible. Here, the BDTG method improves the individual limits up to

25%. The sensitivity to the nature of the top quark Yukawa coupling to Higgs boson, when

evaluated individually, is overall similar between the newly proposed angular observables

and the more common variables referenced in literature. The expected limits do not have a

particularly strong dependence on the CP-phase (α). In this study, only the dileptonic final

states of tt̄h process are considered. By combining these with other decay channels, using
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Figure 8.16: Comparison between limits on σ × BR(h → bb̄), at 300 fb−1, obtained from
each one of the individual distributions used in the BDTG: βbb̄∆θℓh(ℓ+, ℓ−), b4, mbb̄ and an-
gular distributions (left), and remaining distributions used as input for the BDTG (right).
The ratios with respect to the limit obtained from the BDTG distribution are also repre-
sented [4].

fully reconstructed states and similar angular and kinematic observables, these results are

expected to improve significantly.

8.3 Top Quark and W boson Coupling

In order to study the top quark electroweak coupling to the W boson, single top quark events

are explored. In the presence of a BSM coupling, the top quark polarisation along some axis

(defined as twice the expectation value of its spin operator in that axis, Pi = 2⟨Si⟩) may

depart from its SM value. This can provide a direct test to the presence of an anomalous

Wtb coupling [5]. The t-channel process, being the predominant electroweak production

channel of top quarks, is used to probe the top quark polarisation.

The polarisations are studied in the framework of an effective electroweak theory [307]

expanding the SM Lagrangian for a general Wtb vertex with anomalous effective left- and

right-handed vector and tensor couplings, VL,R and gL,R respectively:

LWtb = − g√
2
b̄ γµ (VLPL + VRPR) t W

−
µ

− g√
2
b̄
iσµνqν
MW

(gLPL + gRPR) t W
−
µ + h.c. , (8.24)

allowing the sensitivity to these non-standard contributions to be estimated [308]. Here, PL,R
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are the left- and right-handed chirality projection operators, MW is the W boson mass, and

g the weak coupling constant. Alternatively, the effects of BSM physics at a high energy

scale Λ could be described by an effective Lagrangian [309, 310, 311]:

−Leff = LSM +
∑
x

Cx

Λ2
Ox + O(1/Λ3) + ... , (8.25)

where Ox are dimension-six gauge-invariant operators and Cx represent complex dimension-

less constants, commonly known as Wilson coefficients. The relevant operators affecting the

general effective Wtb vertex are then:

Oϕϕ = i(ϕ̃†Dµϕ)(t̄Rγ
µbR)

OtW = (q̄Lσ
µντ ItR)ϕ̃W

I
µν

ObW = (q̄Lσ
µντ IbR)ϕW

I
µν , (8.26)

where ϕ represents the weak doublet of the Higgs field and d (u) is the down (up) type

quarks, tR and dR are the weak singlets, qL = (t, b)L is the SU(2)L weak doublet of the third

family of quarks and τ I is the Pauli matrix. The anomalous couplings definition in terms of

the dimension-six effective operators parametrising the new physics is:

VL = Vtb + Cϕq
v2

Λ2
, VR =

1

2
C∗
ϕϕ

v2

Λ2
,

gL =
√
2C∗

dW

v2

Λ2
, gR =

√
2CuW

v2

Λ2
. (8.27)

Within the SM, VL matches the CKM element Vtb, whereas VR, gL and gR are absent at

tree level. A direct study of the Wtb vertex properties can provide constraints on the former

and consequently on the effective operator coefficients. In order to distinguish between left

and right effective couplings, observables involving the measurement of the top quark spin

are necessary, to which its polarisation is, by definition, conveniently suitable.

Several direct and indirect limits on the anomalous right-handed vector (VR), as well as

on the left- and right-handed tensor couplings (gL and gR) have been set over the years.

A combined 95% CL limit has been defined by the ATLAS and the CMS collaborations

from the measurement of the W -boson helicity fractions on data collected at 8TeV, as

ReVR ∈ [−0.11, 0.16], Re gL ∈ [−0.08, 0.05] and Re gR ∈ [−0.04, 0.02], or in terms of the

Wilson coefficients C∗
ϕϕ ∈ [−3.48, 5.16], C∗

bW ∈ [−0.96, 0.67] and CtW ∈ [−0.48, 0.29], where

the couplings were assumed real without any additional CP violation introduced, and only
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one was allowed to vary while fixing all others to their SM values [312]. Additionally, two-

dimensional 95% CL bounds on gR/VL were set by ATLAS using single top quark events

at
√
s = 7TeV , yielding Re gR/VL ∈ [−0.36, 0.10] and Im gR/VL ∈ [−0.17, 0.23] with a

correlation of 0.11 [313]. ImCtW can then be inferred to be within [−2.3, 3.0] at 95% CL.

These measurements were included in a combination of electric dipole moment analyses,

collider observables, precision electroweak tests and flavour physics in [314], where very tight

individual limits on ImCtW are obtained by allowing only ImCtW to be a non-zero coefficient.

However, when multiple coefficients are allowed to vary simultaneously these bounds become

significantly less stringent. Direct limits on the imaginary part of gR were also measured

to be within [−0.18, 0.06] at 95% CL by ATLAS [315], using AN
FB and Aℓ

FB asymmetries

and while assuming VL = 1 and all other anomalous couplings to be null (VR = gL = 0

and Re gR = 0). A global fit including real and imaginary parts of all Wtb operators [316],

determined by combining Tevatron and LHC precise measurements of W boson helicity

fractions, single top quark production cross-sections and forward-backward asymmetries,

gives Re gR ∈ [−0.07, 0.08] and Im gR ∈ [−0.19, 0.13] at 95% CL (or ReCtW ∈ [−0.8, 0.7]

and ImCtW ∈ [−2.3, 1.6]), where the bound on imaginary part is dominated by the previous

ATLAS result [315]. A later ATLAS result [317] improved the 95% CL interval of the real

and imaginary parts of gR/VL to be within [−0.12, 0.17] and [−0.07, 0.06] respectively, while

the magnitudes of the ratios |VR/VL| and |gL/VL| are constrained at 95% CL to be less than

0.37 and 0.29, respectfully. The bounds on ImCtW are then [−0.8, 0.7] at 95% CL.

Considering a reference system with axes (x, y, z) in the top quark rest frame, the state

of an ensemble of polarised top quarks can then be described as:

ρ =
1

2

(
1 + Pz Px − iPy

Px + iPy 1− Pz

)
. (8.28)

The three dimensional polarisation vector, P⃗ , satisfies |P⃗ | ≤ 1, and can only be |P⃗ | = 1 if

the top quarks are produced in a pure spin state. For the t-channel of single top production

(whose corresponding LO Feynman diagrams were shown in Figure 2.7), three orthogonal

axes were defined relative to the direction of the momentum of the light flavoured quark

produced with the top (anti)quark, also known as the spectator quark. Hereafter, we will

treat the light quark q′ as the spectator quark j. The three orthogonal axes are then chosen

as:

longitudinal direction, ẑ =
p⃗j

|p⃗j | — the direction of the spectator quark momen-

tum p⃗j ;
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normal direction, ŷ =
p⃗j×p⃗q

|p⃗j×p⃗q| — orthogonal to p⃗j and the initial quark momen-

tum p⃗q;

transverse direction, x̂ = ŷ × ẑ — determined by requiring the coordinate sys-

tem to be right-handed;

with p⃗j and p⃗q in the top quark rest frame [5].1 The momentum direction of the initial

quark in the t-channel process cannot be determined unambiguously in hadronic collisions.

Therefore a criterion to select the direction of one of the two incoming proton beams will be

implemented and explained later on.

The top quark polarisation can be determined from an analysis of angular distributions of

its decay products in the top quark rest frame. In this study, a complete description of the top

quark (antiquark) polarisation in the t-channel of single production is done by considering

all three orthogonal axes and providing, for the first time, the polarisation expressions along

these axes for a general Wtb effective vertex including anomalous couplings. Given Px, Py

and Pz, the top quark (antiquark) spin density matrix can be determined and therefore

allow the calculation of the polarisation in any other direction. Using these observables, the

sensitivity to new physics in the Wtb vertex structure is estimated. The measurements are

then used to set limits on anomalous contributions of the Wtb couplings.

The t-channel single top quark process in proton-proton collisions at 8TeV was simulated

with the LO generator Protos [84], using CTEQ6L1 [221] parton distribution functions.

For the SM Lagrangian, the obtained top quark and antiquark polarisations are:

P⃗ ≃ (0, 0, 0.90) (t) ,

P⃗ ≃ (−0.14, 0,−0.86) (t̄) . (8.29)

calculated for the 2 → 3 process qg → q′tb̄. As can be seen, both top quarks and antiquarks

are produced mostly polarised along the Pz direction. Indeed, due to the V −A nature of the

SM Wtb vertex, their spins are aligned along the direction of the down-type quarks. While

the newly defined polarisations Px and Py vanish in the SM for the single top quarks, for top

antiquarks, however, Px is of the order of O(0.1) with a still vanishing Py component. In this

case, the transverse direction Px is not null, since for the leading top antiquark production
1The nomenclature was chosen such that in the 2 → 2 approximation to the t-channel production,

qb → q′t, the vectors p⃗j and p⃗q determine the production plane, therefore containing x̂ in that plane,
whereas ŷ is orthogonal to it.
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process dg → ūt̄b, the spectator quark is not a down-type quark but instead an up-type

quark [318, 319]. The longitudinal polarisations obtained with the Protos generator are

compatible with the NLO calculation [320], Pz = 0.91 (t) and Pz = −0.86 (t̄). Although

calculated at LO, the Protos generator samples show similar kinematical distributions to

NLO generated ones [321, 322]. These SM predictions change substantially when in the

presence of new physics in the Wtb vertex. As a result, their measurement constitute a

strong BSM physics probe.

In Figure 8.17, the polarisation, Pi, is shown for all three axes as a function of each

anomalous coupling variation. The SM coupling VL is fixed to unity, as well as hereinafter.

The anomalous couplings, VR, gL and gR, are varied within a [−0.2, 0.2] range, since previous

direct and indirect results [323]–[328] excluded values outside that range. A fit can now

be used to extract the behaviour of the top quark polarisation when in the presence of

anomalous couplings. The cross-sections of the single top quark (t) and single top antiquark

(t̄) production processes can be calculated for anomalous Wtb couplings by resorting to

correction factors, ft and ft̄ respectively:

ft = 1 + 0.90 |VR|2 + 1.47 |gL|2 + 2.31 |gR|2 − 0.11ReV ∗
LVR − 0.53ReV ∗

LgR

ft̄ = 1 + 1.09 |VR|2 + 2.36 |gL|2 + 1.58 |gR|2 − 0.12ReV ∗
LVR − 0.56ReV ∗

RgL , (8.30)

where the combinations of couplings with numerical pre-factors smaller than 0.1 are con-

sidered negligible. The resulting top quark polarisations in the three orthogonal axes are

then

Px =
(
−0.13|VR|2 + 0.25 |gL|2 − 0.90 |gR|2 + 2.14ReV ∗

LgR − 1.53ReV ∗
RgL

)
/ft ,

Py = (−2.12 ImV ∗
LgR − 1.54 ImV ∗

RgL) /ft

Pz =
(
0.90− 0.76 |VR|2 + 1.15 |gL|2 − 1.50 |gR|2 − 0.60ReV ∗

LgR + 0.36ReV ∗
RgL

)
/ft ,

(8.31)

and for the top antiquarks

Px =
(
−0.14− 0.96 |gL|2 + 0.34 |gR|2 − 1.71ReV ∗

LgR + 2.31ReV ∗
RgL

)
/ft̄ ,

Py = (1.72 ImV ∗
LgR + 2.30 ImV ∗

RgL) /ft̄

Pz =
(
−0.86 + 0.99 |VR|2 − 1.56 |gL|2 + 1.20 |gR|2 + 0.42ReV ∗

LgR − 0.67ReV ∗
RgL

)
/ft̄ ,

(8.32)
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Figure 8.17: Polarisation of single top quark (antiquark) in the three previously defined
axes, while in the presence of either purely real (blue) or imaginary (red) anomalous Wtb
couplings [5]. In the left column, the polarisation of the top quark, whereas in the right col-
umn, the polarisation for the top antiquark is shown. The initial quark direction q⃗ is assumed
known for both Px and Py.
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Figure 8.18: Relation between the polarisations Px,y, in which the initial quark direction is
known, and the polarisations P̄x,y, in which it is estimated from the spectator quark. [5].

where the dependence with the Wtb anomalous couplings can be seen. The polarisations

along the normal direction, Py, have a dependence on imaginary parts of coupling products,

while the polarisation components along the transverse and longitudinal directions, Px and

the Pz respectively, do not. From the 2 → 2 approximation to the t-channel process,

where the differential cross-section is proportional to the squared matrix element, with

no absorptive parts, these imaginary terms can only arise from traces of Dirac matrices

tr γ5γµγνγργσ = −4iϵµνρσ contracted with four different tetravectors.1 The four tetravectors

involved in the the 2 → 2 process are the three independent four-momenta, associated to

three of the involved particles, plus the spin vector st. In the top quark rest frame, the

Lorentz-invariant contraction ϵµνρσp
µ
q pνj p

ρ
t s

σ
t is proportional to the triple product (p⃗q×p⃗j)·s⃗t.

When s⃗t is in either x̂ or ẑ directions, the triple product vanishes, whereas it does not in

the ŷ direction. Considering instead the 2 → 3 process, since the extra b quark is mostly

collinear to the beam direction, its effect should be negligible to this argument.

In hadronic collisions, the direction of the initial quark in the qg → q′tb̄ single top quark

production process cannot be unequivocally known. As the base of the construction of our

(x, y, z) reference system, a selection of the direction of the initial quark q coincident with

either one of the two incoming proton beam directions must be made. In the laboratory

frame, the momentum of the spectator quark j = q′ mostly follows that of the initial quark:

97% of the times for ug → dtb̄ and 98% of the time for dg → ut̄b. Since these two processes
1ϵµνρσ is the totally antisymmetric tensor verifying ϵ0123 = 1.
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constitute the main channels of single top quark and antiquark production, in this study we

choose the direction of the initial quark according to that of the spectator quark. For the

remainder production channels, however, the rate of having correctly estimated the initial

quark direction is lower. For this reason, the ‘observed’ polarisations P̄x,y are slightly smaller

than those that would be measured had the initial quark direction been known with 100%

certainty (the ‘true’ polarisation Px,y). In Figure 8.18, the relation between the polarisations

Px,y, in which the initial quark direction is known, and the polarisations P̄x,y, in which it

is estimated from the spectator quark, is shown. P̄x,y is linearly dependent on Px,y, and

independent of the anomalous couplings in the considered intervals. The ranges of the

polarisations displayed are those that correspond to varying Re gR and Im gR between −0.2

and 0.2. The obtained numerical relation between P̄x,y and Px,y is

P̄x,y = 0.89Px,y (t) ,

P̄x,y = 0.81Px,y (t̄) , (8.33)

where the same numerical factor was obtained for both the transverse and normal directions.

This occurs due to the fact that choosing the other proton direction as the initial quark

orientation, will only result in a negative sign in the x̂ or ŷ directions.

For LHC collisions at a center-of-mass energy of 14TeV, the correction factors for the

total cross-sections with anomalous couplings are

ft = 1 + 0.92 |VR|2 + 1.82 |gL|2 + 2.60 |gR|2 − 0.11ReV ∗
LVR − 0.47ReV ∗

LgR

ft̄ = 1 + 1.07 |VR|2 + 2.61 |gL|2 + 1.92 |gR|2 − 0.12ReV ∗
LVR − 0.12ReV ∗

LgR

−0.49ReV ∗
RgL . (8.34)

The polarisations obtained for the three orthogonal axes are then:

Px =
(
−0.10|VR|2 − 0.84 |gR|2 + 0.31|gL|2 + 2.19ReV ∗

LgR − 1.68ReV ∗
RgL

)
/ft ,

Py = (−2.17 ImV ∗
LgR − 1.69 ImV ∗

RgL) /ft ,

Pz =
(
0.88− 0.77 |VR|2 + 1.38 |gL|2 − 1.71 |gR|2 − 0.53ReV ∗

LgR + 0.35ReV ∗
RgL

)
/ft ,

P̄x,y = 0.88Px,y (8.35)
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for top quarks and

Px =
(
−0.11− 0.88|gL|2 + 0.37 |gR|2 − 1.84ReV ∗

LgR + 2.31ReV ∗
RgL

)
/ft̄ ,

Py = (1.85 ImV ∗
LgR + 2.31 ImV ∗

RgL) /ft̄ ,

Pz =
(
−0.85 + 0.95 |VR|2 − 1.76 |gL|2 + 1.43 |gR|2 + 0.41ReV ∗

LgR − 0.601,ReV ∗
RgL

)
/ft̄ ,

P̄x,y = 0.79Px,y (8.36)

for top antiquarks.

In order to experimentally probe the top polarisation, angular distributions of the top

quark decay products can be used. Taking into account their spin analising properties, this

study starts by considering the charged lepton, ℓ±, with three-momentum p⃗ℓ, and whose

direction in the (x, y, z) reference system is parameterised by the angles (θℓ, ϕℓ). θℓ is the

angle between the three-momentum of the lepton (in the t rest frame) and the direction in

which we want to measure the polarisation of the top quark. The angular distributions of

the lepton in the top quark rest frame are given by

1

Γ

dΓ

d cos θℓ
=

1

2
(1 + Pzαℓ cos θℓ) , (8.37)

where αℓ is the ‘spin analyzing power’ of the lepton, a constant which can range between -1

and 1 [329]. In the pure SM case, at LO, αℓ corresponds to unity. In the more general case,

however, its value will depend on possible anomalous Wtb couplings.1 Since leptons have

the highest spin analyzing power, a forward-backward (FB) asymmetry is defined using the

charged leptons as spin analysers for the top quark and antiquark decays:

Az
FB =

σ(cos θℓ > 0)− σ(cos θℓ < 0)

σ(cos θℓ > 0) + σ(cos θℓ < 0)
=

1

2
αℓPz , (8.38)

which is sensitive to Pz. Considering the angles between p⃗ℓ and the x̂, ŷ directions, two

additional FB asymmetries can be established in the transverse and normal directions:

Ax
FB =

1

2
αℓP̄x , Ay

FB =
1

2
αℓP̄y , (8.39)

which are sensitive to P̄x and P̄y respectively.2 This way, the polarisation of top quarks, and

similarly for top antiquarks, can be measured.
1NLO corrections to αℓ are small [330].
2Alternatively, the transverse and normal polarisations could also be extracted from the azimuthal

angle dependence of the double angular distribution dΓ/d cos θℓ dϕℓ. For instance, in [331] the azimuthal
distributions were investigated for tW production, although no corresponding polarisations were extracted.
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Figure 8.19: Forward-backward asymmetries sensitive to Re gR (a) and Im gR (b). For com-
parison, the normal W polarisation asymmetry AN

FB is included on the right panel (b).

It is important to notice, however, that the top quark polarisation obtained via these

three asymmetries is model-dependent, as new physics in the decay vertex can enter the

distributions through the αℓ factor. For a model-independent measurement, double angular

distributions involving the W boson rest-frame momenta would be necessary [332]. For the

purpose of this study, however, probing the presence of new physics via anomalous Wtb

couplings is enough. Studies involving other BSM sources, such as four-fermion ones, have

been explored elsewhere [333, 334, 335].

In this study, it is from the measurement of Ax
FB, Ay

FB and Az
FB that limits on the anoma-

lous couplings are derived. Figure 8.19 depicts the asymmetries dependence on the real and

imaginary parts of gR, given via the polarisations Pi and αℓ. For completeness, in the right

panel, the dependence of the normal W polarisation asymmetry AN
FB [336] on the imaginary

part of gR is also included. The first direct limit on Im gR was imposed using this asymme-

try, which considers the charged lepton distribution in the W boson rest frame, as measured

by the ATLAS Collaboration using 7TeV: AN
FB = 0.031 ± 0.065 (stat)+0.029

−0.031 (syst) [326].

Considering the proposed asymmetries, Ax
FB and Ay

FB, in Figure 8.19, a stronger dependence

on Re gR and Im gR than for the Az
FB asymmetry is seen. Experimentally, the measurement

of either of these asymmetries (Ax,y,z
FB and AN

FB alike) requires the full kinematical recon-
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8. TOP QUARK COUPLINGS AT THE LHC

struction of single top quark events. Since both Ax,y
FB and AN

FB vanish in the SM, 1 it is

reasonable to expect experimental uncertainties with similar magnitudes. Additionally, it

may be that the systematic uncertainties on Ax,y
FB are smaller, as these FB asymmetries have

null values in the pure SM scenario, with the exception of Ax
FB in the single t̄ production.

In the last couple of years, in order to measure the top quark polarisation in single top

quark events, several techniques are applied by the LHC experiments. In general, and as

previously suggested in this study too, the angular distribution of the charged lepton ℓ = e, µ

from the decay t → Wb → ℓνb is used, since it is the most sensitive distribution to the top

quark polarisation. The first of such measurements was done by the CMS experiment [337],

where the top polarisation in the spectator quark direction was measured to be Pz = 0.82±
0.12 (stat) ± 0.32 (sys), at a centre-of-mass energy of 8TeV, assuming the maximum spin

analysing power of the lepton (αℓ = 1). Also at
√
s = 8TeV, the ATLAS experiment set

a limit for the single top quark polarisation |Pz| > 0.72 (at 95% CL) at parton level [317].

Regarding the lepton spin asymmetry Az
FB, it was measured by both experiments at

√
s =

8TeV as Az
FB = 0.49 ± 0.06 by ATLAS [338] and Az

FB = 0.26 ± 0.11 by CMS [337]. At
√
s = 13TeV, the CMS collaboration measured Az

FB = 0.440 ± 0.070 [339]. All of these

results were done at parton level and an average over top quarks and antiquarks was taken.

In this study, by introducing two new directions, transverse and normal, orthogonal to

the already used spectator quark direction, a complete description of the top (anti)quark

polarisation in single top production can be achieved. These new polarisations are particu-

larly sensitive to an anomalous coupling involving a b̄LσµνtR dipole term. Specifically, the

Ay
FB asymmetry, based on the polarisation normal to the production plane, is more sensitive

to the imaginary part of this coupling than previously studied observables. The three FB

asymmetries proposed in this study were recently measured by the ATLAS collaboration at

a centre-of-mass energy of 13TeV resulting in Px = 0.01 ± 0.18, Py = −0.029 ± 0.027 and

Pz = 0.91±0.10 for top quarks, and Px = −0.02±0.20, Py = −0.007±0.051 and Pz = −0.79

±0.16 for top antiquarks [340]. These measurements are consistent with the predictions made

for the SM case, with the top quarks (antiquarks) polarised mostly in the longitudinal direc-

tion (opposite direction) and Py null for both the top quarks and antiquarks. By combining

the results from these new asymmetries with previously known observables, the overall sen-

sitivity to anomalous right-handed vector(VR), and left- and right-handed tensor (gL,gR)

couplings and on the corresponding Wilson coefficients can be significantly improved. The
1Except Ax

FB for t̄ as previously seen.
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8.3 Top Quark and W boson Coupling

ATLAS collaboration fitted the measured differential cross-sections with an effective field

theory prediction in order to set exclusion limits on the real and imaginary parts of the

complex Wilson coefficient, CtW . A non-zero value for the imaginary part of CtW could be

a possible indicator of beyond the SM CP violation in the tWb vertex. The real and the

imaginary parts of CtW were found to be within [−0.9, 1.4] and [−0.8, 0.2] respectively, at

95% CL, which is compatible with the SM predictions [340].
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Conclusions

This dissertation covers a substantial range of aspects of a high energy physics programme:

from detector monitoring, to an experimental physics search and the proposal of new phe-

nomenological observables to probe the most successful theoretical framework as of yet, the

SM of particle physics. The main focus of this doctoral work was the study of top quark

physics, with particular emphasis in the production of top quark pairs in association with a

Higgs boson, which is especially relevant, since the top quark-Higgs boson Yukawa coupling

constitutes a test of the SM. As the doctoral work was carried out during the LHC’s ramp

up to its designed luminosity, interesting challenges arose, not only from the particle detec-

tion point of view, with detectors being put to the test in increasingly harsher conditions,

but also from an analysis perspective, where the search of an already rare physics process

is overwhelmed by a much larger background, with the constraint of having reduced data

statistics in the regions of interest.

In order to reach precise measurements, an impressive and scrutinous surveillance of

the ATLAS detector is required. In the first part of this doctoral work, the monitoring

of the TileCal was performed under different pile-up conditions during the LHC’s Run 1.

As the conditions of the proton-proton collisions changed, the rising number of multiple

collision lead to overlapping contributions in the energy deposits measured in each TileCal

cell. The energy response of the TileCal cells was thus surveyed, and the associated noise was

addressed, including inter-correlations among cells of the calorimeter. It was of particular

importance to understand the sources of correlated pedestal noise in the energy measurement

to correct them if possible. When hardware changes were not yet possible, software to

reduce the correlated pedestal noise was tested in pile-up conditions ahead of the physics pp

runs. Scans of covariance and correlation matrices between cell responses of all modules and
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partitions of the calorimeter were made, as to completely survey the coherence noise effect

on the TileCal. The TNF method, used to correct the observed channel correlation, was

validated in pile-up collision data. Since the coherent noise component is mostly related to

the hardware of the readout, by upgrading to a new generation of LVPS, the Gaussian shape

of the channel noise and the magnitude of the correlations in TileCal modules improved:

the intrinsic white noise distribution of each channel showed smaller RMS and is closer to a

single Gaussian shape.

Additionally, the dependence on the multiplicity of pile-up events of the signal deposits

measured on the TileCal cells and the associated noise was investigated. The dependencies

with η, BCID and number of interactions per bunch crossing were surveyed for the whole

calorimeter, including all partitions, modules and layers. As the luminosity of data increased,

the multiplicity of pile-up interactions was also higher, and it was observed that the mean

energy deposited in a cell also increased. Periods with higher multiplicity of pile-up collisions

also had noisier cell responses. The cell response was constant from run to run and reflects

the geometry of the TileCal: cells closer to the IP (A-cells) or in more forward regions (gap

crack cells), which are subjected to higher pile-up radiation, receive higher energy deposits

and also show noisier outputs. It was also observed that data runs with higher number

of pile-up interactions lead to cell measurements with higher values of noise, which follows

the same pattern as the mean energy, being more significant for cells closer to the IP and

for higher η values. The BCID dependence of the mean energy deposits averaged over ϕ

modules and η towers, within the same layer and partition was also surveyed. The mean

energy is mostly constant throughout the bunches position in the train. However, a slight

tendency for higher values in the first and last bunches of the train was seen. The associated

noise dependence with BCID showed a similar response, with fluctuations within a few MeV

along the train and slightly noisier signal measurements for the first and last bunches in each

train. In addition, it was observed that as the number of interactions per bunch crossing

increases, the cell noise also increased. The rate to which the noise depends on the number

of interactions is specific of the cell location in the calorimeter. As expected, cells which

undergo higher levels of pile-up radiation, such as A-cells or special cells, present typically

noisier measurements, with values growing with
√
< µ >. The noise of the outermost cells,

located in the BC or D layers, showed linear proportionality to the average number of

interactions in a bunch crossing. The closely monitored response of the TileCal cells in

different conditions contributed to a proper characterisation of the TileCal response and
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performance, allowing better object reconstruction and thus more precise results of the

ATLAS experiment. This study encompasses complete survey of the TileCal cell noise

dependence with the multiplicity of pile-up events, summarised in ‘Description of the Tile

Calorimeter noise with increasing Pile-up for
√
s = 7TeV data collected during 2011’[2],

and gave way for the continuous monitoring of the TileCal cell response throughout Run 1

of the LHC.

The search for tt̄H production in the dileptonic channel of top quark decays, focusing on a

SM Higgs boson H → bb̄ decay, was performed. The experimental search for this production

mode was done using ATLAS collected data at a centre-of-mass energy of
√
s = 8TeV with

a luminosity of 20.3 fb−1. The results presented in this dissertation led to the publication

of the ATLAS Collaboration paper ‘Search for the Standard Model Higgs boson produced

in association with top quarks and decaying into bb̄ in pp collisions at
√
s = 8TeV with the

ATLAS detector’ [1]. After a dedicated dileptonic event selection, the events were classified

into jet and b-tagged jet multiplicity regions, improving the signal sensitivity without loss of

events. In fact, the improvement of the signal sensitivity was the cornerstone of the analysis,

for which various measures were implemented. As the precise modelling of the different

background processes was one of the main challenges, a significant effort was devoted to

estimate the processes to the best precision possible. Data-driven methods were developed,

using dedicated control-regions and event selection criteria for the Z + jets, the tt̄ + jets

and multijet processes. The backgrounds normalisations (and shape modelling in the case

of the Z + jets) were then corrected to the best precision available at the time, i.e. that

of the 8TeV data. It should be noted that these data-driven methods were performed for

the first time as exploratory alternatives to those implemented in the ATLAS published

result, giving similar sensitivities to the top quark-Higgs boson vertex. In particular, for the

tt̄+ jets, where no shape modelling was estimated in this thesis, a systematic variation was

included based on the top quark and top quark pairs transverse momenta correction used

in the nominal semi-leptonic and dileptonic ATLAS analyses [1]. Additionally, for the tt̄

production with extra heavy-flavour jets, for which no differential measurements had been

performed yet, systematic uncertainties on the modelling of the individual tt̄ + bb̄ jets and

tt̄+ cc̄ jets processes were estimated. The signal to background discrimination was achieved

by using neural networks in signal-rich regions. The neural networks were trained using

kinematic variables of the final state objects such as the pT and η distributions, as well as

event shape distributions and global event variables requiring final state information from
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all objects in the event. A combined likelihood fit to data in all the jet multiplicity regions

was employed, including systematic uncertainties as nuisance parameters in the fit. The

systematic uncertainties, both theoretical and experimental, were significantly constrained

by the available data. By exploiting signal-depleted regions with higher statistics to constrain

in-situ the leading uncertainties, the background modelling also improved. The previously

mentioned systematic variations had the highest impact on the likelihood fit. No significant

excess of tt̄H events above the background expectation was found for a Standard Model

Higgs boson with a mass of 125GeV. An observed (expected) 95% confidence-level upper

limit was set at 7.8 (4.5) times the Standard Model cross section. The ratio of the measured

signal strength to the Standard Model expectation was found to be µ = 3.7± 2.2 under the

signal-plus-background hypothesis. This result is in agreement with those of both ATLAS

and CMS for the same centre-of-mass energy and equivalent luminosities.

As the LHC continued data-taking, providing pp collisions at 13TeV, the production of

SM Higgs boson in association with top quark pairs was finally observed [93, 94]. Benefiting

from the increase in energy, as well as further developing the experimental strategies used in

Run 1, a more powerful search was achieved. The combination of different Higgs boson decay

channel searches provided statistical significance making the discovery possible. Although,

no deviations from the SM predictions have been observed so far, this opens the door to

precision measurements of the top quark couplings to the Higgs boson.

In this dissertation, new top quark observables were also proposed to investigate the

nature of the top quark couplings, both in neutral and charged currents. These studies were

published in ‘Angular distributions in tt̄H(H → bb̄) reconstructed events at the LHC’ [3],

‘Probing the CP nature of the Higgs coupling in tt̄h events at the LHC’ [4] and ‘New

directions for top quark polarisation in the t-channel process’ [5].

The top quark-Higgs boson yukawa coupling was studied in tt̄h production, for scalar and

pseudo-scalar Higgs bosons, at the phenomenological level. Using the expertise developed

for the experimental search, a dileptonic selection and full kinematic reconstruction of t, t̄

and and h → bb̄ decays was performed using
√
s = 13TeV simulated pp collisions at the

LHC. Although, there is a reduction on the total number of events when compared with the

initial parton level, the kinematical reconstruction preserves the different spin information

of the signal and background processes. Having access to relevant spin information allowed

the exploratory study of several observables, including newly proposed angular distributions

and asymmetries that provided better discrimination not only between signals of different
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nature (scalar or pseudoscalar) but also between tt̄h events and the main tt̄ background

at the LHC. For completeness, variables already proposed in literature particularly suited

to the discrimination between the CP components of the tt̄h signal, such as the b4, were

also investigated. Expected limits at 95% CL were extracted on the σ × BR(h → bb̄) and

signal strength µ using a boosted decision tree. A comparison between the sensitivities of

the individual variables as a function of cos(α) was also performed, showing that a MVA

method combining all variables can improve the individual limits up to 25%. The obtained

expected limits do not have a strong dependence on the particular choice of the CP-phase

(α), however, the analysis of the SM Higgs case (CP-even) is a good starting point to probe

mixtures with CP-odd contributions. These results are expected to improve when other

decay channels are combined, using fully reconstructed final states. This exploratory work

led to continuous phenomenological studies, including studies with semileptonic top quark

pair decays [341]–[345]. On the experimental front of the search for tt̄H/A production, the

ATLAS Collaboration is currently preparing a new publication ‘Probing the CP nature of the

top-Higgs Yukawa coupling in tt̄H and tH events with H → bb̄ using the ATLAS detector

at the LHC’ based on the conference note [346]. This soon to be published result makes

use of CP sensitive observables first tested on reconstructed events in this dissertation. It is

worth mentioning that the search for four top quarks production is also sensitive to the top

quark Yukawa coupling [347].

The top quark coupling to the charged W bosons was also explored in this thesis, making

use of single top quark simulated events. A complete description of the top quark and top

antiquark polarisations was achieved by introducing two directions, transverse and normal,

which are orthogonal to the already commonly used spectator quark direction. Given the

polarisations Px, Py and Pz in the three proposed axes, the top (anti)quark spin density

matrix can be determined and the polarisation in any other direction can be computed. It

was observed that the polarisations Px and Py vanish in the SM for the single top quark

production, whereas for top antiquark production Px is of the order of O(0.1) with null

Py. The dependence of these polarisations on possible anomalous Wtb couplings was in-

vestigated. Two asymmetries, involving the transverse (Px) and normal (Py) polarisations,

were shown to be sensitive to an anomalous coupling gR involving a dipole term of the form

b̄Lσ
µνtR. The three FB asymmetries proposed in this study were recently measured by the

ATLAS collaboration at a centre-of-mass energy of 13TeV [340], and are consistent with

the predictions made for the SM case, with the top quarks (antiquarks) polarised mostly
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in the longitudinal direction (opposite direction) and Py null for both the top quarks and

antiquarks. By combining the results from these new asymmetries with previously known

observables, the overall sensitivity to anomalous right-handed vector(VR), and left- and

right-handed tensor (gL,gR) couplings and on the corresponding Wilson coefficients can be

significantly improved.

The experimental and phenomenological analysis developed in this thesis, have been

fruitful in laying the ground work for continuous investigation in top quark and Higgs boson

physics, by contributing to more precise detector measurements, testing new experimental

strategies and proposing novel CP sensitive observables.
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Appendix A

Energy and Noise Dependence on the
Bunch Crossing ID in TileCal

A systematic survey of the TileCal cell signal dependence on the BCID is presented. The

mean energy deposits and the respective significance (RMS) were estimated in zero bias data

from pp colisions at
√
s = 7TeV. All sampling layers of the calorimeter were individually

monitored, maintaining the LB and EB separate, but inclusively averaging all the azimuthal

modules. The points represent the data samples, one run for each period in Table 4.2. The

lines are the MC simulation reweighted to the pile-up conditions of each period. The lowest

luminosity period (F2), represented by the yellow line, was chosen as a reference to guide

the eye. Overall, the noise of the TileCal cells increases for data with higher multiplicity of

pile-up.

A.1 Energy dependence with the BCID

Figures A.1–A.6 show the mean energy deposits as a function of the BCID for the sampling

layers of the LB and EB. These are analogous to Figure 4.19 for sample A of the LB shown

in Chapter 4. The mean energy deposits flutuate a few MeV as a function of the BCID. On

average, the first and last bunches of the trains lead to higher energy deposits in the cells.

For both barrels, sampling layers closer to the beam pipe have more energetic deposits than

those on the outermost parts of the calorimeter. Due to their forward location, the EB cells

record higher energy deposits than the LB ones.
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ID IN TILECAL

A.2 Noise dependence with the BCID

The total noise, estimated as the RMS of the energy signal, is shown in Figures A.7–A.12 as

a function of the BCID for the sampling layers of the LB and EB partitions of the TileCal.

These are analogous to Figure 4.20 for sample A of the LB shown in Chapter 4. The

noise is constant within a few MeV, with the first and last bunches of the trains showing,

on average, slightly noisier signal measurements. Just as expected, cells near the IP have

noisier measurements, because of the intense exposure to pile-up events. The LB cells have

higher values of noise, which reflect the forward pseudorapidity coverage of these modules.

The gap-crack cells provide noisier outputs, mainly because of their location and special

layout.
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Figure A.1: The mean energy depositions as a function of the BCID for sample A of the ex-
tended barrel is represented, for several runs of 2011 data. The lowest luminosity period (F2)
was chosen as a reference. The marker points represent the data sample (one run for each pe-
riod) and the lines are the Monte Carlo distribution (mc11c reweighted to each data period).
The MC was reweighted to the data, according to the weight given by the PileUpReweighting
tool (based on the average number of interactions per bunch crossing).
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Figure A.2: The mean energy depositions as a function of the BCID for sample BC of the
long barrel is represented, for several runs of 2011 data. The lowest luminosity period (F2)
was chosen as a reference. The marker points represent the data sample (one run for each pe-
riod) and the lines are the Monte Carlo distribution (mc11c reweighted to each data period).
The MC was reweighted to the data, according to the weight given by the PileUpReweighting
tool (based on the average number of interactions per bunch crossing).
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Figure A.3: The mean energy depositions as a function of the BCID for sample BC of the
extended barrel is represented, for several runs of 2011 data. The lowest luminosity period
(F2) was chosen as a reference. The marker points represent the data sample (one run for
each period) and the lines are the Monte Carlo distribution (mc11c reweighted to each data
period). The MC was reweighted to the data, according to the weight given by the Pile-
UpReweighting tool (based on the average number of interactions per bunch crossing).
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Figure A.4: The mean energy depositions as a function of the BCID for sample D of the
long barrel is represented, for several runs of 2011 data. The lowest luminosity period (F2)
was chosen as a reference. The marker points represent the data sample (one run for each pe-
riod) and the lines are the Monte Carlo distribution (mc11c reweighted to each data period).
The MC was reweighted to the data, according to the weight given by the PileUpReweighting
tool (based on the average number of interactions per bunch crossing).
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Figure A.5: The mean energy depositions as a function of the BCID for sample D of the ex-
tended barrel is represented, for several runs of 2011 data. The lowest luminosity period (F2)
was chosen as a reference. The marker points represent the data sample (one run for each pe-
riod) and the lines are the Monte Carlo distribution (mc11c reweighted to each data period).
The MC was reweighted to the data, according to the weight given by the PileUpReweighting
tool (based on the average number of interactions per bunch crossing).
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Figure A.6: The mean energy depositions as a function of the BCID for the special cells of
the extended barrel is represented, for several runs of 2011 data. The lowest luminosity pe-
riod (F2) was chosen as a reference. The marker points represent the data sample (one run
for each period) and the lines are the Monte Carlo distribution (mc11c reweighted to each
data period). The MC was reweighted to the data, according to the weight given by the Pile-
UpReweighting tool (based on the average number of interactions per bunch crossing).
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Figure A.7: The total noise as a function of the BCID for sample A of the extended barrel
is represented, for several runs of 2011 data. The lowest luminosity period (F2) was chosen
as a reference. The noise was estimated as the standard deviation of the energy value per
cell per bcid. The marker points represent the data sample (one run for each period) and the
lines are the Monte Carlo distributions (mc11c reweighted to each data period). The MC was
reweighted to the data, according to the weight given by the PileUpReweighting tool (based
on the average number of interactions per bunch crossing).
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Figure A.8: The total noise as a function of the BCID for sample BC of the long barrel is
represented, for several runs of 2011 data. The lowest luminosity period (F2) was chosen as
a reference. The noise was estimated as the standard deviation of the energy value per cell
per bcid. The marker points represent the data sample (one run for each period) and the
lines are the Monte Carlo distributions (mc11c reweighted to each data period). The MC was
reweighted to the data, according to the weight given by the PileUpReweighting tool (based
on the average number of interactions per bunch crossing).
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Figure A.9: The total noise as a function of the BCID for sample BC of the extended barrel
is represented, for several runs of 2011 data. The lowest luminosity period (F2) was chosen
as a reference. The noise was estimated as the standard deviation of the energy value per
cell per bcid. The marker points represent the data sample (one run for each period) and the
lines are the Monte Carlo distributions (mc11c reweighted to each data period). The MC was
reweighted to the data, according to the weight given by the PileUpReweighting tool (based
on the average number of interactions per bunch crossing).
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Figure A.10: The total noise as a function of the BCID for sample D of the long barrel is
represented, for several runs of 2011 data. The noise was estimated as the standard deviation
of the energy value per cell per bcid. The marker points represent the data sample (one run
for each period) and the lines are the Monte Carlo distributions (mc11c reweighted to each
data period). The MC was reweighted to the data, according to the weight given by the Pile-
UpReweighting tool (based on the average number of interactions per bunch crossing).
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A.2 Noise dependence with the BCID
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Figure A.11: The total noise as a function of the BCID for sample D of the extended bar-
rel is represented, for several runs of 2011 The noise was estimated as the standard deviation
of the energy value per cell per bcid. The marker points represent the data sample (one run
for each period) and the lines are the Monte Carlo distributions (mc11c reweighted to each
data period). The MC was reweighted to the data, according to the weight given by the Pile-
UpReweighting tool (based on the average number of interactions per bunch crossing).
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Figure A.12: The total noise as a function of the BCID for the special cells of the extended
barrel is represented, for several runs of 2011 data. The lowest luminosity period (F2) was
chosen as a reference. The noise was estimated as the standard deviation of the energy value
per cell per bcid. The marker points represent the data sample (one run for each period) and
the lines are the Monte Carlo distributions (mc11c reweighted to each data period). The MC
was reweighted to the data, according to the weight given by the PileUpReweighting tool
(based on the average number of interactions per bunch crossing).
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Appendix B

Neural Network Input Variables

The discrimination between signal and background is shown in Figures B.1 and B.2 for the

ten highest ranked observables in the (≥ 4j, 3b) and (3j, 3b) regions where NN is used. These

are analogous to Figure 7.6 for the (≥ 4j, ≥ 4b) region with the highest signal sensitivity.

The distributions are normalised to unity. The correlations between observables is also

included for both signal and background.
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B. NEURAL NETWORK INPUT VARIABLES
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Figure B.1: Normalised distributions of the NN highest-ranked input variables in the (≥ 4j,
3b) region: (a) ∆ηmax∆η

jj ; (b) NHiggs
30 ; (c) mminm

jj ; (d) ∆RmaxpT

bb ; (e) ∆Rmin∆R
hl ; (f) HT; (g)

Aplanjet; (h) mmin∆R
bb ; (i) ∆Rmaxm

bb ; (j) ∆Rmin∆R
lj ; The correlation among the variables are

also shown, (k) for the signal and (l) for the background events.
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Figure B.2: Normalised distributions of the NN highest-ranked input variables in the (3j,
3b) region: (a) ∆ηmax∆η

jj ; (b) mminm
jj ; (c) HT; (d) H4; (e) NHiggs

30 ; (f) pjet 3T ; (g) Centrality; (h)
∆RmaxpT

bb ; (i) mmaxpT

jj ; (j) mclosest
jj . The correlation among the variables are also shown, (k)

for the signal and (l) for the background events.
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Appendix C

tt̄h Event Reconstruction
Performance

Comparisons of three distinct steps of a dileptonic analysis using the kinematic reconstruc-

tion method in Section 8.2.1:

1. after event selection — using the parton-level four-momenta of all relevant objects;

2. after event selection and a truth-matched kinematic reconstruction — using the recon-

structed four-momenta of all relevant objects, while using truth-matched information

to select the jet-lepton pairing and the jets originating from the Higgs boson;

3. after event selection and the full kinematic fit reconstruction — using the fully recon-

structed four-momenta, without any truth-matched objects.

Angular distributions of xℓ+ on the left and xℓ− on the right are shown in Figures C.1, for

both the tt̄h signal and the main background tt̄bb̄. The two processes are normalised for

better visualisation. Figures C.1 (a) and (b) show the parton level angular distributions

after the event selection. In Figures C.1 (c) and (d), the angular distributions calculated at

truth level, after selection cuts and kinematical fit with truth-matched objects; Finally, in

Figures C.1 (e) and (f), the angular distributions obtained using the four-momenta after the

full event analysis: event selection cuts and kinematic fit reconstruction (without any truth-

matched object, just as it would be applied on collision data). The shape of the distributions

is naturally altered by the event selection, where only events fulfilling certain requirements

survive. When the kinematic reconstruction is applied, small distortions became visible in

comparison to the parton level forms after event selection, but the overall behaviour of the

distributions does not change. Consequently, the information of the particles produced in
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Figure C.1: Double angular product distributions: (a) and (b) at truth-level, after the selec-
tion cuts; (c) and (d) at truth level, after selection cuts and kinematical fit; (e) and (f) after
the full analysis (selection cuts and kinematic reconstruction without any truth-match ob-
ject). The distributions represent the product of the cosine of θt̄HH and the cosine of θHℓ+ (left)
or θHℓ− (right) [3].

the hard-scatter, in particular the spin properties present in the matrix element, is preserved

by the analysis throughout tt̄H dileptonic event selection and kinematic reconstruction.
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Appendix D

tt̄h Event Reconstruction: jet
assignment with TMVA

The full reconstruction of tt̄h events is achieved by attributing a total likelihood for being

a dileptonic tt̄h h → bb̄ event based on the kinematic information of the event, similarly to

what was done in Section 8.2.1:

Ltt̄h ∼ Ptt̄ P (mh) , (D.1)

which is computed for every possible combination of neutrino solutions, jet-lepton pair and

two-jet pair assignment. Ptt̄ is the likelihood of a specific combination of objects in the

event to have originated from a tt̄ pair, whereas P (mh) is the probability of a certain

pair of jets to have been the result of a Higgs boson decay. The top quark (antiquark)

reconstruction is determined by correctly pairing the b (b̄) quark to the lepton ℓ+ (ℓ−) and

the neutrino νℓ (ν̄ℓ). Following the previous neutrino reconstruction method, the kinematic

information of the two escaping neutrinos is obtained by choosing the solution with higher(
P (pTν)P (pTν̄)

)
/
(
pTνpTν̄

)
. In order to achieve better signal acceptance and faster runtime,

the jet assignment is refined in the algorithm by including additional PDF information as

well as using a MVA method to select the bℓ and bb̄ pairs most probable to have originated

from the top quark/antiquark and the Higgs boson, respectively.

Instead of using PDF distributions of the mass of the W± bosons and the mass of top

quark and antiquark, here, PDFs of the transverse momentum of the top quark, P (pTt), of

the top antiquark, P (pT t̄) and of the tt̄ system, P (pTtt̄), are used to determine a probability

for each solution. Additionally, a probability is also given to each solution based on the two-

dimensional PDF of the top quark masses, P (mt,mt̄). The probability Ptt̄ of each jet-lepton
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D. T T̄H EVENT RECONSTRUCTION: JET ASSIGNMENT WITH TMVA

combination per event and per neutrino solution to be compatible with a dileptonic tt̄ decay

is calculated as

Ptt̄ ∼ P (pTν)P (pTν̄)

pTνpTν̄

P (pTt)P (pT t̄)P (pTtt̄)P (mt,mt̄) , (D.2)

assuming the pT distributions of the neutrino, anti-neutrino, top quark, top antiquark, and

tt̄ system to be distributed at parton level as in the SM.

The Higgs boson reconstruction is simplified to selecting two jets amongst the remaining

available ones. The probability of the bb̄ pair to have been originated by the Higgs boson is

given by the PDF of the SM Higgs boson mass, P (mh).

One of the main challenges of this reconstruction is, however, the number of possible jet

combinations available to fully reconstruct the tt̄h system. Choosing a wrong combination

of jets to kinematically reconstruct the signal events will give rise to, what is known as,

combinatorial background. In an effort to reduce the number of possible combinations, only

the six highest pT jets are considered for the reconstruction, which include 95% of the time

the jets produced from the hadronisation of b quarks from either the top quark pair or the

Higgs boson decays, for both tt̄H and tt̄A signal events. Additionally, jet combinations are

required to verify the following criteria:

mbt,t̄ℓ
± < 150GeV and 50GeV ≤ mbhb̄h

≤ 200GeV , (D.3)

where mbtℓ+ (mbt̄ℓ
−) is the invariant mass of the btℓ+ (bt̄ℓ−) pair assigned in the reconstruc-

tion to the t (t̄) quark decay and mbhb̄h
is the mass of the jet pair assigned to the Higgs

boson. Finally, in order to increase the choice of correct combinations among those fulfill-

ing the previous requirements, machine learning methods were tested with TMVA [348] to

provide the correct jet assignment to the jet-lepton pairs and the Higgs boson.

For the training of the multivariate methods, nine parton level distributions were used

as input: ∆R, lab-frame angles ∆θ and ∆Φ between the particle pairs (bt, ℓ+), (b̄t̄, ℓ−)

and (bH , b̄H). To account for detector resolution effects, the invariant masses of these three

particle pairs computed at reconstruction level with truth-matched events, were additionally

enclosed in the TMVA inputs. The TMVA training and testing were done on an independent

sample of tt̄H events (with a SM CP-even Higgs boson). The signal sample was created with

the correct parton level jet combination. The correct jet combination includes the two jet-

lepton pairs from the top quarks and the bb̄ pair from the Higgs boson. The combinatorial

background, however, was selected by computing the variables three times per event, each
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Figure D.1: Distributions of TMVA input variables for correct (filled blue, labelled ‘Signal’)
and wrong combinations (red shaded, labelled ‘Background’) of jets and leptons from the
same parent decaying particle: ∆R(ℓ+, bt) (top left) and ∆R(bH , b̄H) (bottom left); ∆θ(ℓ+, bt)
(top middle) and ∆θ(bH , b̄H) (bottom middle); ∆Φ(ℓ+, bt) (top right) and ∆Φ(bH , b̄H) (bot-
tom right).

one corresponding to a wrong permutation of the 4 b and b̄ partons, and guaranteeing that all

the variables computed in a permutation are different from the ones in any other, including

the correct one. In Figures D.1 and D.2 (left), distributions of the input variables used on

the TMVA trainning are shown for the signal and combinatorial background samples. The

correlations between variables are shown in Figure D.2 (right), for the correct (top) and

wrong combinations (bottom) samples.

A gradient boost decision tree (BDTG), which provided the best separation between

signal (correct jet pairing) and combinatorial background (wrong jet pairing), is shown in

Figure D.3. The distributions of the BDTG discriminant for the correct combinations (blue

filled histogram) and for the wrong combinations (red dashed histogram) are shown, for both

the training and the test samples. The jet combination with highest BDTG discrimination

is then selected in the full kinematic reconstruction of events, improving the correct jet

assignment rate. By using the TMVA to select the bℓ pairs and assign the b and b̄ originating

from Higgs boson, the kinematic fit reconstruction has a faster runtime since it no longer

needs to compute a total probability per each possible jet combination in the event. Instead,
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‘background’) combinations of jets and leptons from the same parent decaying particle:
(upper-left) the m(ℓ+, bt) and (lower-left) m(bH , b̄H); (right-top) TMVA input variables corre-
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Figure D.3: BDTG response for signal and combinatorial background.

the kinematic fit will use the TMVA as decisive input in determining the jet assignment and

proceed with the neutrino solution calculation, t, t̄ and H reconstruction using the total

likelihood for being a dileptonic tt̄h (h → bb̄) event, Ltt̄h, in Equation D.1. For tt̄H (tt̄A)

signal events, a 62% (61%) reconstruction rate is obtained, where in 31% (34%) of the signal
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Figure D.4: Two-dimensional distributions of transverse momenta in tt̄H events: (a) for the
neutrino (pT(νt)); (b) for the top quark (pT(t)); (c) for the tt̄ pair (pT(tt̄)); (d) for the Higgs
boson (pT(h)). The horizontal axes represent truth level variables recorded at NLO+Shower,
and the vertical axes represent the corresponding variables recorded after the reconstruction
(without truth-match). Similar distributions were found for the antiparticles, ν̄ and t̄ [4].

events the full kinematic reconstruction chooses the same jet combination as the parton level

one. In section8.2.3, whenever the full kinematic reconstruction is said to be used, this is

the method applied.

The correlation between the reconstructed objects, after the full tt̄h kinematic fit, and

their parton level distributions can be seen in Figure D.4, where two dimensional transverse

momentum distributions for (a) the neutrino, (b) the top quark, (c) the tt̄ pair and (d)
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D. T T̄H EVENT RECONSTRUCTION: JET ASSIGNMENT WITH TMVA

the Higgs boson are presented. All distributions show a clear correlation between the re-

constructed objects and their generated parton level. The neutrino pT has a slightly larger

spread of values, which is a result of the nature of the dileptonic events where two neutrinos

are present, thus, requiring two neutrinos to be reconstructed per event.

Although the reconstruction could still be improved by resorting to alternative or more

elaborate methods, it was deemed sufficient for the purposes of this study.
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