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Resumo

O aparecimento da aprendizagem profunda e o crescimento do poder computacional

culminou no avanço da resolução de vários problemas em diferentes áreas, como por exemplo

o MOT. Esta área sempre foi alvo de grande interesse em visão por computador e com

diversas aplicações em diferentes campos, como por exemplo videovigilância, entretenimento

e condução autónoma. Durante muito anos os investigadores investiram tempo e esforço

para melhorar a tarefa de seguimento de objetos usando câmaras RGB. Contudo, estas

câmaras estão sempre limitadas devido à taxa de captura de informação e pelas condições

de iluminação. Posto isto, nos últimos anos as câmaras neuromórficas têm sido exploradas

pela comunidade científica para ultrapassar as limitações existentes através da capacidade

de apenas transmitir mudanças de intensidade, ao nível do pixel, geradas pelo movimento

na cena, resultando num conjunto de eventos com baixa latência, baixo consumo e uma

dinâmica muito alta. Consequentemente, estes atributos podem gerar um grande contributo

no seguimento de veículos. Para alcançar o objetivo deste trabalho, o problema é tratado

pela fórmula de seguimento-por-deteção, onde o problema de deteção é avaliado por uma

rede neuronal recorrente em duas tipologias: CNN e SSCN. Paralelamente, com o mesmo

objetivo, irá ser avaliada uma rede com tipologia SNN com a arquitetura Tiny-YOLO. A

fase de seguimento é alcançada usando um algoritmo online de seguimento de múltiplos

alvos, SORT, e pela sua evolução, DeepSort, através da adição de um modelo profundo para

extrair descritores de aparência. Relativamente aos resultados, a nossa implementação teve

o terceiro melhor resultado comparado com o estado da arte no dataset GEN1, que apenas

é superado pelos autores do próprio dataset. O melhor resultado obtido é de 40% de mAP

com uma rede de 24M de parâmetros enquanto a nossa rede obteve 31% com apenas 2.8M

de parâmetros. Além disso, apresentamos resultados como base para trabalhos futuros sobre

os datasets UA-DETRAC e BMVC para a deteção de objetos e seguimento de múltiplos

veículos.
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Abstract

The arrival of deep learning and the increasing computational power have culminated in

the advancement of many problems in different fields, such as MOT. This area has always

been a field of great interest in computer vision, with many applications in different fields,

like surveillance, entertainment, and autonomous vehicles. For many years, researchers have

dedicated time and effort to improving the task of tracking objects in many scenes using

RGB cameras. However, RGB cameras are always limited due to the rate of capturing

information and light conditions. Therefore, in the past years, neuromorphic cameras have

been explored by the scientific community to surpass the limitations through the ability to

only transmit local pixel-level intensity changes generated by movement in a scene at the

moment of occurrence, resulting in an information-rich stream of events with low latency,

low power consumption, and a very high dynamic range. Consequently, these attributes can

generate great contributions to the tracking of vehicles for ITS. To achieve the purpose of this

work, the problem is treated with a detection-based tracking formulation, where the detection

problem is evaluated by a recurrent detection neural network in two typologies, CNN and

SSCN. In addition, while working on the same objective, it will be validated an SNN typology

with a Tiny-YOLO architecture. The tracking phase is accomplished using an online multi-

target tracking algorithm, SORT, and its evolution, DeepSort, through the addition of a deep

model for extracting appearance descriptors. The lack of labelled data is a real problem

for validating the algorithms for detection and tracking with neuromorphic cameras. To

solve this problem, a python software tool v2e is used to synthesize realistic dynamic vision

sensor event camera data from UA-DETRAC and BMVC datasets. Regarding the results

of this study, our network has advanced to the third best result in the existent results of

state-of-art in the GEN1 dataset. The best result obtains 40% in mAP with a network

of 24M parameters, while our network has only 2.8M parameters and obtains 31% in mAP.

Furthermore, we present a baseline for future work on the UA-DETRAC and BMVC datasets

for object detection and multi-vehicle tracking.

vi





“Everyone has inside of him a piece of good news. The good news is

that you don’t know how great you can be! How much you can love!

What you can accomplish! And what your potential is!"
— Anne Frank
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1 Introduction

The document aims to present the work developed on the topic “Neuromorphic Vision-

based Multi-vehicle Detection and Tracking for Intellingent Transportation System”, for the

conclusion of the Master’s Degree in Electrical and Computer Engineering at the Faculty of

Sciences and Technologies of Coimbra.

1.1 Motivation

Multi-object tracking has been a topic of significant interest in computer vision because it

is a crucial component of many vision systems. It has numerous applications in traffic control,

human-computer interaction, digital forensics, gesture recognition, augmented reality, and

visual surveillance. In recent years, researchers have started to explore a different type of

camera technology to surpass the limitations of conventional cameras. One of the most

promising types are called neuromorphic cameras and they have given the input to a new

field in computer vision called event-based vision.

These cameras are inspired by biological vision, which acquire transients in visual scenes

using an event-driven frameless approach. Unlike traditional cameras, neuromorphic cameras

only transmit local pixel-level intensity changes generated by movement in a scene at the

moment of occurrence, resulting in an information-rich stream of events with low latency,

low power consumption and a very high dynamic range [1]. This technology does not suffer

of motion blur and is able to capture information in low light conditions which is a severe

problem of conventional cameras when dealing with high dynamically scenarios and real

world conditions.

These traits, as well as the fact that these cameras have only recently begun to be used

in our department and the importance of MOT for ITS, provide great motivation to embrace

this dissertation topic. Furthermore, since this field still very recent there are not too many
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works that focus on particular strategies to solve the MOT problem. This fact, along with

the paucity of datasets, places a big challenge on this work.

1.2 Developed Work

The purpose of this work is to explore the potential of neuromorphic vision sensors

through different typologies of Deep Learning models to perform a Multi-Detection frame-

work and Multi-vehicle tracking.

Therefore, using the tracking-by-detection formulation, the work was divided into two

tasks: detection and tracking. In the detection phase, three approaches were investigated in

order to determine which would be the best approach to apply in the tracking phase. Given

the unique properties of these cameras, we cannot always guarantee that each vehicle in the

image produces events; for example, vehicles that have stopped moving no longer produce

events. To overcome this challenge, a CNN typology with LSTM blocks was implemented to

retain past information and help in the detection of vehicles even when they stop generating

events. Following the same reasoning, an SSCN typology was implemented, employing the

same memory mechanisms, with the distinction being the usage of sparse convolutions to

benefit from the sparse properties of the representations built with a set of events generated

by the neuromorphic cameras. These representations are given as input to the two mentioned

typologies through two algorithms1: Time Surface and Event Volume. These algorithms

receive a set of events over a time interval and produce frame representations. Finally, a

Spiking neural network typology was explored in order to explore the sparse and discrete

characteristics of the data coming directly from the neuromorphic cameras.

For the tracking phase, we validate a classical tracking approach, SORT [2], using the

bounding boxes of the detection model as input. This approach essentially employs track-

ing hypothesis with a Kalman Filter, frame-by-frame data association using bounding box

overlap as an association metric, and the Hungarian method. A second approach, DeepSort

[3], an extension of the aforementioned algorithm, was also implemented. The difference be-

tween this approach and the previous one is the use of an additional re-identification model

to extract an appearance descriptor for each bounding box and the use of two new metrics

for data association, Mahalanobis distance and cosine distance. The re-identification model

implementation is based on the work [4] and uses two representations: an event representa-

tion and its transformation for polar coordinates. These representations are fed as input to a

1Based on information from https://docs.prophesee.ai
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ResNet-50 to extract a descriptor appearance by concatenating the feature vectors generated

from each input.

The methodologies were evaluated on three separate datasets, each with a distinct set

of characteristics, and the results were encouraging, in line with the current state-of-the-art

results for the GEN1 Automotive dataset [5] in particular. The other datasets, UA-DETRAC

[6] and BMVC, were converted to event data using the v2e [7] python software tool, and the

results with the implemented approaches indicate interesting performance. As a result, they

can be used as a baseline for future work using neuromorphic cameras for vehicle detection

and tracking.

Figure 1.1: A diagram of the implementations carried out for the conclusion of the objective

of this dissertation.

1.3 Document Structure

This document is split into six chapters. The first chapter introduces the motivation

for doing the study, as well as their aims and contributions. The following chapter covers

and delves into various significant studies undertaken by the scientific community that con-

tributed to and inspired this work. Second, in chapter 3, some background information is

provided to assist in following up on the job implemented. Following that, chapter 4 outlines

the work that was implemented in order to achieve the goal of this dissertation. Later in

chapter 5, the results of the completed work are carefully reported and discussed. The last

chapter highlights all of the essential issues provided throughout the document and offers

light on probable future directions.
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2 State of The Art

In this chapter it will be presented the previous work devoted in Multi-Object Tracking

(MOT) and Single Object Tracking (SOT). The first section will revolve around the basic

approach for MOT, the second and third section will concentrate on dedicated neural net-

works to take full potential of Event-Cameras properties and the last section will portray

the event-based vision related work applied to MOT.

2.1 Procedure of Multi-object tracking

Before presenting the related work for MOT, makes sense to explain the procedure in-

volved in its algorithms. Therefore, most of existing MOT works can be grouped into two

sets: Detection-Based Tracking (DBT) and Detection-Free Tracking (DFT).

Figure 2.1: A procedure flow of two prominent tracking approaches. Left: Detection-Based

Tracking (DBT), Right: Detection-Free Tracking (DFT).(Taken from [8])

For DBT, the first step is to detect object and then assign into a tracking algorithm.

Therefore, given a sequence, a specific object detection is applied in each frame to obtain

object detection hypotheses, then the tracking is conducted to link detection hypotheses

into an identified object. Intuitively, this strategy brings two problems apart from the

issues belonging to MOT. Firstly, since the detector is trained in advance, they specialize in

detection of specific kinds of targets. Secondly, the tracking performance depends highly on
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the detector.

Meanwhile, DFT requires a manual initialization of a fixed number of objects in the

first frame then localizes these objects in subsequent frames. The main drawback with this

strategy over DBT is that it cannot recover from object disappearance during tracking.

Furthermore, the processing mode of MOT can be categorized into online tracking and

offline tracking. Online tracking methods relies solely on data available up to the present

frame. The image sequence is handled in a step-by-step manner, and it is also referred to as

sequential tracking. The object’s location and ID are used to represent the results.

On the other hand, offline tracking methods use observations from both the past and

the future. Observations from all the frames are required to be obtained in advance and are

analyzed jointly to estimate the final output. This can be heavier computationally, which

means it is not always possible to handle all the frames at once.

2.2 Spiking Neural Networks

The ANN models attempt to represent the human brain in order to execute tasks such as

classification, recognition, and others. To accomplish this, a large number of labeled training

examples are required, which corresponds to supervised training using backpropagation, a

gradient-based optimization method. ANNs are predominantly built using idealized com-

puting neurons with continuous activation values and a set of weighted inputs.

Contrarily, SNNs are more biologically realistic than ANNs and more closely mimic nat-

ural neural networks because of the natural discrete spikes executed by biological neurons.

In addition, SNNs are also more hardware-friendly, energy-efficient, and faster than ANNs.

These properties, along with the capacity to be intrinsically sensitive to temporal charac-

teristics of information, SNNs have become the focus of a number of recent applications in

many areas of pattern recognition, such as visual processing, speech recognition, etc. How-

ever, it is important to note that inference time requires specific hardware, which increases

the difficulty of implementing this type of modality.

Initially, SNNs were trained in a unsupervised manner due to the fact that activations

functions of spiking neurons are asynchronous and non-differentiable in time which prevents

using backpropagation, resulting in lower performance compared to other methods. This ap-

proach can be made by using spike-timing-dependent plasticity (STDP) [9], Growing Spiking

Neural Networks [10], Artola-Bröcher-Singer rule [11], Bienenstock-Cooper-Munro (BCM)

rule [12] or Relationship between BCM and STDP rules [13].
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Alternatively, more recent studies have proven that despite the lack of a continuous and

differentiable activation function, this network topology can be trained using gradient descent

algorithms for backpropagation error, i.e., in a supervised manner. Supervised learning

for SNNs can be applied with the following methods: SpikeProp [14]; Remote Supervised

Method [15]; FreqProp [16];

Furthermore, DNN-to-SNN conversion methods have been widely studied in recent years

as another alternative approach [17, 18, 19]. The idea of these methods is based on importing

pre-trained parameters from DNN to SNN.

Due to the difficulty of training SNNs, their applications have been limited to relatively

simple tasks such as image classification. However, the authors of [20] have studied the

performance over a more challenging regression problem, i.e., object detection. Based on

an in-depth study by the authors, the issues arise from inefficient conventional normaliza-

tion methods and the absence of an efficient implementation of leaky-ReLU in an SNN

domain. To this end, they have introduced two novel methods: channel-wise normalization

and signed neuron with imbalanced threshold, where they claim that both methods provide

fast and accurate information transmission over the network. Consequently, the authors have

developed a spiked-based object detection model, called Spiking-YOLO, where the results

are comparable up to 98% to the standard CNN tiny-YOLO on the COCO and PASCAL

datasets. Furthermore, compared to previous SNN conversion methods, the authors claimed

that it converges 2 to 4 times faster and consumes approximately 280 times less energy on

a neuromorphic chip compared to the DNN model.

Additionally, the authors of [21] have developed a SNN network to train directly on data

coming from event cameras in order to investigate the problem of object detection with

SNNs. Event data is binary and sparse in space and time, which makes it the ideal input

for SNNs. To address the difficulty of having a good performance in real-word applications,

the authors follow the latest advancements in the matter of spike backpropagation-surrogate

gradient learning, parametric LIF, and SpikingJelly framework [22, 23]. Furthermore, they

introduced a novel approach to encoding event data called voxel cube that preserves their

binary and temporal information while keeping a low number of timesteps. In addiction,

they test four different backbones (SqueezeNet [24], VGG [25], MobileNet [26], DenseNet

[27]) with a SSD bounding box regression head. They claim to present the first SNN capable

of doing object detection on real-world event data.
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2.3 Sparse Convolutional Networks

Convolutional networks constitute the state-of-the art method for a wide range of tasks

that involve the analysis of data with spatial and/or temporal structure, such as photos,

videos, or 3D surface models. However, applying these architectures to point clouds obtained

using a LiDAR scanner, RGB-D camera, or neuromorphic cameras is inefficient because of

the sparse nature of data and the curse of dimensionality. In such scenarios, it becomes

increasingly important to exploit data sparsity whenever possible in order to reduce the

computational resources needed for data processing.

Recently, a number of convolutional network implementations that have been presented

are tailored to work efficiently on sparse data [28, 29, 30]. The implementation of [28, 29]

are mathematically identical to regular convolutions, but they require fewer computational

resources in terms of FLOPs and/or memory. [28] uses a space version of im2col operation

to restrict computation and storage to the active sites, while [29] uses the voting algorithm

from [31] to suppress unnecessary multiplications by zero. The last work [30] modifies the

convolution operator to produce averaged hidden states in parts of the grid that are outside

the region of interest.

One disadvantage of previous sparse convolutional network solutions is that they expand

the sparse data in each layer by using full convolutions. Hereupon, in [32] the authors have

reached a solution that keeps the same level of sparsity throughout the network. They

have developed new implementations for performing sparse convolutions, similar to regular

convolution but saving time and computation, and a novel convolution operator termed

submanifold sparse convolution (SSC). In addiction, the authors have proved the efficiency of

the new type of network by developing an SSCN network for segmentation in 3D point clouds

and outperforming all prior state-of-the-art on the test set for the semantic segmentation of

the ShapeNet competition.

Subsequently, the authors from [33] have developed an implementation for object de-

tection and object recognition using the same sparse convolutions as the prior work using

event data. In addiction, the authors claim that their framework exploits spatio-temporal

sparsity of events, reduces the computational complexity up to 20 times with respect to

high-latency neural networks, and outperforms state-of-art asynchronous approaches up to

24% in prediction accuracy.
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2.4 Event-based Vision applied to Multi-Object Tracking

The majority of works address this problem using a DBT method, as explained in section

2.1. Hence, this part will show the relevant work for object detection and tracking with

neuromorphic cameras.

2.4.1 Object detection

In this subsection, we will discuss the related work of object detection developed with

Event-Cameras. Starting with the simple detectors based on statistical methods and then

moving on to the more advanced detectors based on deep learning methodologies.

Table 2.1: Detection methods applied to multi-object tracking problems with Event-

Cameras.

Detector Method

Region Proposal with 1D histograms [34] Statistical

Global sliding window based detector [35] Statistical

Clustering with MeanShift, DBSCAN and

WaveCluster [36]
Machine learning

YOLE and fcYOLE based on YOLO [37] Deep learning

CNN model with LSTM convolutions [38] Deep learning

Grafted Networks [39] Deep learning

The region proposal with 1D histograms [34] is a simple strategy that can be applied since

with these cameras, a static scene does not contribute with events, which makes possible the

use of two histograms, Hx and Hy that count the number of events in each cartesian position

X and Y. The actual 2D region is obtained by finding intersections of the X and Y regions.
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Figure 2.2: Detection performed with 1D histograms. (Taken from [34])

In [35], the authors use a global detector to obtain a region of interest that was initialized

by the user, and the detection phase is performed with a detection matrix, M, which keeps

track of events that may belong to the object. A quantization function is used for each event

to identify which clusters belong to it, and the event’s associated location is used to increase

M. Then, when enough events have been accumulated in M, determined by a threshold

value of at least 10% of events occurred, a sliding window is performed to establish the

region with maximal activation corresponding to the object. One important aspect of this

methodology is that it has a training phase where the detector learns to deduce which clusters

are important to object sample descriptors Xw1 while rejecting quantization results that are

common between two samples, Xw1 and Xw2 where w1 represents the object and w2 the

background. To obtain the object clusters for the detection process, they create a new vector

hdiff
w1,w2 by making use of a Bayesian bootstrapped representation, {h1w1 , h2w1 , ..., hN1w1} and

{h1w2 , h2w2 , ..., hN1w2}.

hdiff
w1,w2 =

N1∑
l=1

hlw1 −
N2∑
m=1

hmw2 (2.1)

The hdiff
w1,w2 represents the codewords assigned. If the value is positive, it means that

more codewords have been assigned to the object more times than it has been assigned to

background. In essence, this vector represents the clusters that are important to describe

the object samples.

As the neuromorphic camera has the characteristic of giving a set of events in the form

of a point cloud (x,y,t), clustering methods are very suitable for this situation of detecting

vehicles. For that reason, [36] approaches the problem by generating an object hypothesis

directly from the measurements with a classic clustering method. More concretely, the
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procedure of a tracking system follows the philosophy of “tracking-by-clustering” and the

authors have discussed the advantages and disadvantages of using each method: MeanShift,

DBSCAN, and WaveCluster.

According to the authors, the MeanShift method is iterative and has the difficulty of

filtering out noise. DBSCAN’s key benefit is that it can detect clusters of any form, and the

WaveCluster has the benefit of filtering noise through the use of a threshold.

The examples given above are effective on object detection, but they do not use a feature

capable of describing the chosen object, they only rely on statistical or mathematical proof.

The arise of deep learning brought the capability to detect and generate features to describe

each class object, making the system more reliable.

Therefore, in [37] they present two neural network architectures, YOLE (fig. 2.3) and

fcYOLE (fig.2.4), for object detection based on the YOLO architecture and leaky surface.

The first integrates the events into a surface during a certain time to give input to a standard

CNN. The second is an asynchronous fully conventional network that exploits the sparsity

of neuromorphic cameras.

Figure 2.3: YOLE architecture for object detection. (Taken from [37])

Figure 2.4: fcYOLE architecture for object detection. (Taken from [37])

To perform this, a novel formalization is presented for convolution (e-conv) and max

pooling (e-max-pooling), where these computations are only performed if the input feature

map has changed since the last input. One important aspect to take note of is that they use

a leaky surface in each layer to represent the changes of the object over time, and the second

is that the network has no fully connected layers.
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Figure 2.5: The structure of the e-conv (Left) and e-max-pooling layers (Right). The

internal states and the update matrices are recomputed locally only where events are received

(green cells) whereas the remaining regions (depicted in yellow) are obtained reusing the

previous state. (Taken from [37])

Due to the lack of large labeled datasets for exploiting deep learning methods with in-

formation captured by neuromorphic cameras, the authors of [39] have proposed a network

grafting algorithm (NGA). This algorithm consists of using two neural networks: one pre-

trained network for standard framed datasets and the other is the same architecture except

that the first layers are replaced by a grafted network.

Figure 2.6: (Top) Pretrained Network. (Bottom) Grafted Network. (Taken from [39])

Within the scope of the student network learning with the knowledge of the teacher

network, NGA trains the grafted network (GN) to achieve a similar performance, like the

pretrained network (N) by increasing the representation similarity between features. This

training is performed with the help of three main loss functions. Mean-Squared-Error for

learning similarity representation between the features of the front-end. The second loss is

also a Mean-Squared-Error for evaluation features for the middle net layers in the network

and draws inspiration from the Perception Loss [40]. Both of these losses terms minimize

the magnitude differences between hidden features, which leads the authors to make a third
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loss to encourage the GN front end to generate intensity textures based on Gram loss [41].

The final loss is the sum of all losses.

Figure 2.7: (Top) Pretrained Network. (Bottom) Grafted Network. Learning object de-

tection with different modalities of dataset. (Taken from [39])

In order to explore the temporal characteristics, the authors of [38] introduced a recurrent

architecture and temporal consistency loss for better-behaved during the training of object

detection model. This model receives a constructed frame by accumulating events during an

interval of time and the architecture is formed by three convolutional layers to extract low-

level features, in particular Squeeze-and-Excitation layers [42], and five ConvLSTM layers

[43] to extract high-level spatio-temporal features. In other words, these layers contain a

memory state to accumulate meaningful features over time and to remember the presence of

objects even when they stop generating events. The final block is a bounding box regression

head, called Single Shot Detector (SSD) [44], that receives multiscale features provided by

each ConvLSTM layer to predict the bounding box of each detection.
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Figure 2.8: Object detection with recurrent neural networks. (Taken from [38])

2.4.2 Classic tracking algorithms

The core of MOT is implicitly based in many publications on the use of one of the four

standard tracking algorithms: SORT [2], GM-PHD [45], GM-CPHD [46], and PDAF [47].

According to [36], these algorithms have the benefit of making full use of characteristics from

event data since they need less computation and are extremely effective.

SORT

This algorithm focuses on a single hypothesis tracking methodology with a standard

Kalman Filter, then applies a data association with a cost matrix for each detection and

for each target based on intersection over union distance (IOU). After that, an Hungarian

algorithm is used to optimally solve the assignment problem. It also applies a minimum

IOU to reject bad assignments. For track handling, when a new detection happens, it is

only considered apt to be tracked if any detection in the current frame has an overlap with

the existence of untracked detection in previous frames. This methodology for tracking has

been used in [2].

GM-PHD

In the context of data association uncertainty, noise, false alarms, and detection uncer-

tainty, the GM-PHD filter is a recursive algorithm that predicts the time-varying number of

targets and their states from observation sets. The algorithm treats the target and measure-

ment sets as random finite sets and recursively applies the probability hypothesis density
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(PHD), which is essentially the first order-statistic of the random finite set in time, for pos-

terior intensity propagation. The target dynamics and birth process, as well as the posterior

intensity at any time step, are considered Gaussian mixtures under linear and Gaussian

assumptions. The efficiency of recursions with a large number of Gaussian components is

increased.

GM-CPHD

The posterior intensity of a random finite set of targets is propagated recursively in the

probability hypothesis density (PHD) filter. The posterior intensity and posterior cardinality

distribution are propagated together in the cardinalized PHD (CPHD) filter, making it a

generalization of PHD recursion. By integrating the cardinality information, the accuracy

and stability are improved. This work is essentially a closed-form solution to the CPHD

recursion under the premise of linear Gaussian target dynamics and a birth model. When

compared to a typical PHD filter, the CPHD filter not only eliminates the requirement

for data association in traditional tracking methods, but it also improves the accuracy of

individual target state estimates and the variance of the estimated number of targets.

PDAF

For each valid measurement, the probabilistic data association filter (PDAF) computes

the probability of the target being tracked. This probabilistic or Bayesian information ac-

counts for the measurement origin uncertainty. PDAF operates on confirmed measurements

at the present moment, and an association probability is calculated for each measurement to

determine the weight of the current measurement in a combined innovation. This integrated

innovation helps in updating the state estimation.

Finally, to understand the impact of each tracking method in terms of processing time is

presented a table adopted in [36].

Table 2.2: The FPS using different tracking methods.

Tracker FPS

SORT [2] 552

GM-PHD [45] 3

GM-CPHD [46] 4

PDAF [47] 46
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2.4.3 Multi-Object Tracking

According to [48], the idea was to build a real-time and embedded system that makes

use of stationary neuromorphic cameras for object tracking applications by only capturing

moving objects. The authors adopt a hybrid strategy that differs from event-based or frame-

based methods. The asynchronous events are first gathered into a binary picture, and then

overlap-based tracking is applied to these frames. The frames are converted back to spikes

for efficient processing on the IBM Neuromorphic device for later object categorization. This

work follows the rules of the DBT procedure, where the detection is performed by a region

proposal with the intersection of two 1D histograms (section 2.4.1) and the tracking purpose

is divided into four modules: track assignment, tracker update, occlusion model, and cleanup

trackers. The track assignment is based on a 1D region proposal and KF, i.e., the tracker’s

new position is estimated based on its previous velocity, and the resulting region is evaluated

by overlapping against the region proposal. The second module updates the tracker based

on an overlap threshold. Next, the occlusion model deals with objects that are occluded

during a certain time. The final module eliminates the object trackers that are leaving the

scene.

Figure 2.9: Block diagram of the tracking system. (Taken from [48])

In [49] was introduced a simple and efficient object tracking framework, consisting of a

local tracker and a global detector, that uses a discriminative representation for the object

with online learning which allows to detect and re-track the object when it comes back into

the field-of-view. The tracker search is conducted in a local region of the image and the

detector is only activated when the tracker is lost and is performed by a sliding window in

the entire image (section 2.4.1). Both are trained by a discriminative classifier with samples

generated by statistical bootstrapping.
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Figure 2.10: Tracker and detector flow. (Taken from [49])

In [50], the idea is an event-based pattern tracking that updates iteratively the model

location and orientation to the target 2D image plane based on the arrival of events. In other

words, this method performs visual data processing for each incoming event at the time it

arrives, asynchronously, and provides a continuous and iterative estimation of the geometric

transformation between the model and the events representing the tracked object. According

to the authors, this model can handle isometry, similarities, and affine distortion while

maintaining real-time performance without the need for expensive hardware. Furthermore,

the solution is able to overcome ambiguous scenarios of object occlusion that conventional

frame-based algorithms handle poorly by utilizing the dimension of time that is currently

underutilized by most artificial vision systems.

Since the neuromorphic cameras output discrete events, the authors in [36] and [51] have

explored the tracking by generating an object hypothesis directly from the measurements

with a classic clustering method. The first task is to demonstrate the feasibility and poten-

tial of the tracking-by-clustering approach. In the detection stage, three classical approaches

to clustering were evaluated: MeanShift, DBSCAN, and WaveCluster. In terms of tracking

stage, was used online multitarget tracking via four different algorithms: SORT, GM-PHD,

GM-CPHD, and PDAF. Alternatively, the second work redefined the MeanShift clustering

algorithm to employ asynchronous events to detect vehicles, while the tracking is accom-

plished by incorporating the Kalman filter to effectively predict and correct the clustering

tracking process.

Looking for others strategies for object tracking, UMACE [52], ASEF [53] and, specially,

MOSSE filter [54] have shown their great potential. This paradigm can achieve a speed of

tracking above 100 frames because of the use of Fourier domain Fast Fourier Transform (FFT)

to compute the correlation. In [55], was demonstrated a new way of dealing with translations

over the image using the Fourier domain. This leads to more samples by keeping computation

demand low. Consequently, it allows the tracker to learn a discriminating SVM classifier
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between object appearance and the environment. Moreover, Kernelized Correlation Filters

(KCFs) were developed to deal with kernel ridge regression issues. The proposed method

can be used for multi-channel images, allowing more features to be used in appearance

representation, such as HOG.

The tracking flow with these correlation filters (CF) resumes to start with a small window

centered on the object in the first frame. Then the CF is applied over a search window in the

next frame to track the target that is located at the position corresponding to the maximum

value in the correlation output. Next, an online update to the filter is made to capture the

dynamic appearance change of the object when tracked, preventing the drifting during the

tracking and, consequently, the loss of the object.

Focusing in the tracking with neuromorphic cameras, the authors in [56] present a ro-

bust event-stream pattern tracking method based on Correlation Filter mechanism where

the feature appearance representation is performed by an hierarchical three convolutional

layers of VGG-16 architecture to capture the dynamically appearance change of the object

when tracked. To respect the constraints of the input model, three-channel, the events are

integrated into a rate coding map during a short interval, then the coding map is assigned

to each input layer.

In [57] the authors follow the approach based on DBT for the visual tracking problem

for ground vehicles. In the first step, they accumulate events into a representation of events

count. Secondly, they apply an object tracking framework that contains a YOLO detector

trained offline and a Correlation Filter tracker trained online with hand-crafted HOG [58]

features, following the work of [55]. Furthermore, a fusion strategy is used to produce the

tracking result, which includes the results from the detector and tracker using the Kalman

Filter and data association using the Hungarian Algorithm.

Figure 2.11: object tracking framework. (Taken from [57])

To summarize and conclude this chapter, it will be proceed the implementation of a
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recurrent neural architecture technique for the CNN [38] and SSCN [32] typology to achieve

the goal of object detection after studying the state of the art centered on the tasks of this

study. In addition, while working on the same objective, it will be validated an SNN typology

with a Tiny-YOLO architecture [20]. For the final multi-vehicle tracking assignment, it will

first examine the classic tracking technique SORT [2], and then a deep model of vehicle re-

identification will be constructed based on [4] work to validate and analyze the deepSORT

method [3].
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3 Background Knowledge

In this section is provided information about the camera technology and theoretical

concepts that help follow the full work document.

3.1 Neuromorphic Vision Sensor

Neuromorphic cameras are bio-inspired vision sensors that attempt to emulate the func-

tioning of biological retinas. As opposed to standard cameras, which generate frames at a

constant frame rate, these sensors output data only when a brightness change is detected in

the field of view. This results in a sensor able to produce a stream of asynchronous events

that sparsely encode changes in the field of view of the camera with microsecond resolution,

low power consumption, and low latency. The stream of events encodes the time (t), location

(x, y), and polarity (p) of the intensity change (-1 or 1).

Figure 3.1: Output comparison between frame-based cameras and Neuromorphic vision sen-

sors in terms of the rate of captured information.
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Figure 3.2: Output comparison between frame-based cameras and Neuromorphic vision sen-

sors in terms of low light conditions.

In figures 3.1 and 3.2, it is visible the differences between frame-based cameras and

neuromorphic vision sensors at the rate of capture information and low light conditions

described in section 1.1.

3.2 Representation of Events

Fundamental techniques underlying computer vision are based on the ability to extract

meaningful features. To this extent, convolutional neural networks (CNNs) rapidly became

the first choice in many computer vision applications, such as image classification, object

detection, and semantic scene labeling. However, usually the input of these networks is

images. As a result, the majority of works with neuromorphic cameras adhere to the rule

of representing the encoded stream of events as a frame, i.e., an accumulation of events on

a surface over a time interval. In this work, two representations will be analyzed: Time

Surface and Event Volume.
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We will assume in the following sections that we are given an input sequence of events

Ei = (xi, yi, pi, ti) in a time interval of size △t.

3.2.1 Time Surface

The Time Surface1 (TS) algorithm accumulates events during an interval of time, giving

more importance to the newer events and less to the old ones. This is given by an exponential

decay according to a parameter τ .

The formula for the exponential decay time surface at time ti is the following:

TSti(y, x, p) = exp(−ti − t

τ
) for each event Ei when t ≤ ti (3.1)

Where:

• ti is the event arriving time.

• t is the timestamp of the last event in the specific position.

• When τ is small, only recent events may actually contribute to the time surface; when

τ is large, more older events can contribute to the time surface.

Since the goal is to detect and track multiple vehicles, and different vehicles can have

distinct velocities, this representation suits well to managing various rates of incoming events

thanks to the two different decay values, 100 ms and 10 ms. The Time Surface input shape

used in the experiments is (4,M,N), where M and N are the width and height of the input

representation frame, and the first dimension refers to the two decays for each polarity.

1Based on information from https://docs.prophesee.ai
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Figure 3.3: Time Surface representation example with event data from GEN1 Automotive

dataset [5].

Figure 3.4: Time Surface channel contribution with event data from GEN1 Automotive

dataset [5].
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3.2.2 Event Volume

In Event Volume2 (EV) each time bin is divided into micro time bins. Each event, similar

to histogram creation, is assigned to a cell based on its location (x,y) and to a time bin based

on its timestamp (t). Instead of counting events like in Histogram, each event is weighted

by its temporal distance from the center of the neighboring micro time bins.

For each event Ei, a linearly-weighted histogram update is performed, for each polarity:

EV (ti, ci, y, x) = EV (ti, ci, y, x) +max(0, 1− |⌊t∗⌋ − t∗|) (3.2)

Where:

• t0 is the starting timestamp.

• ⌊t∗⌋ is the closest micro bin of t∗.

• t∗ = c × ti−t0
△ − 0.5 is the relative

temporal distance to the centre of

the corresponding micro time bin.

• △ is the time interval in each time

bin.

• ti is the event arriving time.

• c is the number of micro time bins.

This representation combines a histogram with time information from a linear time surface

to generate an input tensor of shape (10,M,N), with bins and polarity combined in the first

dimension, and M and N are the width and height of the input representation frame.

To further understand this representation, here is a figure 3 of two positive events in

different temporal positions and their different contributions to each micro bin:

Figure 3.5: Event contribution.

The first event, colored blue in the above image, occurs in the micro time bin n− 1 and

is temporally far from the center of the micro time bin n, so its contribution to the micro

2Based on information from https://docs.prophesee.ai
3source https://docs.prophesee.ai
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time bin n is small. The second event, in purple, is closer to the centre of the micro time

bin n in regards to time and hence contributes more to the micro time bin n.

Figure 3.6: Event Volume representation example with event data from the GEN1 Automo-

tive dataset [5].
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Figure 3.7: Event Volume channel contribution with event data from the GEN1 Automotive

dataset[5].
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3.3 Squeeze Excitation Layer

The authors of [42] introduced a new architectural unit with the goal of improving the

quality of representations through a mechanism that allows the network to perform feature

recalibration by explicitly modelling the interdependencies between the channels of its convo-

lutional features. In other words, this unit can learn to use global information to selectively

emphasise informative features and suppress less useful ones.

The authors prove that the SE block structure has the advantage of being simple and that

it can be directly employed in existing state-of-the-art architectures by replacing components

with their SE equivalents, where performance may be effectively boosted. SE blocks are

likewise computationally light, imposing just a minor increase in model complexity and

computational cost.

Figure 3.8: A Squeeze-and-Excitation block. (Taken from [42])

The structure of the SE building block is illustrated in the figure 3.8. This process is made

up of two steps: squeeze and excitation. The first step is achieved by using global average

pooling to generate channel-wise statistics in order to exploit channel dependencies. The
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second step, excitation, is where the adaptive recalibration of features happens. This is done

by using the information aggregated in the Squeeze step, followed by a gating mechanism

and sigmoid function. The gating mechanism is constituted by first applying one FC layer

and a ReLu function to add some non-linearity and also reduce the output channel by a r

ratio. Then, another FC layer with a sigmoid function to smooth and return the output

channel dimensionality. To close this unit the output of the block is rescaled to H ×W ×C.

3.4 LSTM

To enable modelling time-dependent and sequential data tasks, such as stock market

prediction, machine translation, text generation, and image captioning, the RNN [59] were

introduced. They are basically dynamic systems that have an internal state at each time

step of the classification. This is due to circular connections between higher- and lower-layer

neurons and optional self-feedback connections. These feedback connections enable RNNs

to propagate data from earlier events to current processing steps, fig. 3.94. However, RNNs

have vanishing gradients triggered by long-term dependency problems, making learning long

data sequences difficult.

Figure 3.9: RNN Diagram.

To prevent the vanishing gradient, the LSTM [60] architecture was presented, which

is a special kind of RNN capable of learning long-term dependencies. As the LSTM is

derived from RNN, they also have a chain like structure, but instead of having a simple layer

structure, there are four layers with operations between them.

4Source: https://colah.github.io
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Figure 3.10: LSTM Diagram.

In the above diagram5, the yellow squares are small learned neural networks, and the

pink circles represent pointwise operations. Lines merging denote concatenation, while a

line forking denotes its content being copied and the copies going to different locations. For

each green box, there are two inputs, a cell-state (C) and a hidden-state (h), from the output

of the prior node to the inputs of the posterior nodes.

The initial stage of LSTM determines whether the information from the cell state is

significant or not. This choice is determined by a sigmoid layer known as the "forget gate

layer", 3.11a. It looks at the previous hidden state ht−1 and the input data xt and returns

a number between 0 and 1 for each number in the cell state Ct−1, where 1 indicates "totally

keep this", whereas 0 indicates "absolutely get rid of this".

The following step is to decide what new information we will maintain in the cell state and

is divided into two parts. First, a sigmoid layer known as the "input gate layer" determines

which values will be updated. Secondly a tanh layer then generates a vector of new candidate

values, C̃t, which might be added to the state, figure 3.11b.

In the third step, it only needs to update the cell state, Ct−1, to the new cell state, Ct,

determined in the previous step. The old state is multiplied by ft, erasing the things that

were previously determined to be forgotten in the first step. Then it · C̃t is added to give the

final cell state value, figure 3.11c.

Finally, it is necessary to determine what will be sent to the output. This output will

be filtered and will be based on the cell state. First, we run a sigmoid layer to determine

which parts of the cell state will be output. The cell state is then passed through tanh and

multiplied by the output of the sigmoid gate, resulting in only the parts that were determined

to be output, figure 3.11d.

In essence, the presence of gate activations allows the LSTM to better balance gradient

5Source: https://colah.github.io
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values during backpropagation and, as a result, update the model’s parameters appropriately,

preventing vanishing gradients.

(a) Step 1 → Forget gate layer (b) Step 2 → Candidate values to the Cell-State

(c) Step 3 → Cell-State Update (d) Step 4 → Hidden-State Update

Figure 3.11: The four layer of LSTM model.

3.5 Single Shot Multibox Detector

The name of this architecture comes from: Single Shot Detector → tasks of object

localization and classification are done in a single forward pass of the network; MultiBox

→ technique for bounding box regression developed by Szegedy; Detector → the network

is an object detector that also classifies those detected objects.

The SSD network computes both location and confidence scores using small convolution

filters. In other words, for each feature map, SSD applies a set of convolution filters to each

cell to make predictions. This network receives multi-scale feature maps in order to detect

objects independently, i.e., higher-resolution feature maps are responsible for detecting small

objects and the lower-resolution feature maps are responsible for larger objects.
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(a) Image with GT

boxes

(b) 8 × 8 feature map (c) 4 × 4 feature map

Figure 3.12: Example of detection small and larger shape with different feature maps. (Taken

from [44])

Default Bounding Box: Priors

To understand how and why the priors of SSD are created, it is required to know the

MultiBox technique. In MultiBox, the researchers created what we call priors, which are

precomputed, fixed-size bounding boxes that closely match the distribution of the original

ground truth boxes. Those priors are selected in such a way that their IoU is greater than

0,5. Despite the fact that an IoU of 0,5 is still not good enough, it is a better strategy than

starting the predictions with random coordinates for the bounding box regression algorithm.

Therefore, MultiBox starts with the priors as predictions and attempts to regress closer to

the ground truth bounding boxes.

In contrast to MultiBox, SSD has fixed priors and every feature map cell is associated

with a set of default bounding boxes with different dimensions and aspect ratios. These

priors are manually chosen, whereas in MultiBox, they were chosen because their IoU with

respect to the ground truth was over 0,5. In theory the advantage of SSD with fixed prior

is a generalization for any type of input. Moreover, SSD also keeps the default boxes to

a minimum (4 or 6) with one prediction per default box and instead of using a global

coordination for the box location, the boundary box predictions are relative to the default

boundary boxes at each cell (△cx, △cy, △w, △h), i.e the offsets to the default box at each

cell for its center (cx, cy) and the width w and the height h.

Matching strategy

For every time that SSD makes predictions, they are classified as positive or negative

matches. The function of localization cost is calculated using only the positive matches.
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The match is performed by computing the IoU between the default bounding box(not the

predicted boundary box) and ground truth. If it is greater than 0,5 is positive, otherwise it

is negative. After this, only the corresponding prediction boxes for the positive matches are

used to calculate the cost, encouraging each prediction to be closer to the default bounding

box and leading to more stable training.

Figure 3.13: Ground truth box (Blue), Priors (Green). In this example only prior 1 and 2

will be counted as positive match.

Hard Negative Mining

However, during the training, there are always many more negative than positive exam-

ples, leading to an imbalanced dataset that causes difficult training for detection objects.

Therefore, in practice, it is advised to keep the ratio between negative and positive at about

3:1. The way of doing this is just by sorting the negative examples by the confidence loss

and picking examples with more loss value, leading, once more, to faster and more stable

training. It is needed to keep the negative samples so that the network continues to learn

what is background and is explicitly told what constitutes an incorrect detection.
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Figure 3.14: Example of hard negative mining.

Non-Maximum Suppression (NMS)

Due to the nature of SSD a large number of boxes are generated during the inference

time, which means that it is imperative to eliminate those that have lower confidence (e.g.

less than 0.01) and IoU (e.g. less than 0.45), and keep only the top N predictions by applying

a non-maximum suppression. This guarantees that the network retains just the most likely

predictions while removing the duplicated pointing to the same object.

Figure 3.15: Example of non-maximum suppression.

To achieve this, we use the hard non-maximum suppression method, where the bounding

boxes are initially sorted by confidence score in descending order to retain just the top N

candidates. Then, iteratively, we retain the boxes with higher confidence and calculate the

overlap with the rest of the candidates. The boxes with an IoU lower than the chosen

threshold are discarded for the next iteration.
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3.6 Sparse Convolutional Layers

Instead of FFT or im2col functions to build the computational pipeline of standard

convolution, Sparse Convolution collects all atomic operations and saves them in a rulebook

to instruct the computation pipeline.

As our network receives as input the coordinates and values of a 2D image, the concept

of sparse convolution is explained with a 2D dimensional example. However, this can be

extended to other dimensions with no essential differences because the input is represented

in the same way, i.e., it only needs the coordinates and values of each non-zero value of the

point cloud.

Figure 3.16: 2D input for sparse convolution.

In fig. 3.166 we have a input 5x5 with 3 channels where all the pixels have zero value

with exception of points P1 and P2. These points are called active input sites according to

[32]. The shape of the dense input would be 1x3x5x5, i.e 1 number of samples, 3 channels

and a size of 5x5 pixels. In sparse form, the data list is [ [0.1, 0.1, 0.1], [0.2, 0.2, 0.2] ] and

the index list is [ [2,1], [3,2] ] with XY order.

The output of the sparse convolution has two definitions according to [32]. One is a

regular output that calculates the output sites as long as the kernel covers an input site,

similar to the convolution output, however saves a lot of computation by discarding any

computation on the regions of non-active sites. The other one is called the submanifold

output. The convolution output will only be counted when the kernel center covers an input

site.

6Source https://towardsdatascience.com
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Figure 3.17: Example of the two output definitions by Zhiliang Zhou .

In the figure 3.177 we present a result from applying a 3× 3 kernel with 2 output chan-

nels and a stride of 1. The convolution result from P1 and P2 is denoted by A1 and A2,

respectively. While the A1A2 are the sum of outputs from P1 and P2.

Before continuing with the example, it is important to understand the impact of regular

convolutions over a sparse image. In this context, the authors of [61] analyzed this and have

called it the submanifold expansion.

Figure 3.18: Example of “submanifold” dilation. Left: Original curve. Middle: Result of

applying a regular 3 × 3 convolution. Right: Result of applying the same convolution again

(Taken from [61]).

In fig. 3.18 we can see the sparsity on the grid rapidly disappears after applying regular

convolutions. However, if we restrict the output of the convolution only to the set of active

input points, hidden layers in the network cannot capture a lot of information that may be

relevant to the final output.

The implementation of sparse convolution is accomplished by generating an index and

a rulebook to schedule and execute all atomic operations. This is done in two steps: hash

table generation and rule book generation.

The hash-map is created containing information regarding active input sites and the

corresponding active output sites, considering either the sparse or submanifold convolution

definition as per the implementation.
7Adapted from https://towardsdatascience.com
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Figure 3.19: Hash table from sparse convolutions.

Hashin is the input hash table in the image above8. It maintains all of the active input

sites, where vin is the hash table index and keyin is the spatial location of the active input

sites. The output sites describe the output generated when convolving a convolution kernel

over the sparse input data as per the rules of sparse convolution. Pout holds the spatial

location of these output active sites. At last, an output hash table Hashout is generated

which holds all output spatial locations as well as keys.

The second step is to build the rulebook, where the purpose is similar to im2col, used in

traditional convolutions to convert convolution operations from mathematical form into an

efficient programmable form.

8Adapted from https://towardsdatascience.com
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Figure 3.20: Rulebook atomic operation.

In figure 3.20 9, Pin is the input list that describes the spatial location of the active input

sites. Pout holds the spatial location of the active output sites generated by convolving the

active input sites with the convolution kernel. The right-most table is the rulebook. The

first column holds the convolution kernel element index. The second column is a counter

and index of how many atomic operations this involves. The third and fourth columns are

the input and output hash table keys involved in this atomic operation, respectively.

As seen in fig 3.2110, when the convolution operation is carried out, the convolution

kernel 3x3 is centered at the spatial location (1, 1). In this case, the active input site P1

would generate an active output site at spatial location (0, 0), because the index (+1, 0) of

the convolution kernel interacts with the active input site P1. The calculation of the output

when the described convolution kernel index interacts with the active input site is an atomic

operation and is recoded into the rulebook.

9Adapted from https://towardsdatascience.com
10Source: https://medium.com
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Figure 3.21: Rulebook atomic operation.

Finally the follow image represents all the processing steps involved in sparse convolutions

layers for an input 3x5x5 and 2x3x3 kernel filters.

Figure 3.22: Sparse Convolution Computation pipeline.

In the figure 3.2211, the red and blue arrows represent two different calculation examples.

The initial atomic action for the kernel element is represented by the red arrow (-1, -1).

According to the rulebook, this atomic operation has input from P1 with position (2, 1) and

output with position (2, 1). Similarly, the blue arrow denotes another atomic operation with
11Source: https://towardsdatascience.com
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the same output location. The results of the red arrow and blue arrow instances may be

combined together.

3.7 Spiking Neural Networks

SNN attempts to resemble a biological neural network as precisely as possible by up-

dating the membrane potential based on the memorized state of each neuron and current

inputs. The model fires a binary spike whenever the membrane potential surpasses a de-

fined threshold. Contrarily, the ANN neurons communicate through continuous activation.

In addition, the SNN networks have the advantage of carrying both spatial and temporal

information compared to almost all ANNs, with the exception of RNN and LSTM networks.

Figure 3.23: An example of input and output data from SNN.

Before diving into the details of the SNN model that we use to solve the object detection

task, it will be necessary to highlight some differences between SNNs and ANNs, in particular

the LSTM, because in one of the methods that is also followed.

According to the authors of [62] SNNs and LSTM have similarities and differences. The

similarities are present in the way both models pass the spatio-temporal dynamics through

the hidden state. The internal membrane potential of each spiking neuron affects the neu-

ronal state of the next timestep, which acts like the forget gate of LSTM. The differences are

in terms of forward propagation where the SNNs have less intermediate states because of the

gates of LSTM, figure 3.25; there are several algorithms to use SNN networks (unsupervised

learning, ANN-to-SNN conversion and supervised learning) whereas the LSTM are usually

trained by supervised-manner; SNNs only have self-recurrence within each neuron, while

LSTMs have cross-recurrence among neurons, figure 3.24; The recurrent weights of SNNs
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are determined by the leakage factor of the membrane potential, while in LSTM they are

trainable parameters.

Figure 3.24: Connection pattern of (Left) SNNs and (Right) LSTM. (Adapted from [62]).

Figure 3.25: Neuron unit of (Left) SNNs and (Right) LSTM. (Adapted from [62]).

The application of the studied SNN to the task of object detection presents two new

methods for converting DNN-to-SNN architecture without losing performance. These meth-

ods are channel-wise normalization and imbalanced threshold. The first method allows for

a better firing rate over all neurons, while the second takes into account both positive and

negative activations for firing spikes. The next subsections explain the differences between

the new and old methods.

3.7.1 Channel-wise vs layer-norm data-based normalization

For good performance in an SNN, it is important to guarantee the transmission of a spike

convoy without any information loss from input magnitude. However, given a fixed number

of timesteps, information loss can occur from under or over-activation in the neurons. For

example, if a threshold voltage Vth is too small or the input is too large, the membrane

potential Vmem will most likely exceed Vth and the neuron will generate spikes regardless of

the input value, leading to over-activation. Conversely, if the Vth is extremely large or the
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input is small, the Vmem will require a long time to reach Vth resulting in a low firing rate

and under-activation.

For sufficient and balanced activation of the neuron, both weights and threshold voltage

have to be chosen carefully to prevent under or over-activation of the neurons. For that

purpose, various data-based normalizations have been proposed. The algorithm of layer-wise

normalization (or layer-norm) is one of the most famous methods. This method normalizes

weights in a specific layer using the maximum activation from the corresponding layer. This

is achieved by running a DNN over the training data, assuming that both the training

and test datasets have similar distributions. To increase the robustness to outliers and to

ensure a sufficient firing rate of neurons, an extended version of Layer-norm can be used by

normalizing the activations using the 99.9th percentile of maximum activation. Layer-norm

can be calculated as:

w̃l = wl · λ
l−1

λl
(3.3) b̃l =

bl

λl
(3.4)

where w, λ, and b are the weights, the maximum activations calculated from the training

dataset, and bias in layer l, respectively.

Figure 3.26: Normalized maximum activation via layer-wise normalization in each channel

for eight convolutional layers in Tiny YOLO. Blue and red lines indicate the average and

minimum of the normalized activations, respectively. (Taken from [20]).

In the image above, for a specific convolutional layer from Tiny-Yolo, the deviation of the

normalized activations on each channel is relatively large. We can see that the normalized
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maximum activation is close to 1 for some channels and close to 0 for others. This clearly

shows that Layer-norm yields under-activations in numerous channels that had relatively

small activation values prior to the normalization. This situation is extremely problematic

in solving regression problems in deep SNNs.

To solve this problem, the authors of [20] have proposed a new method for normalizing the

weights from the network. The method is called “channel-wise normalization” (or channel-

norm) and he normalizes the weights by the maximum possible activation, using the 99.9th

percentile in a channel-wise manner instead of a layer-wise manner. It can be expressed as:

w̃l
i,j = wl

i,j ·
λl−1
i

λl
j

(3.5) b̃lj =
blj
λl
j

(3.6)

where i and j are indices of channels. Weights w in a layer l are normalized by maximum

activation λl
j in each channel. In the following layer, the normalized activations must be

multiplied by λl−1
i to obtain the original activation prior to the normalization.

Figure 3.27: Firing rate distribution for layer-norm and channel-norm on channel 2 of Conv1

layer from Tiny YOLO (Taken from [20]).

In figure 3.27 we can see that channel-norm produces numerous neurons to generate a

firing rate of up to 80% compared to layer-norm, where most of the neurons generate a

firing rate in the range between 0% and 3.5%. This is a clear indication that channel-norm

eliminates extremely small activations and that more neurons are producing a higher yet

proper firing rate, which leads to accurate information transmission in a short period of

time.
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3.7.2 Signed neuron featuring imbalanced threshold

This comes from the limitations of implementing Leaky-ReLu in SNNs. Most of the

previous DNN-to-SNN conversion methods have focused on converting integrate-and-fire

neurons to ReLU while completely neglecting the leakage term in the negative region of

the activation function. However, the negative activations in Tiny YOLO are around 51%.

Currently, various DNNs use leaky-ReLU as an activation function, yet an accurate and

efficient method of implementing leaky-ReLU in an SNN domain has not been proposed. The

authors say that this activate function can be implemented in SNNs by simply multiplying

negative activations by the slope α in addition to a second Vth.

For this purpose, they have introduced a signed neuron featuring an imbalanced threshold

that can interpret both positive and negative activations and, in addiction, compensates the

leakage term in the negative regions of leaky-ReLU. Furthermore, by introducing different

threshold voltage for the negative region Vth,neg the proposed method can also retain the

discrete characteristic of spikes. The equation 3.7 represents how the firing rate is computed

for both positive and negative activations.

fire(Vmem) =


1 if Vmem ≥ Vth,pos(Vth)

−1 if Vmem ≤ Vth,neg(− 1
α
· Vth)

0 otherwise, no firing.

(3.7)

As shown in figure 3.28 , if the slope is α = 0.1 then the threshold voltage responsible for a

positive activation Vth,pos is 1V , and that for a negative activation, Vth,neg, is -10V. Therefore

Vmem must be integrated ten times more to generate a spike for the negative activations in

leaky-ReLU.
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Figure 3.28: Overview of proposed signed neuron featuring imbalanced threshold; two pos-

sible cases for a spiking neuron (Taken from [20]).

3.8 SORT

Kalman Filter - Estimation Model

The KF is used as an estimation model that predicts the displacement based on state

space given by x = {u, v, s, r, u̇, v̇, ṡ} where (u, v) are the bounding box center of each

detection, (r) aspect ratios, (s) area scale, and (u̇, v̇, ṡ) the respective velocities in image

coordinates.

This method uses an independent linear constant velocity model to estimate the frame-

level displacements of each identified vehicle. The first four values are direct observations of

the detected object state, with the aspect ratio of the target’s bounding box assumed to be

constant. Furthermore, the detected bounding box is used to update the target state, with

the velocity components ideally solved using a Kalman filter framework [63]. If no detection

is associated with the target, its state is simply projected using the linear velocity model

without adjustment.

Data Association

Predicting the new location for each target bounding box geometry in the current frame is

the first step in solving the assignment problem. Then, using the IoU distance between each

detection and all predicted bounding boxes from the existing targets, a cost matrix is gen-

erated. The Hungarian algorithm provides the most effective solution to this. Additionally,

if the detection to target overlap is less than IOUmin, assignments will be rejected.
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Track Handling

The track handling resumes to create and destroy unique identities when the vehicles

enter and leave the image. Any detection with an overlap less than IoUmin in relation to

the untracked vehicles forms the basis for the creation of trackers. Then, the tracking is

initialised using the values of the detection bounding box, with the velocity set to zero.

Since, at this point, the velocity is unobserved, the covariance matrix is initialized with large

uncertainty. Additionally, the new tracker must successfully complete a probationary period

during which the target must be associated with detections in order to gather sufficient proof

to avoid false positives.

On the other hand, the tracks are terminated if they are not detected for a certain period.

Moreover, to add efficiency to the method, an earlier deletion of tracker is performed. This

prevents an unbounded growth in the number of trackers and localisation errors caused by

predictions over long durations without corrections from the detector.

3.9 DeepSORT

Kalman Filter - Estimation Model

The KF is used as estimation model that predicts the displacement based on state space

given by x = {u, v, λ, h, ẋ, ẏ, λ̇, ḣ}, where (u,v) are the center of bounding box, λ is the aspect

ration, h is height, and their respective velocities in image coordinates. The algorithm is

used as a standard KF with constant velocity motion and a linear observation model, where

the (u, v, λ, h) measures are taken as observations.

Assignment Problem

The formalization of this problem is done by integrating information about the motion

and appearance of each tracker and detection. For the motion information is used the

mahalanobis distance between the prediction state of the KF (yi) and the detection (dj), i.e,

measure how many standard deviations the detection is away from the mean track location.

d1(i,j) = (dj − yi)
TS−1

i (dj − yi) (3.8)

Furthermore, a gate is computed to see if the association is admissible, gives 1, or not,

gives 0.
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b
(1)
i,j = 1 ·

[
d
(1)
(i,j) ≤ t(1)

]
(3.9)

Since the observation model has four measurement the corresponding mahalanobis thresh-

old is t(1) = 9.4877.

The information of appearance leads to integrate another metric into the assignment

problem. For each bounding box detection dj an appearance descriptor rj is computed and

kept the last Lk descriptors in a gallery Rk = {r(i)k }
Lk
k=1 for each track k. Then, the second

metric computes the smallest cosine distance between the track i and j detection:

d
(2)
(i,j) = min

{
1− rTj r

(i)
k |r

(i)
k ∈ Ri

}
(3.10)

To see if the association is admissible, another gate is introduced:

b
(2)
i,j = 1 ·

[
d
(2)
(i,j) ≤ t(2)

]
(3.11)

where t(2) = 0.2 represents the maximum distance between descriptors.

These combined metrics complement each other by serving different aspects of the as-

signment problem. The cosine distance considers appearance information that is useful for

recovering track identities after long-term occlusions. On the other hand, for short-term

predictions, the mahalanobis distance is based on motion to give information about the pos-

sible location. Therefore, the combination of both metrics is used to solve the association

problem with a cost function, a sum of 3.8 and 3.10:

Ci,j = d
(1)
(i,j) + d

(2)
(i,j) (3.12)

if the association is admissible, i.e., if is within the gate region of both metrics:

bi,j =
2∏

m=1

b
(m)
i,j (3.13)

Matching Cascade

The assignment problem is solved by a cascade method leading to a series of sub-problems

instead of solving measurement-to-track associations as a global assignment. This approach

was introduced due to a weakness in the mahalanobis distance for objects that are occluded

for a longer period. For these situations, the KF predictions have an increased uncertainty
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associated leading to a minor distance given by the mahalanobis distance, equation 3.8. Con-

sequently, when two tracks compete for the same detection, the track with greater uncertainty

is favored. This is an undesirable behavior as it can lead to increased track fragmentation

and unstable tracks. Therefore, a matching cascade is introduced, giving priority to more

frequently seen objects.

Algorithm 1 Matching Cascade Algorithm
Require: Track indices T = { 1, ..., N }, Detection indices D = { 1, ...,M }, Maximum age

Amax

1: Compute cost matrix C = [ci,j] using 3.12
2: Compute gate matrix B = [bi,j] using 3.13
3: Initialize set of matches M ← ∅
4: Initialize set of unmatched detections U ← D
5: for n ∈ {1, ..., Amax} do
6: Select tracks by age Tn ← {i ∈ T |ai = n}
7: [xi,j]← min_cost_matching(C,Tn,U)
8: M ← M ∪{(i, j) | bi,j · xi,j > 0}
9: U ← U \ {j |

∑
i bi,j · xi,j > 0}

10: end for
11: Return: M,U

Algorithm 1 outlines the cascade matching algorithm. As input is provided a set of

tracks T and detections D indices as well as the maximum age Amax. In lines 1 and 2,

the association cost matrix and the matrix of admissible associations are computed. Then

a cycle over the track age n is made to solve the linear assignment problem for tracks of

increasing age. In line 6 is selected the subset of tracks Tn that have not been associated

with a detection in the last n frames. In line 7 is solve the linear assignment between tracks

in Tn and unmatched detections U. In the next two lines, 8 and 9, the set of matches and

unmatched detections are updated.

Furthermore, after the matching stage and following the logic of [2], the metric of IoU is

run on the set of unconfirmed and unmatched tracks of age n=1, helping to account for the

sudden appearance changes, e.g., due to partial occlusion with static scene geometry, and to

increase robustness against erroneous initialization.

Track Handling

The number of frames since the previous successful measurement association is counted

for each track. In other words, after each KF prediction, the counter is increased, and it is

reinitialized whenever there is an association between the track and detection. On the other
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hand, if the trackers exceed the maximum frame’s age, Amax, without any association, they

are classified as having left the scene and, consequently, eliminated from the track records.

Furthermore, for a new tracker hypothesis to be created, there has to be a detection without

any association to an existent tracker. If during the next X frames an association occurs, a

new tracker is assembled. In opposition, the tracker hypothesis is deleted.
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4 Developed Work

The core of this chapter is to illustrate the methods used to accomplish the final purpose

of tracking multiple vehicles using neuromorphic cameras. The first section has a detailed

description of the detection models implemented, while the second one covers the tracking

approaches.

4.1 Object Detection Methods

The choice of following the method [38] briefly presented in the chapter 2 with two

typologies, CNN and SSCN, resides in the fact of being able to extract spatial and temporal

features. The temporal features are the key to this method because of the nature of event

data. Because it contains only relative change information, an event-based object detector

must keep a memory of the past because of the fact that when the apparent motion of an

object is zero, it does not generate events anymore.

Following the same reason, i.e trying to develop typologies that take advantages of event-

data in terms of being able to extract both spatial and temporal features, a spiking-Yolo is

also analyzed.

4.1.1 RED Neural Network

The input network is formed by one dense representation constructed by the algorithms

described in the sections 3.2.1 and 3.2.2. A batch of events is aggregated during an interval

of time △t, i.e for each network input a set of events are accumulated during a time of △t

to build a frame representation.

The first block of the architecture uses SE layers to extract relevant spatial features,

taking into account that the authors of [38] and [42] claim they perform better results. It

is critical to note that this block can be replaced with any other backbone; in fact, in this
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implementation, a ResNet will be tested as the backbone.

Furthermore, ConvLSTM layers [43] are utilised to add an internal state memory, i.e.,

the ability to remember the presence of objects even when they stop generating events. After

the data passes towards the SE and ConvLSTM layers, the output of each ConvLSTM is

fed into a bounding box regression head of a SSD network with different feature resolution

to extract objects within a large range of scales.

Table 4.1: Architecture of Neural Network for extracting features

Layer Type Kernel Size Channels Out Stride

Layer1 BNConvReLU 7 32 2

Layer2 Squeeze-Excitation 3 64 2

Layer3 Squeeze-Excitation 3 64 2

Layer4 ConvLSTM 3 256 2

Layer5 ConvLSTM 3 256 2

Layer6 ConvLSTM 3 256 2

Layer7 ConvLSTM 3 256 2

Layer8 ConvLSTM 3 256 2

Table 4.2: Architecture of the Squeeze-Excitation Layers [42].

Layer Type Kernel Size Channels Out Stride

Layer1 BNConvReLU 3 C 2

Layer2 BNConvReLU 3 64 2

Layer3 BNConv 3 64 2

Layer4 GlobalAvgeragePooling MxN 64 MxN

Layer5 DenseReLU 1 16 1

Layer6 DenseSigmoid 1 64 1

Layer7 Elementwise-Multiplication 1 64 1

Layer8 Skip-Sum 1 64 1

49



Figure 4.1: Our RED architecture.

Loss Funtions

Once again, following the work [38] the parameteres of the network are trained using a

loss function composed by a regression term Lr for the coordinate boxes and a classification

term Lc for the class, as typically done for object detection. For regression, a smooth L1

loss, Ls, with β = 1 is employed, and a Softmax focal loss for classification. For a set of J

ground-truth bounding boxes at each example, a tensor B∗ with size (J · R,D) represents

the encoded coordinates, where R is the number of default bounding boxes of SSD network

and D the number of prediction boxes per cell. Let (B, p) be the output of the regression

head where p represents the class probability of all predictions. Subsequently, the regression

and classification terms are calculated by:

Ls = mean(L) = L =

0.5 · (B−B∗)2

β
if |B −B∗| < β

|B −B∗| − 0.5 · β otherwise
(4.1)

Lr = Ls(B,B∗) (4.2) Lc = −(1− pl)
λ · log pl. (4.3)

where pl is the probability of the correct class and λ is equal to 2.

Dual Regression Head and Temporal Consistency Loss

With the objective of improving the consistency of detection it was introduced an addi-

tional dual regression head and auxiliary loss, Lt, to predict the bounding box one time-step

into the future. In practice, given an input tensor computed in the time interval between
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tk−1 and tk the two regression heads will output Bk and B′
k+1 while trying to match the

ground truth of B∗
k and B∗

k+1 during the train of the network, respectively.

The auxiliary loss between B′
k+1 and B∗

k+1 constrains the output B′
k+1 of the second head

to be close to the predictions of Bk of the first head at the next time step. However, since

the two heads are independent, they could converge to different solutions. Therefore, to

regularize training is added another loss term explicitly imposing B′
k to be closer to Bk. The

logic of this method can be seen in 5.1.

Lt = Ls(B
′
k+1, B

∗
k+1) + Ls(B

′
k, Bk) (4.4)

The final loss for training is L = Lt + Lr + Lc and is minimized by an Adam optimizer

and backpropagation.

Figure 4.2: Illustrative example of Dual regression head. (Taken from [38])

4.1.2 Sparse Convolution Model

Sparse Convolution Networks have shown great potential when applied to LIDAR data

processing. On the other hand, the CNN pipeline is very robust and efficient for 2D image

processing. However, applying this method to sparse data reveals a certain inefficiency

because many multiplications are applied into an area of zeros. With these considerations

in mind, we have reconstructed our RED network with sparse convolutions based on the

previous work done in [33] and [32].

The input network has two phases. First, a frame representation is constructed by the

Time Surface, 3.2.1, and then we create two lists, where one has the coordinates of none-

zero pixels and the other keeps the feature value of each coordinate. All the representations

are done by accumulating a batch of events over a temporal instant △t of 50ms. The

architecture of this network compared to the previous one is similar. The changes are
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related to the extraction of spatial features. Instead of using SE layers, we changed to simple

sparse convolutions, and for extracting temporal features, we just decreased the number of

ConvLSTM from 5 to 3. For obtaining the bounding boxes, we continue using the SSD

network that is fed by the output of each ConvLSTM.

Table 4.3: Architecture of Sparse Neural Network for extracting features

Layer Type Kernel Size Channels Out Stride

Layer1 BNConvReLU 7 32 2

Layer2 BNConvReLU 3 64 2

Layer3 BNConvReLU 3 64 2

Layer4 ConvLSTM 3 256 2

Layer5 ConvLSTM 3 256 2

Layer6 ConvLSTM 3 256 2

Figure 4.3: Sparse RED architecture.

4.1.3 Yolov3 as Spiking Neural Network

In order to explore the sparse nature of the data, we will evaluate a new typology of neural

networks called spiking neural networks. The architecture will be based on the YOLOv3 [64]

and tiny-YOLOv3 [65] networks.

Following the work of [20], we started by training the tiny-yolov3 CNN network and only

during inference the network is converted to an SNN typology. The conversion method was

explained in the 3.7 section.

Furthermore, for comparison with other architectures and implementations of SNNs, we
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validate the work of [21], where they explore four different CNN backbones (SqueezeNet,

VGG, MobileNet, and DenseNet) feeding a SSD bounding box regression head.

4.2 Tracking Methods

This section describes the main methodologies for achieving the task of multi-vehicle

tracking with neuromorphic cameras. In this study, we evaluated, as a baseline, a classic

multi-vehicle tracking method called SORT. In order to validate a more robust method

(proven in RGB multi-pedestrian tracking), we evaluated the extension of the previous

method, DeepSort. It is important to note that the last method implicitly led to the creation

of the Re-identification model on event data, which is also explained in this section.

4.2.1 SORT

The SORT [2] method was chosen to be the initial approach since it has proven to be

very successful, straightforward, and a thoroughly investigated standard way for multi-object

tracking. Initially, the algorithm was developed and tested for tracking pedestrians, but, as

the authors said, it can be generalized for other classes since it only depends on the detection

model. This technique essentially employs a single hypothesis tracking methodology with a

typical Kalman Filter, frame-by-frame data association utilizing bounding box overlap as an

association metric, and the Hungarian method.

Figure 4.4: SORT diagram.
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4.2.2 DeepSORT

The method is an extension of the previous method described. As a result, the single

hypothesis tracking is likewise based on a conventional Kalman Filter and the Hungarian

method for data association. The difference between this approach and the previous one

is the use of an additional deep learning model to extract an appearance descriptor and

the use of two new metrics for data association, mahalanobis distance and cosine distance.

Furthermore, the assignment model was changed to prioritize more commonly seen vehicles

via the matching cascade.

Figure 4.5: DeepSort diagram.

4.2.3 Re-identification model

To extract appearance information from event-based patterns, the work of [4] was fol-

lowed. This work is the first to perform a re-identification with event-camera information

and a deep neural network. Taking this into account, the neural network is fed with two

different representations: event representation (3.2.2 or 3.2.1), containing meaningful spatial

and time details, and their transformation to polar coordinates, which carries more distinct

edge patterns. These two representations are relative to the bounding box labels extracted

by the detection model. Moreover, for the spatial polar representation [66] is assumed that

the event representation can be related to a vehicle contour sketch.

The model for extracting an appearence descriptor is ResNet-50 [67] and, as already

been said, the network receives two input representations, event-frame Xe and its polar

transformation Xp of size 128 × 256. The feature map of the last residual block feeds into
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the global average pooling layer and a linear layer (FC+BN+ReLU) to compute a 256-D

feature embedding. To predict the identity of input vehicle during training, the two extracted

feature vectors (Fe and Fp) are submit into a classifier, which consists of a fully-connected

layer. Further, two classifications loss are applied (event loss and polar loss) to facilitate

the learning feature Fe from event-frame and feature Fp from edge patterns in polar image

respectively. Therefore, the overall loss of our model is:

LT = αLe + βLp (4.5)

where Le and Lp represent the cross-entropy loss of ID classification of feature Fe and Fp

respectively, both α and β are coefficients to control the contribution of the each loss.

During the inference time, the classifier is pulled off and to extract the vehicle re-id

descriptor, the network encodes the image by feature FConcat as:

FConcat = Concat(Fe, Fp) (4.6)

where Fe and Fp are the learned features from each representations.

Figure 4.6: Re-identification model architecture. (Adapted from [4])
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5 Results

This chapter is divided into several sections. The first one presents the used datasets

and the information relative to the v2e software [7] to simulate event data. The second

section shows the metrics for evaluating our work. The following sections provide the detailed

evaluation and analysis of the detection and tracking tasks explained in the previous chapters.

The performance of the developed model for object detection in the three datasets (GEN1

Automotive, UA-DETRAC, and BMVC) will be the primary focus of the study. Then, we

will discuss the tracking performance over the UA-DETRAC dataset.

All the experiments were conducted and evaluated with the Ryzen Threadripper PRO

3955WX 16-Cores CPU with 3.8 GHz and a RTX3090 GPU.

5.1 Datasets for Detection and Tracking

To perform this dissertation work and its different associated tasks, three datasets were

used: GEN1 Automotive Detection Dataset [5], UA-DETRAC [68] and BMVC-2014.

The Prophesee GEN1 Automotive Detection Dataset for neuromorphic cameras was cre-

ated for training and evaluating detection frameworks. Still, the authors believe that it can

benefit other tasks like optical flow, structure from motion, and tracking. The dataset was

recorded using a PROPHESEE GEN1 sensor with a resolution of 304×240 pixels, mounted

on a car dashboard. The labels were obtained using the gray level estimation feature of the

ATIS camera by labelling manually, by humans, at a lower frequency in order to maximize

the variety of objects aspects and scenes. After this process, the dataset contains 39 hours,

with 228,123 cars and 27,658 pedestrians bounding boxes of open road and various driving

scenarios ranging from urban, highway, suburbs, and countryside scenes, as well as different

weather and illumination conditions.

The UA-DETRAC benchmark consists of 100 video sequences, which are selected from
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over 10 hours of videos at 24 different locations in China, representing various common traf-

fic types and conditions, including urban highways, traffic crossings, and junctions captured

with an unstable camera. The videos are recorded at 25 fps with a spatial resolution of

960 × 540 pixels. There are over 140 000 manually annotated frames in the UA-DETRAC

benchmark, corresponding to 8250 different vehicles, for a total of 1.21 million labeled bound-

ing boxes of objects. The UA-DETRAC benchmark is split into two parts: training and

testing, with 60 and 40 sequences, respectively. The training videos are recorded in distinct

locations compared to the testing videos, but with similar traffic and attributes. The dataset

was used to train and evaluate three stages of this work: detection, re-identification, and

tracking.

Since the neurmorphic cameras only capture movement in the scene and the two other

datasets contain events related to non-vehicles, the BMVC dataset was chosen because of its

simpler attributes for evaluating the developed detection framework. This dataset consists

of 51 video sequences, captured with a stable camera in urban highway traffic with different

weather and illumination conditions. In total, there are more than 240 thousand frames with

at least one vehicle, giving an immense vehicle bounding boxes for training and evaluation

captured through an yolov5 network. More specifically, the dataset was divided into to 70%

for training and 15% for validation and testing.

It is important to note that these two last datasets contain video sequences captured with

a standard RGB camera. So, due to the nature of this work being event-based, it employed

the v2e [7] python tool for converting the data to neuromorphic event-data. Furthermore, it

was imperative to create a preprocessing to eliminate the bounding boxes related to static

and occluded vehicles because of not generating events during the conversion.
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Figure 5.1: Transformation example of RGB data to event-data through v2e software.

The v2e tool has input parameters that we have to select. However the creators provide

two sets of default parameters, “Clean” and “Noise”. As the name says, the “Noise” set yields

to a transformation of RGB-data to event-data with added noise to the rest of the events

generated by scene movement. In contrast, the “Clean” mode generates events only for the

objects that move in the scene.

Therefore, to choose the right parameters for our study, we analyzed the behavior of each

one through the experiments presented in the table 5.1. The “Dvs exposure” and “frame rate”

parameters were not changed to maintain the characteristics of the RGB-data and, at the

same time, not affect the ground truth for training the models.
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Table 5.1: Different parameters used to study the v2e software tool.

Parameters

Mode Experiments Dvs exposure Frame rate Event thres. Sigma Cutoff Leaky rate hz Noise rate hz

Clean (a) 40ms 25 0.2 0.02 0 0 0

Noisy (b) 40ms 25 0.2 0.05 30 0.1 5

Custom (c) 40ms 25 1 0.02 0 0 0

Custom (d) 40ms 25 0.05 0.02 0 0 0

Custom (e) 40ms 25 0.2 0.25 0 0 0

Custom (f) 40ms 25 0.2 0.02 0 10 0

Custom (g) 40ms 25 0.2 0.02 0 0 10

Figure 5.2: Experiment (a).

Figure 5.3: Experiment (b).

Figure 5.4: Experiment (c).

Figure 5.5: Experiment (d).
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Figure 5.6: Experiment (e).

Figure 5.7: Experiment (f).

Figure 5.8: Experiment (g).

The “Event thres.” and “Sigma” parameters control the number of events generated from

each movement object. If we decrease the “Event thres.” more events will be generated and

vice-versa. The “Sigma” parameter works in the opposite way.

Furthermore, the “Leaky rate hz” and “Noise rate hz” are responsible for how much noise

is added to the event-data. The “Leaky rate hz” causes noise on each pixel in the image,

while the “Noise rate hz” adds noise to the darkest parts of the image. The added noise

is proportional to the value of each parameter, i.e., if we increase the values, more noise is

added and vice-versa.

Taking into account the experiments, we chose to create two event datasets from the

BMCV and DETRAC datasets using the "Clean" mode because it results in a better pre-

sentation of object classes.

5.2 Evaluated Metrics

This section contains the metrics for the three different modalities: object detection,

re-identification, and multi-object tracking. Despite the fact that these procedures are built

for frame-based vision sensors, they are still appropriate for quantitative evaluation of our
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approaches since we aggregate across sliding windows to construct a representation in a 2D

image.

5.2.1 Object Detection Metrics

To evaluate the performance of object detection, we selected the first six metrics out of

the twelve COCO metrics. These metrics are based on the calculus of IoU given by the

overlap between the ground-truth and predicted boxes divided by the area of union between

them.

• mAP → mAP is averaged over 10 IoU thresholds (0.50 to 0.95 with a 0.05 step) and

is the primary challenge metric;

• mAP50 → mAP considering the TP with at least an IoU greater or equal to 0.50;

• mAP75 → mAP considering the TP with at least an IoU greater or equal to 0.75;

• mAPsmall → mAP for small objects that covers area less than 322;

• mAPmedium → mAP for medium objects that covers area greater than 322 but less

than 962;

• mAPlarge → mAP for large objects that covers area greater than 962;

5.2.2 Re-identification Metrics

The performance of the re-identification model is evaluated by two metrics: Mean Average

Precision and Cumulative Matching Characteristics.

The mean average precision for evaluating the capacity of re-identification is based on

the ability to sort the gallery set according to the evaluated query image. The below image

shows that the correct retrieval of the gallery set has more weight for the first images and

less for the last to calculate the AP. To sum up, AP penalises the models that are not able

to sort the gallery with TP leading the set.

Figure 5.9: Calculation of AP for the sorted gallery set.
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Finally, the mAP is simply the mean of all the AP for the existing queries:

mAP =

∑N
i=1APi

N
(5.1)

The CMC curves are the most popular evaluation metrics for re-identification methods.

Consider a simple single-gallery-shot setting, where each gallery identity has only one in-

stance. For each query, an algorithm will rank all the gallery samples according to their

distances to the query, from small to large, and the CMC top-k accuracy is:

CMCK =

1 if top-k ranked gallery samples contain the query identity

0 otherwise
(5.2)

5.2.3 MOT Metrics

To evaluate the efficiency and performance of the tracking algorithm, we use several met-

rics from the MOT challenge. Such as MOTP(↑), MOTA(↑), Recall(↑), Precision(↑), Mostly

tracked(↑), Partially tracked(↑), Mostly lost(↓), number FP(↓), number of missed objects(↓),

number of identification switches(↓), number of fragmentations during the tracking(↓). Eval-

uation measures with ↑, higher scores denote better performance. As opposite evaluation

metrics with ↓, lower scores denote better performance.

Table 5.2: Evaluated metrics for multi-object tracking.

Metric Description

MOTP (↑) Measures the accuracy of localization of detection boxes.

MOTA (↑) Measures the overall accuracy of both the tracker and detection.

Recall (Rec ↑) Number of detections over number of objects.

Precision (Prc ↑) Number of detected objects over sum of detected and false positives.

Mostly tracked (MT ↑) Number of objects tracked for at least 80 percent of lifespan.

Partially tracked (PT ↑) Number of objects tracked between 20 and 80 percent of lifespan.

Mostly lost (ML ↓) Number of objects tracked less than 20 percent of lifespan.

Num FP (FP ↓) Total number of false positives.

Num misses (FN ↓) Total number of misses.

Num switches (IDSW ↓) Total number of track switches.

Num fragmentations (FM ↓) Total number of switches from tracked to not tracked.
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5.3 Detection Results

This section contains the results of the developed detection framework for the three types

of datasets as explained in section 5.1. Moreover, as the detection framework was inspired

by the work of the same company that created the dataset, the subsection 5.3.1 has more

experiments. The next two subsections evaluate different datasets and conditions of captured

event data.

5.3.1 GEN1 Detection Dataset

For the GEN1 dataset, we will present the results over various experiences so we can

demonstrate the effect and behaviour of the present network modules during the training

and inference phase. The experiences are: the effect of the number of ConvLSTM, the effect

of memory, the module of dual regression head, the effect of using different backbones and

representations, and training with different sequence sizes.

All the experiments were trained with ADAM optimizer, initial learning rate 1 × 10−3

with a exponential decay rate of 0.98 over 200 epochs and a batch size of 32.

Number of ConvLSTM

As described in 4.1.1, each convLSTM of the network was fed a SSD with the feature

map. Therefore, the table below has the results of using a different number of ConvLSTM

with different feature map sizes in order to detect a high range of object sizes.

Table 5.3: Contribution of different number of LSTM

1 ConvLSTM 2 ConvLSTM 3 ConvLSTM 4 ConvLSTM 5 ConvLSTM

mAP 0.19 0.22 0.22 0.23 0.24

mAP_50 0.41 0.45 0.44 0.47 0.48

mAP_75 0.16 0.20 0.20 0.22 0.23

mAP_small 0.16 0.17 0.17 0.18 0.19

mAP_medium 0.23 0.26 0.25 0.27 0.28

mAP_large 0.11 0.14 0.16 0.17 0.17

Table 5.4: Number of priors during each train.

1 ConvLSTM 2 ConvLSTM 3 ConvLSTM 4 ConvLSTM 5 ConvLSTM

number of priors 1024 1408 1504 1528 1532
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As expected, increasing the number of ConvLSTM leads to better performance in all

metrics. As described in 3.5, the purpose of feeding the SSD regression head with differ-

ent feature map sizes is to let the smaller maps detect the larger objects and vice-versa.

Therefore, along the network, we feed the SSD with smaller and smaller feature maps. The

introduction of more ConvLSTM leads to an improving detection for small, medium and

large objects up to 3%, 5% and 6% respectively. The metric for the larger objects was the

one that improved the most, which proves what was said above.

Impact of memory

Due to the nature of data, the non-existence of objects movement leads to the non-

existence of intensity changes, i.e., the camera is incapable of generating event data for

the object. This factor was the principal reason for creating a model capable of retaining

memory of past occurrences. The table below shows that the use of memory has an impact

of between 12% to 30% over all metrics. Looking at the metric of larger objects, we see

the importance that the memory mechanism has. These are the objects that undergo the

greatest change in terms of the events generated as they stop.

Table 5.5: The impact of memory

mAP mAP_50 mAP_75 mAP_small mAP_medium mAP_large

With memory 0.24 0.48 0.23 0.19 0.28 0.17

Without memory 0.06 0.18 0.02 0.07 0.07 0.00

Dual Regression Head

This module was implemented following the work of [38]. The idea is to improve the

consistency of detection by taking into account the bounding box one time-step into the

future,tk+1. In contrast to the findings shown by the authors, using this module reduces the

performance of our network. This can be explained by the low frequency of ground truth

over image sequences in our test set. The authors have tested a more robust dataset in terms

of the frequency of labels.

Table 5.6: 1 regression head Vs 2 regression head

mAP mAP_50 mAP_75 mAP_small mAP_medium mAP_large

1 Regression Head 0.24 0.48 0.23 0.19 0.28 0.17

2 Regression Head 0.18 0.38 0.16 0.14 0.21 0.12
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Change of Backbone

The use of a pretrained model in ImageNet is a crucial step for achieving good perfor-

mance for any task. Since our backbone has not been trained on the ImageNet dataset and

we lack the resources to do so, we have chosen to switch to a 10 layer from ResNet-18 model

as our backbone without major changes in the final network model compared to the one we

started with. This small adjustment has led to an improvement in performance of between

5% and 10% across all metrics.

Table 5.7: Application of a different backbone and the use of pretrained model.

mAP mAP_50 mAP_75 mAP_small mAP_medium mAP_large

Squeeze-Excitation Layers 0.24 0.48 0.23 0.19 0.28 0.17

Resnet Layers(pretrained) 0.31 0.58 0.29 0.24 0.36 0.22

Different Representations

The followed work has tested the framework in three different representations: histogram,

time surface, and event volume. In our study, we chose to evaluate the developed framework

using the two best representations reported by the authors: time surface and event volume,

with the last having a superior outcome by 2%. However, as shown in the table below, we

did not see a significant difference between them in our trials.

Table 5.8: Time Surface Vs Event Volume Representations

mAP mAP_50 mAP_75 mAP_small mAP_medium mAP_large

Time Surface 0.24 0.48 0.23 0.19 0.28 0.17

Event Volume 0.24 0.47 0.23 0.19 0.28 0.19

Train with different number of sequences

To train our network, it is necessary to provide a sequence of images so that the network

can learn to filter important information to retain in memory. To evaluate this behavior,

sequences with 5, 10, and 20 images were provided, with the smallest sequence being the

one that brought the best results.

It was expected that larger sequences would bring better results, but the fact that the

dataset does not have a ground-truth with great frequency we cannot guarantee that large

sequences of images are correct, thus making it difficult to train the network.
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Table 5.9: Train with different number of sequence images

mAP mAP_50 mAP_75 mAP_small mAP_medium mAP_large

5 images per sequence 0.25 0.49 0.23 0.20 0.29 0.17

10 images per sequence 0.24 0.48 0.23 0.19 0.28 0.17

20 images per sequence 0.19 0.40 0.18 0.15 0.23 0.17

Class results

Here, we list the findings for each of the dataset classes. The dataset has a significant

imbalance between the number of labeled cars and the number of pedestrians, as was already

indicated in the methodology section 5.1, leading to a greater ease in learning the class of

cars than the pedestrian class, as presented in the table below. In terms of the mAP metric,

there is a difference in both studied networks of about 33%. Additionally, these results

demonstrate that our architecture is capable of detecting cars in the majority of scenarios

with at least an IoU larger than 0,5.

Table 5.10: Class results from RED network.

AP AP_.50 AP_.75 AP_small AP_medium AP_large

Car 0.41 0.70 0.44 0.32 0.46 0.30

Pedestrian 0.09 0.28 0.02 0.08 0.11 0.05

Table 5.11: Class results from RED-ResNet network.

AP AP_.50 AP_.75 AP_small AP_medium AP_large

Car 0.47 0.75 0.53 0.37 0.53 0.38

Pedestrian 0.14 0.42 0.05 0.12 0.19 0.06
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Figure 5.10: Example of ResNet-RED network output for a sequence of 16 images from the

GEN1 Automotive Dataset. The blue boxes represent the ground truth, whereas the orange

boxes indicate the predicted box. In these images we can see the car detection even without

generating events, which proves the functioning of the memory mechanism.
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Figure 5.11: Example of ResNet-RED network output for a sequence of 16 images from the

GEN1 Automotive Dataset. The blue boxes represent the ground truth, whereas the orange

boxes indicate the predicted box. In these images we can see the challenge of pedestrian

detection with event-data, since this class is easily camouflaged with background events, as

seen in the image.

5.3.2 UA-DETRAC Dataset

The results for this dataset will be evaluated over different difficulties; easy, medium,

and hard, as reported by the authors [6]. The video sequences contain larger variations in

scale, pose, illumination, occlusion, and background clutter, which lead to the three levels

of difficulty based on the recall rate of the EdgeBox method [69]. The average recall rates of

these three levels are 97.0%, 85.0%, and 64.0%, respectively, with 5000 proposals per frame.

Moreover, giving the results of the last section (sec: 5.3.1) the evaluated performance

will be based on RED-ResNet CNN. In addition, given the size of the images (960x540)

in this dataset, the model will be evaluated over images sizes of 640x640 and 320x320 to
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evaluate the impact of losing some velocity of processing over performance for the future

task of multi-vehicle tracking.

The experiments were trained with ADAM optimizer, initial learning rate 1× 10−3 with

a exponential decay rate of 0.98 over 60 epochs and a batch size of 16.

Table 5.12: ResNet-RED 320x320 results over three different levels of difficulty.

mAP mAP_50 mAP_75 mAP_small mAP_medium mAP_large

Easy 0.33 0.52 0.37 0.07 0.36 0.30

Medium 0.34 0.55 0.37 0.06 0.33 0.40

Hard 0.19 0.35 0.18 0.06 0.17 0.29

Overall 0.27 0.46 0.29 0.04 0.27 0.35

Table 5.13: ResNet-RED 640x640 results over three different levels of difficulty.

mAP mAP_50 mAP_75 mAP_small mAP_medium mAP_large

Easy 0.39 0.60 0.45 0.16 0.44 0.33

Medium 0.40 0.63 0.46 0.15 0.41 0.42

Hard 0.25 0.44 0.26 0.13 0.25 0.33

Overall 0.34 0.54 0.38 0.12 0.35 0.37

Due to the difficulties of detecting cars using simulated event data, we feel our findings

are adequate and may be used as a baseline for future event camera feature development.

Furthermore, we observed that when the event-intensity for an object is low, our system

cannot identify it most of the time, even despite employing memory techniques. On the

other hand, it is fully capable of detecting when the event-intensity is high.

Looking at the network’s computation velocity at each input size, we get 50ms per frame

for 640x640 and 16.7ms for 320x320. In exchange for 7% on mAP, we get around 33% of

computation velocity.
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Figure 5.12: Example of ResNet-RED network output for a sequence of 16 images from

the UA-DETRAC Dataset. The blue boxes represent the ground truth, whereas the orange

boxes indicate the predicted box.

5.3.3 BMVC Dataset

The purpose for selecting a third dataset was to assess the detection network under

more “easier” conditions. The dataset was captured using a static camera recording on a

highway road where the number of cars is reduced and they are plainly visible in most frames.

Moreover, for the same reason as in the last section, the results will be evaluated over the

ResNet RED CNN with different input sizes, 640x640 and 320x320, since the original shape

is 960x540.

The training follows the same parameters as in section 5.3.2.

Table 5.14: Detection results for BMVC datatet with different input sizes.

Model mAP mAP_50 mAP_75 mAP_small mAP_medium mAP_large

ResNet 320x320 0.44 0.73 0.46 0.25 0.66 0.72

ResNet 640x640 0.55 0.81 0.62 0.44 0.72 0.45

When compared to the findings obtained in the other two datasets, we notice an improve-

ment of roughly 17 percent for input 320x320 and 21 percent for input 640x640. Again, be-

cause this is a dataset created using software that replicates RGB visuals for data in events,
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the results serve as a baseline for future investigations.

Moreover, in terms of computing speed, we get 55ms per frame for an input of 640x640

and 17ms for 320x320. Once more, in exchange of 11% of mAP, we get around 31% of

processing speed.

Figure 5.13: Example of ResNet-RED network output for a sequence of 16 images from

the BMVC Dataset. The blue boxes represent the ground truth, whereas the orange boxes

indicate the predicted box.

5.3.4 Sparse Neural Network

In an attempt to find a typology more adequate to the sparse nature of neuromorphic

cameras, we modified the structure of the RED CNN to sparse convolutions, giving rise to

the sparse-RED network. In the table below, we present the results obtained.

Table 5.15: Sparse-RED object detection results.

mAP mAP_50 mAP_75 mAP_small mAP_medium mAP_large

Sparse-RED 0.06 0.15 0.05 0.06 0.08 0.04

Asynet 0.05 0.15 0.05 0.05 0.07 0.03

When we compare this network’s performance against that of previous CNN-type net-

works, we can observe that the results are incredibly poor. However, when we examine the

state of the art for this SSCN typology, we discover a work that achieves precisely the same
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result as our network, 15% on mAP_50, but our network uses only 2.3M of parameters

versus 133M of the comparative network.

Additionally, the purpose of building this network was to increase processing speed by

directing network kernels to areas with only events, non-zero pixels. But what actually oc-

curred was a speed of 200ms on each frame, which is obviously much slower than what we had

previously presented. We also recognized how challenging it was to train our network. This

may be due to the fact that the authors of [32] stated, namely that it is crucial to construct

a network that balances the utilization of sparse convolutions and submanifold convolutions.

Only using sparse convolutions has the same impact as using regular convolutions, which

reduces the sparsity of the data. On the other hand, using only submanifold convolutions,

we will not pass enough information to the subsequent layers, and consequently, the network

will not be able to learn the desired task.

5.3.5 Spiking Neural Network

Here, we show the feasibility of using SNN for object detection over three datasets and

make comparisons to the best results of the proposed CNN framework. In addition, we could

measure the energy efficiency and computation performance, but unfortunately, we do not

have the necessary hardware.

Table 5.16: Object detection results for the three dataset.

Dataset mAP mAP_50 mAP_75 mAP_small mAP_medium mAP_large

GEN1 Automotive 0.22 0.48 0.18 0.24 0.26 0.00

UA-DETRAC 0.13 0.23 0.14 0.06 0.20 0.13

BMVC 0.34 0.51 0.36 0.23 0.72 0.42

Comparing the results presented above with those presented with the CNN typology, we

can see that there is a drop in performance.

5.3.6 Final results

The table below compares our networks against state-of-the-art methods over the GEN1

dataset. These methods were carried out over different types of networks: conventional

CNN, SNN, and SSCN.
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Table 5.17: Comparison between our detection framework against the State-of-Art methods

Methods Network-Type #Params mAP mAp_50 runtime(ms)

Asynet SSCN 133M 0.05 0.15 50

MatrixLSTM-YOLOv3 CNN 65M 0.31 – –

Events-RetinaNet CNN 32.8M 0.34 – 18.29*

RED(original) CNN 24M 0.40 – 16.70*

MobileNet-64+SSD SNN 24.26M 0.15 0.35 –

VGG-11+SSD SNN 12.64M 0.17 0.38 200

Spiking-YOLO SNN 9.59M 0.22 0.48 222

Dense-Net121-64+SSD SNN 8.2M 0.19 0.37 –

ResNet-RED(ours) CNN 2.77M 0.31 0.58 14.28

RED(ours) CNN 2.23M 0.25 0.49 13.7

SparseRED(ours) SSCN 2.23M 0.06 0.15 200

* Measure with on a i7 CPU at 2.70GHz and a GTX980 GPU.

Our CNN network, ResNet-RED, has advanced to the third best network, but it is still

9 percent behind the top result. At the same time, our network has about 10 times fewer

parameters, resulting in quicker object detection performance, which is appropriate for our

dissertation’s end goal of multi-object tracking.

Despite the SNN and Sparse-CNN having more similarity with the nature of events

generated by the neuromorphic cameras, we can see through the results that they have not

achieved great results and performance, principally the Sparse-CNN. Moreover, Asynet and

SparseRED are the unique networks, within our knowledge, that have evaluated this type of

network for the task of object detection.

5.4 Tracking Results

Finally, we have reached the final objective of this dissertation, which is to evaluate

multi-vehicle tracking using Neuromorphic cameras. Taking this into account, the dataset

for evaluating this task is UA-DETRAC and, similar to the detection task, it is also divided

into three levels of difficulty: easy, medium, and hard. Based on combinations of six object

tracking methods (GOG, CEM, DCT, IHTLS, H2T, and CMOT) and four object detection

methods (DPM, ACF , R-CNN, and CompACT), these levels of difficulty are determined by

the average PR-MOTA score.
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As described in chapter 4 for the tracking purpose, two methods will be evaluated, ini-

tially, the classical method SORT and followed by the DeepSort method. These two methods

require a detection phase that is accomplished by our network, ResNet-RED, with an input

size of 640x640. However, the DeepSort methodology adds an extra deep learning network

for extracting a feature appearance for each detected vehicle. As a consequence of that, it

will be presenting the results for the re-identification network and for the tracking methods.

5.4.1 Re-Identification Model

Three models were trained to evaluate the performance of the re-identification network.

One model was trained using the two representations, events and polar, as input, while the

other two were trained with either events or polar representation. Moreover, to evaluate the

performance of this task, a small dataset was created containing 2330 query images, one for

each class, and 23221 gallery images.

All networks were trained for 25 epochs using ADAM, with a learning rate of 0.01 with

a step decay of 0.1 every 10 epochs and a batch size of 64.

Table 5.18: Ablation study of the loss function with different β coefficients.

Method mAP CMC 1 CMC 5 CMC 10

Lt =αLe + βLp, w/α = 1

β = 0 0.235 0.385 0.665 0.752

β = 0.1 0.230 0.438 0.679 0.763

β = 0.2 0.231 0.436 0.659 0.732

β = 0.3 0.248 0.474 0.695 0.765

β = 0.4 0.204 0.392 0.626 0.702

β = 0.5 0.234 0.448 0.680 0.759

β = 0.6 0.206 0.412 0.646 0.732

β = 0.7 0.218 0.414 0.647 0.752

β = 0.8 0.246 0.487 0.697 0.774

β = 0.9 0.230 0.438 0.658 0.739

β = 1 0.237 0.479 0.679 0.748
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Table 5.19: ReID performance for different modalities.

Modality mAP CMC 1 CMC 5 CMC 10

Events 0.24 0.39 0.67 0.75

Polar 0.2 0.35 0.61 0.70

Events + Polar 0.25 0.49 0.70 0.77

The table above shows that our implementations follow the insights of the work [4], i.e.,

the network produces higher outcomes when event and polar information are combined,

despite dealing with different types of objects. The only difference between the two imple-

mentations is the value of β at the loss function. Our experiments show that the network

can learn efficiently with α = 1 and β = 0.8. However our network has the similar results

with beta β = 0.3 which also is the result obtained in [4].

To have some visual results to highlight the re-identification model’s robustness, an al-

gorithm was created to extract the appearance descriptor for each ground truth bounding

box in the current frame using the re-identification model. The track ID is then assigned

using the hungarian method, taking into consideration the extracted descriptors between the

previous and current frames.

Figure 5.14: Example 1 of re-identification association for a clearly events from vehicles.
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Figure 5.15: Example 2 of re-identification association with occlusions.

Figure 5.16: Example 3 of re-identification association with a large traffic.

The figures 5.14, 5.15, and 5.16 exhibit the behavior of the re-identification model in

three distinct scenarios: one with visible cars throughout the sequence, one with occlusions

during the sequence, and the other with a high volume of traffic. The model in the first image

displays excellent behavior, resulting in the proper identification of all cars throughout the

images. The second has some identity changes caused by the occlusion with two cars, which

have stabilized once the occlusion ceases. The final figure shows that the model struggles to
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extract a descriptor capable of distinguishing each car when there are numerous to compare

with.

5.4.2 SORT and DeepSORT

Table 5.20: Tracking results for the two methods: SORT and DeepSort

Method MOTA ↑ MOTP ↑ Rec ↑ Prc ↑ MT ↑ PT ↑ ML ↓ FP ↓ FN ↓ ID_SW ↓ FM ↓ runtime(Hz) ↑

Easy

SO
R
T

0.56 0.77 0.72 0.82 0.66 0.30 0.04 21806 38563 206 881 37

Medium 0.35 0.76 0.46 0.81 0.43 0.42 0.15 40829 208713 976 3133 35

Hard 0.18 0.74 0.39 0.65 0.35 0.49 0.16 31749 93489 381 992 33

Overall 0.35 0.76 0.50 0.78 0.48 0.40 0.12 94384 340765 1563 5006 35

Easy

D
ee

pS
O

R
T 0.51 0.78 0.78 0.75 0.74 0.23 0.03 36015 30145 149 1491 24

Medium 0.36 0.77 0.55 0.75 0.52 0.37 0.11 71675 174394 794 6193 19

Hard 0.08 0.76 0.43 0.55 0.45 0.40 0.15 53335 86832 372 1671 16

Overall 0.33 0.77 0.57 0.70 0.57 0.34 0.09 161025 291371 1321 9355 20

Both approaches track objects similarly in terms of detection and track ID (MOTA

metric), as well as the average overlap between all correctly matched predictions and their

ground truth (MOTP metric). However, the SORT method is more reliable when dealing

with more challenging tracking conditions, outperforming the MOTA metric by more than

10% in the hard difficulty and is two times faster than DeepSORT.

Furthermore, the SORT algorithm results in fewer vehicle fragmentations and nearly

half the false positives, implying that there are fewer predictions to no ground truth tracker.

Despite the fact that the SORT approach appears to be more trustworthy, we can observe

that DeepSort has fewer track ID changes, fewer false negatives, and can track more vehicles

for more than 80% of its trajectory.
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Figure 5.17: Some visual examples for the tracking task with three different sequences (One

sequence for each row).

Table 5.21: Comparison of our tracking results with a public benchmark results from the

UA-DETRAC dataset.

Methods MOTA ↑ MOTP ↑ Rec ↑ Prc ↑ MT ↑ PT ↑ ML ↓ FP ↓ FN ↓ ID_SW ↓ FM ↓

(1)CompACT [70] + GOG [71] 0.38 0.74 0.42 0.92 0.28 0.33 0.40 20238 373261 6457 5853

(2)CompACT [70] + RMOT 0.43 0.75 0.48 0.92 0.35 0.31 0.35 32366 333866 478 1146

(3)CompACT [70] + CEM [72] 0.14 0.73 0.19 0.83 0.07 0,23 0.71 25727 529408 621 860

(4)RED-ResNet 640x640 +DeepSort 0.33 0.77 0.57 0.70 0.57 0.34 0.09 161025 291371 1321 9355

(5)RED-ResNet 640x640 +SORT 0.35 0.76 0.50 0.78 0.48 0.40 0.12 94384 340765 1563 5006

The table 5.21 compares the performance of multi-vehicle tracking between our work in

event-data with some of the methods in RGB data shared by the authors through a matlab

toolkit. Looking to the results, in terms of MOTA and MOTP, our methodologies (4 and

5) surpass almost double the MOTA metric compared with the (3) method. However, it

has a bad performance of between 5% and 10% compared with the other two methods (1

and 2). Still, in terms of tracking the object during at least 80% of its lifespan, MT metric,

our methods have between 22% and 50% better performance and, as a consequence, an

improvement in PT and ML metric. Our results show an improved performance in MOTA,

MOTP, MT, PT, and ML. How come the FM, ID_SW have bad performance? The reason

is the nature of data. Since our ground truth is from RGB data and the event-data is

only generated when the object is moving, the fragmentation of the trackers happens with

more frequency. On the other hand, trying to extract a feature descriptor from event-data

compared with RGB data also penalizes our method (5).
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6 Conclusions and Future Work

In conclusion, with this work we have achieved our final objective of detecting and track-

ing multiple vehicles. In fact, in this work we start to understand the importance of having

a memory mechanism in our models. Without this, our detection performance decreases

because the model is unable to detect static vehicles on the road since they have stopped

generating events on the camera. Although we did not achieve state-of-the-art results on the

GEN1 dataset, we achieved an excellent result using only 10% of the number of parameters

used in the best method using a CNN typology. This leads to a faster performing on de-

tecting vehicles, which is an important aspect in real-time systems. Furthermore, our result

is highly influenced by the fact that the dataset is unbalanced in the number of existing

examples for each class.

Regarding the other two datasets, we are unable to compare to other state-of-art methods

since we have transformed the RGB data to event data. As a result, with this work we have

created a baseline for detection and tracking with UA-DETRAC dataset and a detection

baseline for the BMVC dataset.

With respect to the typology of Sparse Neural Networks (SSCN), our results have reached

the same as the other state-of-the-art method presented on the same dataset, GEN1 Au-

tomotive. However, once again, we have accomplished this work by only using 2.3M of

parameters against 133M of the comparative network. Furthermore, when creating these

types of networks, it is crucial to balance the utilization of sparse convolutions and sub-

manifold convolutions. Only using sparse convolutions has the same impact as using regular

convolutions, which reduces the sparsity of the data. On the other hand, using only sub-

manifold convolutions, we will not pass enough information to the subsequent layers, and

consequently, the network will not be able to learn the desired task.

At the same time, the Spiking Neural Network (SNN) also explores the sparsity of event

data. Our results showed that this network did not reach its full potential in terms of object
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detection performance, but it outperformed SSCN networks and the other existing SNN

state-of-the-art methods on the GEN1 Automotive dataset. On the other hand, we could

not measure the efficiency and computation performance because of the absence of hardware.

This made it impossible to prove the theoretical advantages.

The last objective was tackled initially using the traditional method of multi-object

tracking, SORT, and then, in order to improve outcomes, we went on to the evolution of

the algorithm itself, DeepSort, with the creation of a new network to extract an appearance

descriptor. That said, the classic algorithm proved to be much more robust, mainly for more

complicated scenarios for the tracking task. However, the developed re-identification model

brought an improvement in reducing the number of identity changes in tracking, which is the

main function for the addition of the new network. However, we have the drawback that by

adding the extra model, we add more computational weight, which reduces the processing

speed by almost half. It is worth mentioning that these algorithms are heavily influenced

by the previous detection model used, and it was confirmed during the discussion of results

for the UA-DETRAC dataset that, despite the presence of a memory mechanism, the model

was not always able to detect vehicles that had left to generate events on the camera.

Since this is a complex and extensive problem, we can design many objectives to continue

to develop and improve this task. Starting with the detection problem, we can then add

some complexity to the network with the CNN typology that has already shown excellent

results with so few parameters. Then, revisit sparse networks in order to overcome the chal-

lenges of network design and training through a better balance between sparse convolutions

and submanifold sparse convolutions. Continuing with the sparse typologies but with SNN

networks, it would be interesting to demonstrate the network’s efficiency and performance

on specific hardware to determine whether it is worthwhile to continue with the investiga-

tion. Finally, given that several scientists have investigated various tasks with event-data

through the development of graph neural networks due to their ability to analyze spatial

and temporal information, it would be interesting to develop a model and compare it to the

models that have already been developed.

Concerning the second problem imposed by the task, it is first necessary to improve

the detection level of the model that feeds the tracking algorithms through the solutions

presented above. In a second phase, since the re-identification model revealed that there is

still a lot of room for improvement, we could create a more robust model using Transformers

networks, which have already demonstrated excellent results for RGB images. However, the

implementation of this type of architecture would add a large computational cost. Another,
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maybe less computationally expensive, option would be to extract its descriptor straight

from the detection network, which already extracts the bounding box for each vehicle and

identifies it as such. This solution, to our knowledge, has not yet been explored, which brings

uncertainty about its success. Finally, we can also analyze more recent tracking algorithms

such as: FairMOT [73], TransMOT [74], ByteTrack [75].
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