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**Abstract**

The capacitated arc routing problem (CARP) is an important and practical problem in the OR literature. In short, the problem is to identify routes to service (e.g., pickup or deliver) demand located along the edges of a network such that the total cost of the routes is minimized. Generally, a single route cannot satisfy the entire demand due to capacity constraints on the vehicles. CARP belongs to the set of NP-hard problems; consequently numerous heuristic and metaheuristic solution approaches have been developed to solve it. In this paper an "ellipse rule" based heuristic is proposed for the CARP. This approach is based on the path-scanning heuristic, one of the mostly used greedy-add heuristics for this problem. The innovation consists basically of selecting edges only inside ellipses when the vehicle is near the end of each route. This new approach was implemented and tested on three standard datasets and the solutions are compared against: (i) the original path-scanning heuristic; (ii) two other path-scanning heuristics and (iii) the three best known metaheuristics. The results indicate that the "ellipse rule" approach lead to improvements over the three path-scanning heuristics, reducing the average distance to the lower bound in the test problems by about 44%.

© 2008 Elsevier Ltd. All rights reserved.

**1. Introduction**

Vehicle routing is an important activity in both the public and private sectors. In the United States for example, transportation costs account for approximately 6% of the GDP \cite{1}. As a consequence, even small improvements in routing efficiency can result in large cost reductions. Improving routing efficiency will become even more important as a result of recent increases in fuel prices. A common vehicle routing problem involves the pickup or delivery of items located along the arcs of a road network (e.g., trash collection and parcel delivery). Other examples of real applications can be found in Assad and Golden \cite{2}, Dror \cite{3}, and Santos et al. \cite{4}. Many of these applications can be structured as a capacitated arc routing problem (CARP).

Golden and Wong \cite{5} introduced CARP. The problem may be stated as follows. Let $G=(N,E)$ be an undirected graph, where $N=\{v_0,\ldots, v_n\}$ is a node set and $E=\{[v_i, v_j]: v_i, v_j \in N, i<j\}$ is an edge set. Each edge $[v_i, v_j]$ of $E$ has a nonnegative cost or length $c_{ij}$ and nonnegative demand or weight $q_{ij}$. Node $v_0$ represents a depot at which $\lambda$ identical vehicles of capacity $w(\geq \max_{[v_i, v_j] \in E} q_{ij})$ are based. The number of vehicles $\lambda$ is a decision variable. The CARP consists of designing a set of vehicle routes, such that: (1) each positive-demand edge is serviced by exactly one vehicle; (2) each route starts and ends at the depot; (3) the total demand of all edges serviced by any vehicle does not exceed $w$; and (4) the total routing cost is minimized.

CARP can be formulated as an integer linear programming and solved optimally using a branch-and-bound algorithm (e.g., \cite{6,7}). Given that CARP belongs to the class of NP-hard problems \cite{5} such approaches are limited to small problem instances. For example, Hirabayashi et al. \cite{6} solved problems with up to 30 edges and Longo et al. \cite{7} with up to 87 edges.

As a result of CARP’s many practical applications and its computational complexity, considerable research has been devoted to developing heuristic procedures to solve it. Path-scanning \cite{8} is the most commonly used greedy-add solution approach to CARP. At each iteration, these heuristics “scan” the remaining unserved edges to determine which one should be visited next on the current vehicle route. This research introduces a new path-scanning heuristic that includes an “ellipse rule” to solve the problem. In essence, the ellipse rule only considers edges inside an ellipse when the vehicle is near the end of a route (i.e., when the vehicle load is near its capacity). This new heuristic was implemented and tested on three standard
data sets. The results are compared to prior path-scanning heuristics and the three best known metaheuristics for the problem. When compared to the existing path-scanning heuristics, the experimental tests demonstrate that the new heuristic generates higher quality results in comparable CPU time. When compared to the metaheuristics, the experimental tests demonstrate that the new heuristic generates lower quality results, as expected, but in considerably less CPU time. Other reasons for the development of improved heuristics for CARP are presented in Section 2.1.

The remainder of this paper is organized as follows. Existing heuristic solutions for CARP are presented in the next section. The new ellipse-based heuristic is introduced in the third section. Computational results and comparisons are given in the fourth section. A summary and conclusions of the last section.

2. Existing heuristic solution procedures for CARP

2.1. General overview

Over the years, various heuristics (e.g., [5,8,9]) and lower bound generating techniques (e.g., [5,7,10,11]) have been proposed for CARP. These heuristics (usually referred to as “greedy-add heuristics”) generally provide good approximate solutions in acceptable CPU time, given the computational complexity of the problem. Descriptions and computational performance comparisons of these heuristics are presented in Coutinho et al. [12] which concluded that the CARP solution heuristic first introduced by Golden et al. [8] is one of the best in terms of solution quality and CPU time required to obtain the solutions.

More recently, metaheuristics have been proposed to solve CARP. These include tabu search [13,14], genetic algorithms [15], and ant colony optimization [16]. In general, these metaheuristics identify better solutions than do the path-scanning heuristic. However, this improvement comes with an increase in solution time.

The development of improved greedy-add heuristics for CARP is still an important area of research even though the application of metaheuristics to CARP has led to improved solutions. Several reasons exist for this in addition to reduced solution times required.

First, greedy-add heuristics are more intuitive as they mimic the way that people approach many problems. Consequently, they are more likely to be accepted by managers. Second, they are easier to implement (program and encode) and do not require the determination and fine tuning of various metaheuristics parameters such as mutation rate, aspiration levels, tabu list length, number of ants, evaporation coefficient, etc. Third, their simplicity makes them more flexible as they can be more easily modified to accommodate changes in the underlying problem (e.g., prohibited turns and maximum route duration). Finally, they form the starting point for various metaheuristics. For example, the genetic algorithm of Lacomme et al. [15] and Belenguer et al. [17], and the algorithm based on ant colony optimization of Lacomme et al. [16] use the original and a modified path-scanning heuristic to generate one of its “good” starting solutions and the tabu search approach of Greis- toorfer [14] starts with a greedy-add heuristic solution presented in Greistorfer [18].

2.2. Previous path-scanning heuristics for CARP

In the original path-scanning heuristic [8] each solution is constructed by adding one edge at a time. In determining the edge to add, the heuristic considers variously edge length, edge demand, distance to the depot node, \( v_0 \), distance to the next unserved edge, and unused capacity of the vehicle. Specifically, Golden et al. [8] proposed five criteria to determine which edge to service next on a route. These criteria may be stated as follows:

1. minimize the ratio \( c_{ij}/q_{ij} \);
2. maximize the ratio \( c_{ij}/q_{ij} \);
3. minimize the cost from node \( v_j \) back to the node \( v_0 \);
4. maximize the cost from node \( v_j \) back to the node \( v_0 \);
5. if the vehicle is less than half-full use criterion 4, otherwise use criterion 3,

where \( v_0 \) is the last node visited by the route to date and \( [v_l,v_f] \) is a feasible unserved edge (i.e., \( q_{lf} \) is less than or equal to the remaining vehicle capacity).

A problem instance is solved five times, using a different selection criterion each time. The best of the five solutions generated is the final solution. Golden et al. [8] did not state which edge should be selected if all edges \( [v_l,v_f] \) incident to the last node added \( v_f \) have no unserved demand. The generally accepted interpretation (e.g., [15,17,19]) in such situations is that the feasible unserved edge nearest to node \( v_f \) (if \( d_{vp,v_l} \)) is added, where nearest is measured by shortest path distance between node \( v_f \) and node \( v_p \). The appropriate selection criterion is used whenever a tie for the nearest edge occurs (in this case, \( v_l \) is replaced by \( v_p \) in the criteria described above). This interpretation is used in this research.

Pearn [9] modified this approach by selecting one of the five criteria at random, with equal probability, whenever a tie for the nearest edge (incident or not to the last node added to the route) occurs. Each problem was solved \( k \) times (results for \( k = 30 \) were published) and the best solution was selected at the end. One of the main advantages of this approach vis-à-vis the Golden et al. [8] heuristic, is that it generally generates more solutions; consequently, the probability of identifying a better solution increases.

Recently, Belenguer et al. [17] proposed another path-scanning heuristic. At each iteration, this heuristic adds the feasible unserved edge that is nearest to the last node added \( (v_i) \), as in the other path-scanning heuristics described above. Each problem is solved \( k \) times and the best solution is selected at the end. At any iteration, if there exist more than one feasible unserved edge that are at the minimum distance from node \( v_f \), these edges are referred to as “tied” edges. In such situations, Belenguer et al. [17] randomly select one of the tied edges to be the next edge added to the route. This differs from the Golden et al. [8] and Pearn [9] heuristics in that they would select the next edge to be added in such situations based upon the particular selection criterion in effect at the time.

Belenguer et al. [17] compared their heuristic with the random selection of criteria [9] using three standard data sets (referred to as gdb, vul and egl, and described in Section 4). Belenguer et al. [17] presented results for \( k = 20 \) and 50. These results suggested that the random selection of tied edges is slightly worse for the gdb and vul problems, and is slightly better for the egl problems. However, in all three data sets, the differences are very small. In order to confirm these results, we solved the problems with \( k = 1000 \), 10 000 and 20 000. Our results, presented in Table 1, confirm the results obtained by Belenguer et al. (2006).

3. A new “ellipse rule” based path-scanning heuristic

The new heuristic is similar to the one proposed by Belenguer et al. [17] in that it randomly selects tied edges and solves each problem \( k \) times. It constructs a route by adding a new edge at each iteration. The edge added is the nearest edge to the last one added. In cases where there are ties for the nearest edge, the heuristic randomly
Table 1
Evaluation of the three path-scanning heuristics

<table>
<thead>
<tr>
<th>k</th>
<th>PSP (k)</th>
<th>RSE (k)</th>
<th>RSE,ER (k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALB</td>
<td>ALB</td>
<td>ALB</td>
<td>ALB</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>gdb files</td>
<td>1000</td>
<td>3.73</td>
<td>3.94</td>
</tr>
<tr>
<td>2000</td>
<td>2.61</td>
<td>2.53</td>
<td>1.49</td>
</tr>
<tr>
<td>vul files</td>
<td>1000</td>
<td>8.83</td>
<td>9.21</td>
</tr>
<tr>
<td>10000</td>
<td>6.90</td>
<td>6.55</td>
<td>5.90</td>
</tr>
<tr>
<td>10000</td>
<td>16.91</td>
<td>16.63</td>
<td>10.82</td>
</tr>
<tr>
<td>20000</td>
<td>16.64</td>
<td>16.35</td>
<td>10.65</td>
</tr>
<tr>
<td>Average for k = 10000</td>
<td>8.85</td>
<td>8.66</td>
<td>6.12</td>
</tr>
<tr>
<td>Average for k = 20000</td>
<td>8.36</td>
<td>8.36</td>
<td>5.83</td>
</tr>
</tbody>
</table>

ALB—Average deviation to the LB (%). #UE (1)—Average number of unserved edges that satisfy inequality (1) (%).

The “ellipse rule” is designed to implement this intuition. When the vehicle is near the end of a route, this rule forces the vehicle to service only edges near the shortest path between the last serviced edge and the depot (v0). This rule is similar to the one proposed by Norback and Love [20] for solving the travelling salesman problem.

The “ellipse rule” is defined as follows. Let ned be the number of edges with positive demand in the network, td the total demand to be collected, tc the total cost assigned to edges with positive demand, z a real parameter, and [vj, v] the last serviced edge on the route. If the remaining capacity of the vehicle is less than or equal to \( z \times td/\text{ned} \) (i.e., the average demand on the arcs), then the next edge to be serviced \([v_p, v]\) must be the nearest edge to \([v_{ij}, v]\) (\(v = v_p\), if the edges are adjacent) satisfying the condition:

\[
SP(v_{ij}, v_p) + cpj + SP(v_p, v) \leq tc/\text{ned} + SP(v_{ij}, v_0),
\]

where for example, \(SP(v_{ij}, v_p)\) is defined as the shortest path cost between the nodes \(v_{ij}\) and \(v_p\), and \(v_{ij}\) and \(v_0\) are the foci of the ellipse. If no feasible edge (i.e., an edge with demand less than or equal to the remaining capacity of the vehicle) satisfies (1) then the vehicle returns directly to the depot. In general, as \(z\) increases, the ellipse rule is invoked earlier in the construction of a vehicle route. When enforced, condition 1 limits the addition of arcs to the route to those that are within an “ellipse” such as those shown in Fig. 1. In general, tc/\text{ned} will be less than \(SP(v_{ij}, v_0)\) because it represents the average cost (distance) of an arc in the network while \(SP(v_{ij}, v_0)\) must include at least one arc and generally will include multiple arcs. However, tc/\text{ned} may be greater than \(SP(v_{ij}, v_0)\) if node \(v_{ij}\) is near node \(v_0\). In Fig. 1, we present 3 ellipses for various values of tc/\text{ned} where \(c_1 + c_2 = tc/\text{ned} + SP(v_{ij}, v_0)\). We set \(SP(v_{ij}, v_0) = 1\) and set tc/\text{ned} equal to 0.1, 0.5, and 1.0. As tc/\text{ned} increases, the area of the ellipse increases and its shape approaches its limit which is a circle. As this occurs, more unserved arcs are likely to be eligible for inclusion on the current route.

Let nmit be the maximum number of iterations, Scur the solution being constructed in the current iteration, Sbest the best solution obtained so far, Ccur and Cbest the total cost of solutions Scur and Sbest, respectively, rvC the remaining vehicle capacity, \(w\) the vehicle capacity, LB the lower bound for the problem, and F the set of feasible unserved edges that are at minimum distance from the last node added to Scur.
Given these definitions, the new path-scanning heuristic may be stated as follows.

\[
\begin{align*}
C_{\text{best}} &\leftarrow +\infty \\
\text{iter} &\leftarrow 1 \\
\text{while} &\left( (\text{iter} \leq n\text{it}) \text{ and } (C_{\text{best}} \geq LB) \right) \text{ do} \quad \text{if both the maximum nr. of iterations and the LB are not attained} \\
S_{\text{cur}} &\leftarrow v_0 \\
rvc &\leftarrow w \\
\text{for } i = 1 \text{ to ned do} \quad \text{for all the edges with positive demand} \\
\text{if } (rvc > x \times td/ned) \text{ then} \\
&\quad \text{Determine } F \\
\text{else} \\
&\quad \text{Determine } F \text{ satisfying equation (1)} \\
\text{end if} \\
\text{if } (F = \emptyset) \text{ then} \\
S_{\text{cur}} &\leftarrow S_{\text{cur}} \cup \{v_0\} \quad \text{//the vehicle returns to the depot} \\
rvc &\leftarrow w \\
\text{else} \\
&\quad \text{Select } \{v_p, v_j\} \text{ randomly from } F \quad \text{//an additional edge is serviced in the solution being constructed} \\
S_{\text{cur}} &\leftarrow S_{\text{cur}} \cup \{\{v_p, v_j\} \cup \{v_i\}\} \\
rvc &\leftarrow rvc - q_{pj} \\
\text{end if} \\
\text{if } (C_{\text{cur}} < C_{\text{best}}) \text{ then} \quad \text{//if the current solution is better than the best so far} \\
S_{\text{best}} &\leftarrow S_{\text{cur}} \\
\text{end if} \\
\text{iter} &\leftarrow \text{iter} + 1 \\
\text{end while.}
\end{align*}
\]

4. Computational results

The new “ellipse rule” based heuristic, and the path-scanning heuristics of Golden et al. [8], Pearn [9], and Belenguer et al. [17] were implemented and tested on the 23 problems proposed by DeArmon [21] (gdb files), the 34 problems proposed by Benavent et al. [10] (val files) and the 24 problems proposed by Belenguer and Benavent [11] (egl files), based on real road networks used by Li and Eglese [22]. The first set of problems ranges from 7 to 27 nodes and from 11 to 55 edges. In keeping with general practice, problems 8 and 9 were removed from the 25 originally proposed because they contain inconsistencies. The second set of problems ranges from 24 to 50 nodes and from 34 to 97 edges. The third set of problems ranges from 77 to 140 nodes and from 98 to 190 edges. These data sets were used because they are the standard data sets for testing CARP solution heuristics (data can be downloaded at http://www.uv.es/~belengue/carp.html). These problems were also solved with three of the best known metaheuristics. These include the tabu search procedure of Hertz et al. [13], the genetic algorithm-based procedure of Lacomme et al. [15], and the ant colony approach of Lacomme et al. [16]. The solutions generated by the various heuristics and metaheuristics were compared to each other and to the lower bounds (LB) identified by Belenguer and Benavent [11].

To facilitate comparisons, the heuristics were run on a 1 GHz Pentium III with 368 K RAM which is similar to the computers used by the three metaheuristics.

The following notation will be used in presenting the results of these tests.

PSG: original path-scanning heuristic with 5 criteria [8] (as implemented by Lacomme et al. [15], Belenguer et al. [17], and Evans and Minieka [19]);

PSP (k): path-scanning heuristic modification of Pearn [9] with 5 random selection criteria in each iteration (uniform distribution used) and k runs for each problem (as implemented by Lacomme et al. [15], Belenguer et al. [17], and Evans and Minieka [19]);

RSE (k): path-scanning heuristic with random selection of tied edges and k runs for each problem as proposed and implemented by Belenguer et al. [17];

RSE_ER (k): “ellipse rule” based path-scanning heuristic, with k runs for each problem, introduced in this article;

CARPET: metaheuristic proposed by Hertz et al. [13] based on tabu search (CPU times were scaled to 1 GHz Pentium III PC by Lacomme et al. [15]);

MA: metaheuristic proposed by Lacomme et al. [15] based on genetic algorithms (CPU times were obtained by 1 GHz Pentium III PC);

BACO: metaheuristic proposed by Lacomme et al. [16] based on ant colony optimization (CPU times were obtained by 800 MHz Pentium III PC).

The deviation percentage between the obtained solution cost (SC) and the lower bound (LB), for each problem, are used to evaluate the solution quality (i.e., deviation percentage is equal to \((SC - LB)/LB \times 100\)).

Table 1 presents the results obtained by two of the existing path-scanning heuristics, PSP and RSE, and the new approach, RSE_ER, for k set to 1000, 10 000 and 20 000. The table also includes the results of the RSE_ER heuristic for six values of \(\alpha\) (0.5, 1.0, 1.5, 2.0, 2.5, and 3.0). These results indicate that RSE_ER generated better solutions than did either PSP or RSE on every data set for every value of \(k\) and for the various problem sets were 9.19% and 9.17% for PSP and RSE, respectively, versus 6.44%, 5.34%, 5.16%, 6.19%, 7.09%, and 9.93% for the RSE_ER for the six values of \(\alpha\).

Overall, the best results for the RSE_ER heuristic occurred when \(\alpha = 1.5\). As reported in the “global average” row, the global averages of the deviations to the LBs for the RSE_ER solutions decreased as \(\alpha\) went from 0.5 to 1.5 and then increased as \(\alpha\) went from 1.5 to 3.0. In addition, these global averages were best for \(\alpha = 1.5\) for all three values of \(k\).

These results are not surprising as increasing \(\alpha\) invokes the ellipse rule earlier in the construction of a route. If it is invoked too early (e.g., \(\alpha = 2.5\) or 3.0), condition 1 is not restrictive enough and keeps the route close to the depot too early in the route construction. If \(\alpha\) is too small (e.g., 0.5), it is overly restrictive on arc selection and keeps the route close to the depot too late in the route construction. The relative effects that \(\alpha\) may have on arc selection options can be seen in the “#UE” columns of Table 1. The entries in these columns are the average number of unserved edges that satisfy condition (1) when invoked. As the “global” averages for these values reported in the last row of Table 1 indicate, the number of unserved edges that satisfy condition 1 are 7.46%, 14.32%, 18.48%, 24.86%, 28.88%, and 36.14% for \(\alpha = 0.5, 1.0, 1.5, 2.0, 2.5\), and 3.0, respectively.

Further analysis of the average global results (“global average” row of Table 1) for the 81 problems indicates that the results attained by the RSE heuristic are similar to those attained by the PSP heuristic. The RSE results are slightly worse than those for PSP for the gdb and gdb files and are slightly better for egl files (for all three values of \(k\)). These results indicate that random selection among tied edges (e.g., RSE) is as effective as selection based upon “improvement criteria” (e.g., PSP). This is further supported by the results presented in Table 2 comparing the average deviations to the LBs for the PSG heuristic which uses five “improvement criteria” and RSE for \(k = 5\). These results indicate that heuristics based upon “greedy” selection criteria should be compared to ones based upon “random” selection as well as others based upon “greedy” criteria. However as discussed earlier, and as shown in Table 1, the introduction of the “ellipse rule”
Comparison between heuristics and metaheuristics approaches

Table 2

<table>
<thead>
<tr>
<th></th>
<th>Av. deviation to the LB (%)</th>
<th>Av. CPU time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>gdb</td>
<td>val</td>
</tr>
<tr>
<td>Heuristics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSG</td>
<td>10.62</td>
<td>16.34</td>
</tr>
<tr>
<td>RSE (5)</td>
<td>10.59</td>
<td>18.51</td>
</tr>
<tr>
<td>RSE_ER (5)</td>
<td>7.86</td>
<td>15.77</td>
</tr>
<tr>
<td>PSP (10 000)</td>
<td>2.75</td>
<td>6.90</td>
</tr>
<tr>
<td>RSE (10 000)</td>
<td>2.79</td>
<td>6.55</td>
</tr>
<tr>
<td>RSE_ER (10 000)</td>
<td>1.13</td>
<td>4.56</td>
</tr>
<tr>
<td>Metaheuristics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CARPET</td>
<td>0.48</td>
<td>1.96</td>
</tr>
<tr>
<td>MA</td>
<td>0.15</td>
<td>0.61</td>
</tr>
<tr>
<td>BACO</td>
<td>0.28</td>
<td>0.90</td>
</tr>
</tbody>
</table>

*Unknown CPU time.

(RSE_ER) greatly improves the quality of the RSE solutions. For example, the global average deviation to the LBs was 9.17% for RSE and 5.16% for RSE_ER with \( z = 1.5 \) (i.e., the average deviation was globally reduced by about 44%).

Table 2 presents the results obtained by the three path-scanning heuristics, PSG, PSP, and RSE, by the new approach, RSE_ER (\( z = 1.5 \)), and also by the best known metaheuristics (CARPET, MA and BACO): RSE and RSE_ER were tested for five iterations in order to attain results comparable with PSG (which is executed five times, one time for each of the five criteria). Conclusions are similar to those obtained from the results presented in Table 1. For example, comparing the ratios of average deviation to the LBs one finds that the ratio of PSG to RSE_ER(5) solutions ranged from 1.04 to 1.64 and the ratio of RSE(5) to RSE_ER(5) ranged from 1.17 to 1.61, for the three problem sets. Similar ratios for the PSP(10 000) to RSE_ER(10 000) ranged from 1.51 to 2.43 and RSE(10 000) to RSE_ER(10 000) ranged from 1.44 to 2.47. The new heuristic generated better solutions on average than did the existing path-scanning heuristics in all three problem sets. The times reported in Table 2 indicate that these improved results were attained with little or no additional CPU time.

As expected, the metaheuristics generated better solutions, on average, than did the path-scanning heuristics. For example, the average ratios of average deviation to LBs of RSE(10 000) to CARPET, MA, and BACO over all data sets were 2.19, 6.21, and 3.76, respectively. These improvements came at a large cost in increased solution times as shown by the ratios of average solution times for the problem sets for the metaheuristics to those for RSE_ER(10 000) which varied from 2.89 to 9.81 for CARPET, 1.70 to 22.87 for MA, and 7.94 to 101.62 for BACO. The importance of these increased solution times is mentioned in the next section.

5. Conclusions

Due to its practicality and computational complexity, the capacitated arc routing problem (CARP) has received considerable attention in the Operations Research literature. Several heuristics and metaheuristics have been developed to solve it. This article introduces a new path-scanning heuristic for the CARP. The heuristic constructs a route by adding feasible edges (i.e., with demand less than or equal to the remaining vehicle capacity) one at a time based on a near-est neighbor strategy. If there is a tie for the nearest neighbor, one of the tied edges is selected at random. As the vehicle approaches the end of a route, an ellipse rule is invoked which constrains the options for the next edge added to those near the shortest path between the last serviced edged and the depot. The new heuristic was tested on three well-known data sets and the solutions were compared to lower bounds obtained by Belenguer and Benavent [11] and to the solutions generated by the three previous best path-scanning heuristics for CARP [8,9,17] and the three best metaheuristics for the problem [13,15,16].

The results of these tests indicate that a random selection of tied edges performs as well as the multi-criterion selection procedures proposed by Golden et al. [8] and Pearn [9]. This supports the findings of Belenguer et al. [17] and suggests that greedy-add heuristics should be compared to random-add heuristics during their testing and evaluation for other problems as well as for CARP. The results also indicate that the new path-scanning heuristic (RSE_ER) generates better quality solutions than do the existing path-scanning heuristics over all three standard problem sets. This improvement (about a 44% reduction in overall average gap to the lower bounds) comes with little or no increase in solution time.

As expected, metaheuristics in general generate better solutions for the CARP than do path-scanning heuristics. However, these improvements come with a cost of increased solution time. For example, on average the metaheuristics increased solution times by factors ranging from 1.70 for the smallest problem instances to 101.62 for the largest instances.

The development of more efficient and effective greedy heuristics for CARP like RSE_ER is an important area of research. This is true for several reasons.

First, solution time is an important criterion in many applications of CARP; especially in those for which edge demand is uncertain and/or varies while the route is being served. In such dynamic and/or stochastic applications, CARP may need to be solved numerous times in “real-time” to incorporate the actual demand encountered as the routes progress. As Table 2 indicates, solution times for the CARP metaheuristics can become quite large for even relatively small (i.e., maximum of 140 nodes and 190 edges) problems like those in the data sets. Real world problems are often much larger. For example, a CARP application to trash collection [4] to part of Coimbra, Portugal (total population of about 120 000 inhabitants), included 756 nodes and 1051 edges. For large networks, metaheuristic solution times may be too great for even static, deterministic applications of CARP.

Second, they are often used to identify “starting” solutions for metaheuristics. Consequently, their solution time (efficiency) and quality (effectiveness) have an important impact on the efficiency and effectiveness of the metaheuristic. Third, the simplicity of greedy heuristics like RSE_ER makes them easier to encode and to modify to accommodate various real-world specifics of the underlying problem. Fourth, path scanning heuristics do not require the determination of various input parameters associated with metaheuristics. Finally, decision makers often find greedy-add heuristics intuitive. As a consequence, they may be more willing to accept them and implement their results.
Our research indicates that the new greedy heuristic presented in this article is the best path-scanning based heuristic to solve CARP. It can be used to either solve instances of CARP directly or to generate starting solutions for various metaheuristics.
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