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Abstract

The recent surge in Augmented Reality (AR) led to its application in numerous areas, particularly
industry. This technology is one of the pillars of the transition we are now living towards, the
fourth significant industrial change termed ”Industry 4.0”, which requires the maturity of simulta-
neous mapping the real world and localising the camera, performed dynamically in real-time with
higher confidence and robustness than in the past.

Using Smart Glasses with a monocular camera system on the user’s forehead, this approach encom-
passes recording the environment, where freely placed fixed fiducial squared markers of multiple
sizes are distributed and used to estimate the camera pose. To do this, the user navigates in the
environment, and the markers pose estimation is done with the aid of an Extended Kalman Filter
applied to the "Perspective-N-Points”. This filter provides the pose estimation and uncertainty per
marker, allowing a relation between markers with uncertainty associated if at least two markers are
detected in the video frame, enabling their mapping. The updated map leads to a faster and more
robust camera pose estimation while allowing for scale determination, drifting effect reduction,
and providing the algorithm with an absolute axis. Moreover, this method presents a more flexible
solution to improving the mapping and localisation of the known areas and expanding to the un-
known by adding more markers. Finally, this project allows estimating where the user is looking
to provide superimposed information about its work, particularly in an industrial environment of a
mould assembly line, possibly improving its workflow while being a time-saver.

Nevertheless, this method can be used for multiple other areas such as other industrial applications,

mobile robot localisation applications, video games, and drones.

Keywords: Augmented Reality, Industry 4.0, Fiducial Marker Map, Simultaneous Localization
and Mapping
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Resumo

A recente explosdo da Realidade Aumentada (RA) levou a sua aplicagdo em diversas areas, € em
particular na industria. Esta tecnologia ¢ um dos pilares que sustenta a quarta e atual grande rev-
olucdo industrial denominada ”Industria 4.0”, que requer maturidade no mapeamento e localizagao
da cAmara em simultaneo, que deve ser realizada dinamicamente e em tempo real com maior con-
fianga e robustez do que no passado.

Com auxilio de “Smart Glasses”, que possuem um sistema de cdmara monocular na testa do uti-
lizador, esta abordagem abrange a gravagao do ambiente onde sao distribuidos marcadores fiduciais
fixos de vérios tamanhos e utilizados para realizar a estimag@o da pose da camara. Para tal, o uti-
lizador deve navegar no ambiente onde a estimagao da pose dos marcadores ¢ feita com a ajuda de
um Filtro de Kalman Estendido aplicado a Perspective-N-Points”. Este filtro fornece a estimagao
da pose ¢ incertezas de cada marcador, permitindo que estes se relacionem entre si com uma in-
certeza associada quando pelo menos dois marcadores sdo detetados na imagem atual do video, o
que permite o seu mapeamento. Este mapa, uma vez atualizado, consegue suportar uma estimacao
da pose da cAmara mais rapida e mais robusta, enquanto permite a determinag@o da escala, reducio
do efeito de “drifting”, e estabelece ao algoritmo com um eixo absoluto. Além disso, este método
apresenta uma soluc@o mais flexivel na melhora do mapeamento e a localizag@o de areas conheci-
das e expansdo para desconhecidas através da introdugdo de mais marcadores. Finalmente, este
projeto permite estimar para onde o utilizador esta a olhar de forma a fornecer informacéo sobre
o seu trabalho sobreposta ao mundo real, particularmente num ambiente industrial de uma linha
de montagem de moldes, o que permite uma possivel melhora no seu fluxo de trabalho enquanto
otimiza tempo.

Este método pode ainda ser utilizado para diversas outras areas, tais como outras aplicagdes indus-

triais, aplicacdes de localizagdo de robds moveis, jogos e “drones”.

Palavras-Chave: Realidade Aumentada, Industria 4.0, Mapa de Marcadores Fiduciais, Localiza-

¢do e Mapeamento Simultaneos
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1

Introduction

The presented M. Sc. Dissertation was developed sharing multiple objectives with the mobiliz-
ing project “ToolingdG” [64] and aims to aid the Augmented Reality penetration in the industry,
specifically the mould industry. Augmented Reality is a recent technology that has been attracting
many professionals looking to achieve “Industry 4.0”, which has massive potential for growth in

the following years.

1.1 Motivation

The mould factory environment is divided into various sectors from the moment the design is cre-
ated, typically in software applications such as “CAD?”, to its final assembly. According to the
desired application of a particular mould, it might be composed of numerous multiple minor parts
with different complexities, therefore, varying the complexity of the assembly process accord-
ingly. To assemble such parts into the final mould, a specialised factory worker must understand
the multiple files defining the work in hands which can be a heavy cognitive duty. This project
proposes the introduction of Augmented Reality to the daily work of assembly lines workers to al-
leviate this cognitive load by becoming a time-saving assistant and relieving the worker’s effort on
existing tasks by providing valuable and adaptable superimposed information directly in his visual
field. Augmented Reality application is ideal for the specific area of the mould industry because
the moulds are not mass produced, leading to a non-optimisable production line. Furthermore, it is
highly adaptable and can be implemented dedicated to various functions according to the factory

demands.

One aspect to consider is Augmented Reality as an extension to the worker’s workspace to lower
its effort when searching for information. It must never be over implemented in a way that burdens
the user, either by occluding its workspace unnecessarily or blocking its field of view. It must then
be highly and dynamically adaptable to fit the user job efficiently, and all the virtual elements must

then be user-controllable (scale, position, rotation, toggle visibility, ...).

When used correctly, Augmented Reality can enrich the user with real-world superimposed virtual
information such as pieces, tools, task sequences, machinery conditions, step-by-step instructions,
models, and visual representations of problems and flaws with instant fixes or workarounds. Fur-

thermore, multiple people can share virtual elements simultaneously, ideal for operators doing
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cooperative work and providing potential clients with a visual representation of what they are buy-
ing with possible customisations and modifications on the fly. By doing this, all parties can provide

feedback, whether physically present or not.

1.2 Objectives and Contributions

Augmented Reality, as previously introduced, can deliver the assembly line worker with easy to
visualise information by superimposing it with the real world. To display the before-mentioned
information, it is required to know where the user is looking and have a metric system to fuse
the correct information accordingly. Multiple sensors can estimate the user head position and
orientation, but the most typical is using a camera sensor and then displaying the information with
specialised hardware such as Head Mounted Displays (HMD’s). In particular Smart Glasses, most
of which already have at least a camera on the user’s forehead, are ideal as the same device can

record the video feed of the environment and display the virtual elements to the worker.

Techniques using the extraction of structural features and their use to localise and map the envi-
ronment exist, but as the user workspace is prone to constant change or have a limited extractable
feature set, they are not reliable in this scenario. With this in mind, this project proposes using a sin-
gle standard camera (monocular camera system) and the application of its video feed in computer
vision techniques to fastly detect and estimate the positions and orientations of squared fiducial
markers related to the camera. According to the environmental conditions presented, these mark-
ers are printed on a traditional piece of paper and freely placed in the real world. In other words,
the positions of the markers are dynamic a priori of the mapping process, and the user decides
where to place the markers after analysing the environment. As the mapping process evolves, the
markers mapped must stay still. By estimating the location of each marker relative to the camera per
frame of the video sequence, it is possible to relate the markers if at least two markers are detected
simultaneously. This requirement is the most significant limitation of the proposal, as the creation
of a relation between two markers encompasses the detection of both simultaneously. Using this
knowledge, the first contribution of this work encompasses the use of a monocular camera system
and fiducial markers of possibly different sizes to efficiently, cheaply, and with good performance
create a technique to do simultaneous location and mapping. The difference in marker sizes is
essential to this application as it enables the map of the user workspace with small markers and
complex areas such as corridors with bigger ones. As they are known physical objects, by knowing
their sizes, the map’s scale is also known, and they provide the absolute localisation of the camera
in the map. The more markers mapped and currently detected, the more accurate and robust the
localisation as the algorithm has more information to work with, allowing the user to do its natural
activities without worrying about the occlusion of some of the markers. The second contribution
is an improved estimation of the camera by implementing the work proposed in "EKFPnP: Ex-
tended Kalman Filter for Camera Pose Estimation in a Sequence of Images” [36], and its input is
all the four corners of all the marker corners detected simultaneously. The third, fourth and fifth

contributions, using the EKFPnP implementation, provide a per marker improved position and ori-
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entation estimation, the application of the per marker uncertainties provided by the Kalman Filter

to the mapping process and lastly, taking advantage of the predictive characteristics of the filter,

improve the frame rate presented to the user by predicting the camera position in-between frames.

1.3

Manuscript structure

This manuscript is divided in the following chapters:

Chapter 1: Presents an Introduction, motivation and objectives of the proposed work;

Chapter 2: Describes previous works that allow the mapping and localisation of the camera

system and evolution towards the requirements previously described in chapter 1;

Chapter 3: Provides basic knowledge required to understand the topics of this work more

efficiently;

Chapter 4: Presents the proposed system for mapping and localising the camera in the real

world based on fiducial markers, enabling the user’s field of view estimation;

Chapter 5: Integrates the work of UcoSLAM as a separate option for the objective of this

work, even though it is not ideal in all scenarios;

Chapter 6: A brief discussion of the two methods used, how and where each one is most

suited for, as well as possible mutual improvements.



2

Related Work

Augmented Reality has been a hot topic of research recently as it has vast application scenarios
such as gaming, rehabilitation, teaching, and architecture. Furthermore, its application in the real
world is steadily more and more conceivable for mobile devices as the hardware improves, and the
computationally intensive algorithms required to estimate such devices position and orientation
become more and more efficient and precise, something essential to display the correct superim-
posed information in the correct place of the real world. Besides the display of virtual elements, the
interaction with virtual elements has also been an intensive area of research. This interaction can
have multiple inputs, such as voice recognition [59] or tracking the user’s hands [61] and placing
virtual GUI like elements at arms reach.

All previous progress leads to the surge of Augmented Reality application in the industry to aid the
worker with valuable information more naturally and practically than the traditional GUI, which
evolved from the preceding Command Line Interface (CLI), being the most frequent technique used
to show information to the user, including the operators in most industrial use cases [48]. Although
the GUI has evolved massively from its beginnings to be user friendly, responsive, snappy, and be
used on a broad range of devices, including laptops, tablets, and smartphones, to mention a few.
It still requires the user to potentially stop, drop equipment or machinery, and reach out to the
device’s location. The surge of Augmented Reality provides information directly in the user field
of view without any of the difficulties described. It is believed to be the next stage in displaying

information and a massive step towards Industry 4.0 [30][58].

The information to be presented via Augmented Reality requires a camera-based localisation that
enables the estimation of the user head position and orientation in most use cases. Such estimation
is essential to know where the user is looking at and display the correct virtual elements. Com-
puter vision [54] is a handy tool that enables the extraction of meaningful information about the
images provided, particularly about the environment, objects, or the camera itself, by using Smart
Glasses [62][23]. It is a remarkably non-invasive, accurate and low-cost technique tool, partic-
ularly when compared with other mechanical, magnetic and ultrasonic trackers. Inertial trackers
can also be used, but they suffer from the drifting effect. On the other hand, it requires strenuous
effort, research and development but the last decades as shown evolution by giant steps. There are,
however, problems such as lighting, fast movements causing motion blur on the image, shadows,

sensor limitations (particularly CMOS sensors that suffers a lot from the Rolling effect as shown

4
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in Fig. 3.3) and others. These problems can negatively impact the keypoints extraction and/or
robustness, leading to non-unique related descriptors. Variations on the scene may entirely modify
the keypoints cloud, which significantly impacts tracking algorithms. Tracking based on Computer
Vision requires processing after keypoint extraction, providing information about the scene, such
as the depth, objects, and occlusion map. It can also be used to create maps that allow navigation
with reliable localisation in real-time. These keypoints can be extracted from structural corners,
edges or textures or even from artificially added markers. Thus, the camera pose estimation can

be defined as "Marker/Markerless”, depending on the case.

The extraction of these keypoints has the objective of detecting, describe and matching local fea-
tures among pairs of images and is done based on image processing algorithms such as SIFT[35],
which is a keypoint detector and descriptor proven remarkably successful as it is invariant to scale
and rotation. This algorithmm is computationally expensive, therefore not ideal for real-time ap-
plication. To solve this issue, multiple techniques that do not require dedicated hardware such as
GPU’s were developed, leading to a new proposal with similar properties but lower complexity
designated SURF. ORB keypoints [57] emerged of FAST [55][56] keypoint detector and BRIEF

[9] descriptor, as a solution that mitigates their individual limilations by:
» Adding Fast and precise orienting component to FAST;
* Providing fast and efficient BRIEF features computation;
* Correlation and variance analysis of oriented BRIEF features;

* Introducing a modified learning approach for de-correlating BRIEF features while maintain-

ing rotational invariance, improving performance in nearest-neighbour applications;

ORB also enabled scene recognition, tracking, and mapping with features which are quick to ex-
tract and match, allowing real-time performance. Furthermore, they are resistant to rotation and
scaling, and they have good invariance to camera autogain, autoexposure, and lighting changes and
perform well in bag-of-words location identification [46]. These were first applied to a relocalisa-
tion method for keyframe-based SLAM, up to our knowledge, that can deal with severe viewpoint
change in ”Fast Relocalisation and Loop Closing in Keyframe-Based SLAM” [41].

SLAM [29] is a well-known technique that tries to generate a real-world map using one or more
sensors, such as LIDAR, video and depth cameras, odometer, and an inertial sensor, while simul-
taneously navigating and localising itself in that mapped area. If camera sensors are used, it is
known as visual SLAM [63], and in particular, monocular visual SLAM has seen a significant
improvement in the performance of “Parallel Tracking and Mapping” (PTAM) [26]. According
to this research, PTAM was the first to use "Bundle Adjustment” (BA) [38] and the pioneer of
parallelization applied to SLAM algorithms as it takes advantage of two threads of a dual-core
processor where the first thread does the tracking, and the second is responsible for managing the
3D point cloud based on the previous frames using FAST keypoints using patches. This is not
ideal for relocalization (e.g. detect when the sensor returns to a mapped region and possibly fix

the accumulated error), leading to large loops not being detected as relocalization is based on the
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correlation of low-resolution thumbnails of the keyframes, yielding a low viewpoint invariance.

Based on PTAM and ORB groundbreaking works, ORB-SLAM[42], a keyframe-based SLAM
algorithm for the monocular camera system, achieved outstanding accuracy and performance for
indoor tracking and mapping relocalisation and loop closure using ORB keypoints and a BoW[17]
approach, being since a pilar of multiple projects and methodologies. This project was later ex-
panded to include monocular, stereo and RGB-D cameras with the name ORB-SLAM2[40], a very

recognized work. However, these natural keypoints approaches still show a number of drawbacks:
» Unknown scale of the produced maps, therefore, worthless for self-navigation;
* Failure in pure rotational motions;
* Minimum degree of texture, which might not be available in multiple interiors,

The majority of the previous projects used structural keypoints in order to estimate the relation
between the images. A different approach utilises reliable hand placed fiducial markers to help
locate and assure the existence of the keypoints and provide metrics.

Among the first squared fiducial marker proposals is ARToolKit[24], where the authors used a
custom pattern that can be identified using template matching. However, it does not handle light-
ning well and is prone to errors. Furthermore, the method does not handle well the growth of the
number of markers. This project was modified multiple times to solve its problems which led to
the creation of ARToolKit+[65]. Other projects such as ARTag[15] are also recognizable, but it
was also discontinued. The necessity of having a customizable marker code emerged, being Bi-
nARyID[16] one of the firsts. AprilTag[47] emerged with the advantages of error detection and
correction, but it also did not scale well with large number of markers. According to the authors,
ArUco[19] is probably the most popular system, and this research led as to believe in this claim. It
was proposed in 2014 as a paper intending to create a versatile fiducial squared markers specially
appropriated for camera pose estimation in multiple applications such as augmented reality, robot

localization, etc. This paper had three main objectives:

* The creation of marker dictionaries wich generation is configurable in size and number of
bits, following a criterion to maximize the inter-marker distance and the number of bits

transition[18];

* Propose a method of automatic detection of the markers with automatic error identification

and correction, based on Hamming Code[60], inside the same dictionary;
+ Solution for the occlusion problem in the augmented reality application,

Following the previous work, the authors proposed ”Speeded Up ArUco”[53]. This proposal aims
to solve the time-consuming marker detection process, particularly in high-resolution images, by
proposing a multi-scale strategy for speeding the marker detection in video sequences without
sacrificing accuracy or robustness. The authors reduce the input image to detect and identify the
markers but estimate the four positions of the corners by later upsampling the input using an image

pyramid technique.



2. Related Work

Combining the knowledge acquired by the previous works, the research group ”Applications of
Artificial Vision” (A.V.A) of the University of Cordoba [2], the same group that developed ArUco
and Speeded Up ArUco, envisioned a SLAM algorithm that uses Squared Fiducial Markers instead
of the typical natural keypoints approach to counter the drawbacks presented previously. The
group developed “Marker Map” [44] as a starting point. This offline method enables the map of
ArUco markers in large indoor environments after distributing the printed markers on the area to
be mapped. The algorithm requires submitting a collection of frames where at least two markers
are visible in each frame to enable the pose relation of the markers iteratively until no new frame

has valuable information that can be introduced. However, it has several limitations:
* Errors can not be detected until the whole process is finished.

* The method is not incremental, meaning that if map editing is required, it is necessary to

repeat the whole process from the start.
* The method can not be employed in real-time systems with limited computational resources.

With the experience gathered, SPM-SLAM [43] was developed to improve the previous work. This
keyframe based SLAM algorithm proposed a real-time solution to the problems of simultaneously
localising the camera and building a map of ArUco markers. This paper contributes to multiple
problems when solving SLAM based on squared planar markers, such as the ambiguity problem
(the authors believe this might be why the use of fiducial markers have been avoided so far).
Their latest work, UcoSLAM, has the objective of reducing the problems associated with most
SLAM algorithms that use natural keypoints, as well as the ones found in SPM-SLAM.

To do this, the authors did a complete recodification of ORB-SLAM?2 in order to improve its per-
formance, including parallelization of the keypoint detection, essential modifications to make it
work in real-world applications (notoriously the save and load of maps system), as well as im-
provements in monocular camera system scenarios.

Besides the modification to ORBSLAM?2, the extension and merge with SPD-SLAM made pos-
sible the combining of natural and artificial landmarks to map and localize the camera in the real
world in real-time by taking the best part of each system to complement each other, improving
the overall result where the squared fiducial markers improve the SLAM algorithm particularly on

tracking and relocalization.
Immediate results from the inclusion of SPD-SLAM:
* Finding the map’s scale as soon as the first marker is detected;

* The advantage of working in problematic areas for natural keypoints algorithms, such as
corridors, given that the algorithm can use natural, artificial or both kinds of landmarks

simultaneously;
* The removal of visual ambiguities provide a massive help in the relocalization;
» Reduction in the drifting effect;

* Long term mapping.
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On the other hand, the SLAM also improves the SPD-SLAM by:

* Removal of the requirement of having two markers detected simultaneously to relate their

poses.

» Removal of the necessity of having a large number of markers sparsely displaced to have a

useful mapping of the environment and decent localization.

Even though UcoSLAM is an outstanding work, it still has some limitations. In particular, it does
not allow multiple marker sizes as it was built from SPM-SLAM that did not account for it. By
turning off the ORBSLAM?2 based algorithm in UcoSLAM, the algorithm runs SPM-SLAM stan-
dalone, and by turning off SPD-SLAM, the algorithm runs an improved ORB-SLAM?2 algorithm
standalone.



3

Background

This chapter summarises the information required to understand crucial concepts and provide the

reader with the basis to understand the following chapters.

3.1 Augmented Reality

3.1.1 History of Augmented Reality

According to the work of [4][11], augmented and virtual reality emerges following multiple inven-
tions between 1950 and 1990, years were the firsts inventions related to the topic were firstborn.
Morton Heilig, a cinematographer, imagined in the 1950s that cinema would be available to all
five senses rather than just the two major ones of sight and sound, authoring a paper explaining
his vision in 1955 and constructing a device named ”Sensorama” [21] in 1962. Because Morton
invented this equipment before the computing era, some believe he was ahead of his time, and
many consider him a precursor of today’s Augmented Reality. He even patented “Stereoscopic-
television device for individual use,” which is quite related to today’s Head-Mounted Displays, in
1960[22]. It does not, however, include head-tracking technology.

Ivan Sutherland invented the first fully head-mounted display in 1966. In 1968, with the aid of his
pupils, he created the first Augmented Reality system gadget. Finally, this system incorporated
3D head tracking and a virtual environment. The system was given the moniker ”The Sword of
Damocles.”

Tom Caudell and David Mizell coined the term ”Augmented Reality” in 1990, and it has since
been a hot topic of discussion and study. In 1992, the two writers released ”Augmented Reality:
An application of heads-up display technology to manual manufacturing process” [12] in a pa-
per. The concept of a heads-up, see-through, head-mounted display” (HUDSET) is used to the
construction of auxiliary aircraft in this article. Particularly in the aircraft’s wiring. Nonetheless,
Ronald Azuma proposed the notion of Augmented Reality in 1997, describing it as the merging of

the actual environment with the overlay of computer-generated information.

3.1.2 What is Augmented Reality?

Augmented reality is an approach that attempts to dynamically and in real-time augment or improve

the real world with computer-generated data. This approach has two primary problems, it must
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estimate the accurate overlay of the coordinate systems of the real and virtual worlds, as well
as, possibly, capture the 3D environment, such as objects, in order for the user to interact with
both worlds [27]. Once the coordinate systems are fully aligned, computer-generated data may
be shown to the user using specialized augmented reality display devices that allow for a visual
merge of the two worlds. This allows the user to further acquire knowledge about the real world
by incorporating information directly with the 3D reality or displaying basic information such as

assignments on the fly without other devices or pauses.

It differs from Virtual Reality because, while Augmented Reality uses the real world as the base
for the computer generated data displayed, Virtual Reality enclosure the user in a complete virtual
world where nothing is real, everything is a digital simulation of the real world [3].

3.1.3 How to achieve Augmented Reality?

The pure view of Reality as we know it is the foundation of Augmented Reality. It is founded on
cognitive evolution, which entails the acquisition of concepts, mental models, and natural sensory
mechanisms. The sense of Reality depends on comparing the information gathered by sensory
organs to what was collected beforehand [37].

Because our sensory organs are limited, our cognitive processes assist in creating and developing
tools that allow us to verify and accept information acquired from the real world that we have
come to acknowledge throughout our lives. As a result of this learning, our inference, reasoning,
and recognizing abilities have evolved, allowing us to perceive Reality even when we only have
incomplete knowledge. Human eyesight is an example of incomplete information acquisition.
It is based on a fronto-parallel sensory configuration of the human eyes, which is crucial to the
tridimensional estimate of objects and surroundings based on a 2D projection of the 3D world.
Our brain has been specially evolved to detect flaws and visual discrepancies. With this in mind,
Augmented Reality must stimulate the sensory organs through technology that introduces virtual
aspects that precisely mimic what we perceive about the real world. The sensory organs must be
activated by introducing such virtual elements that are coherent with all of the knowledge we have
gathered throughout our lives, matching our mental representations. Otherwise, the user would
immediately suspect that something is wrong. As a result, they must respect physical principles,
such as pose consistency, rotation, and perspective, and respect real objects in the user’s field of
view to manage occlusion and, finally, all user motions properly. Other factors, such as lighting,

can also be addressed, although they are outside this project’s scope.

3.1.4 Augmented Reality Displays

Augmented Reality, according to [5], is the outcome of a set of optical, electrical, and mechanical
components that generate an image in the user’s field of view, which may be created on planar
or non-planar surfaces depending on the optics employed. The Fig. 3.1 illustrates the multiple
possibilities of where the image is formed, where the displays are located and the type of produced

image.
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Figure 3.1: Image Generation for Augmented Reality Displays (from [5])

Head Attached Displays

The head attached displays requires the user to wear the display system on his head and are sepa-

rated into three main types depending on the image generation technology:
* Retinal Displays: where low power lases are projected into the retina of the eye;

* Head Mounted Display: where the image is presented in a display in front of the user eye

and can be divided into two groups, video see-through and optical see-through.

Smart glasses[50][28], in particular, are wearable HMD’s with a high-value Augmented
Reality offer comparable to regular glasses, which are expected to have a significant impact
on human media consumption. They provide the user with augmented reality by sensing the
user’s surroundings using computer vision, for example, and superimposing virtual objects
in the real world.

This technology is still in the research stage, but it is expected to be one of the most disruptive
technologies in the near future as it becomes less obtrusive to consumers. Previous devices
were, among other problems, were large, heavy, and had limited autonomy. However, as
technology advances, mass-market Smart Glasses are on the horizon, and we want to be pre-
pared with the software when such hardware becomes available, especially for true optical
see-through. Two examples of these devices that show substantial evolution compared with
previous devices are Microsoft Hololens[23] and Google Glass[49].

Policies are also a significant source of concern since their use in public areas might, for

example, infringe on other people’s privacy [66].
They can be divided into two main categories:
— Video see-through

This smart glass category uses a typical closed Head Mounted Display, using its cam-
eras to project both the reality and the virtual elements on the screen to make the user

experience Augmented Reality.

11
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— Optical see-through

This smart glass category uses a transparent plane where virtual elements are projected.
The core functionality is similar to the holographic displays. However, they are much
more appropriate to the end-user as they can visualize the over-imposed information

and still have all the natural movement.
* Head Mounted Projector: where the image is projected on the surfaces of the real world,
Hand-Held Displays

In general, this devices are within arms reach and typically combine processor, memory, display,
and interaction technology into one single device. They aim at supporting a wireless and uncon-
strained mobile handling.

Video see-through is the preferred concept for such approaches, here, the integrated video cameras
capture live video streams of the environment that are overlaid by graphical augmentations before

displaying them.
Spatial Displays
This Approach detach most of the technology from the user and integrate it into the environment.

* Screen Based Video See-Through Displays: also known as "window on the world”, make

use of video mixing and display the merged images on a regular monitor;

 Spatial Optical See-through Displays: In contrast to head-attached or hand-held optical
see-through displays, spatial optical see-through displays generate images that are aligned

within the physical environment, giving the user the chance to move around them;

* Projection-Based Spatial Displays: Use front-projection to seamlessly project images di-

rectly on a physical objects surfaces,

3.2 Camera

As described before, the Augmented Reality application of this project relies on utilising a monoc-
ular camera system. The camera’s data must be as precise as possible to create a mixed reality
believable and natural for the user to represent the real world correctly, such as the scale of the
environment, which implies a camera calibration “a priori” of the system utilisation. The camera

calibration method can estimate two types of camera parameters, intrinsic and extrinsic.

3.2.1 Digital Camera: A quick overview

Most digital cameras nowadays have CCD or CMOS sensors [34]. Both share the same philosophy,
acquire light intensity information based on a grid of sensors placed below a colour differentiation
filter such as the "Bayer filter”, and amplify the reading to get a voltage value that can be processed

later. The most significant difference between the two is that the photosins in the CCD sensor are

12
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passive while active in the CMOS sensor, this can be verified in the Fig. 3.2 and Fig. 3.3, respec-
tively. It means that once the CCD sensor captures the information, the information is moved, and
the amplification is done elsewhere. In the CMOS sensor, however, each photosin has its local
amplifier enabling local processing. Having a local amplifier can seem to be preferable at first, but
CMOS cameras, particularly the cheaper ones such as those found in most smartphones, tend to
provide “rolling artefacts” when the camera moves faster than the speed the photosins can absorb
the information of the whole image, as visualised in the Fig. 3.4. These artefacts can be extremely
harmful when applied to Augmented Reality applications because they can create a warping on the
image, leading to an entirely useless image that can damage the algorithm. This subject is being
discussed as a recommendation to the final user as it is recommended to use CCD-based cameras
for Computer Vision applications, including Augmented Reality. CMOS cameras can still be used
as long as the user test it a priori. In this project, it was found that particularly older and cheaper
web cameras tend to suffer a lot of the rolling effect, while recent smartphones have a fast enough

image acquisition for this problem to be mostly bypassed.

. Camera C Metal Oxide
Camera Charge-Coupled Device Prinfed Circuit Board, y
(Printed Circuit Board) Image Sensor (:n_e_ icﬂ _our )r— S _I"fg_eie"_sol ___________
______________________ | <
r 1" 1 ! I §
ey Clock & : | : | : Clock & [ACHCN 38
I =3 Timi | 2 Timing 138
| | Generation | | canaraton | | | | : 5|8 AR ] D l_r_,.“- B o g 5
| (] r | 18 3 2% 1 20
| = I k [ A | Il & g : 5‘% 1l l—r_r““ I:,iu il : 2
. loc 18 -
|| ommar | | Shen sl | 1 e IEACY
| | o
Oscillator S
s 0 Aummi | - LACIEN, £
I'| river Gain | l I ! 28
| N | | e | Column Amps ! Tz
"T""\V""J ———————— p— i | 5§
| o
ToF Analog-to-Digital Photon-to-Electron s _J =
DL Conversion Conversion ‘l
Grabber
Electron-to-Voltage -
: To Frame  Analog-to-Digital
Conversion Grabber Conversion
Figure 3.2: CCD (from [34]) Figure 3.3: CMOS (from [34])

Figure 3.4: RollingEffect (from [52])

In sum, apart from the type of sensor, the ordinary user must generally consider the size of the
camera sensor in megapixels, the lens, the post-processing software, and shuttering. Ideally, the
higher the megapixels, the better the image quality, offering a better keypoint estimation, particu-
larly for detecting the corners of the markers far from the camera. On the other hand, it also leads

13
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to a slower algorithm, confirming the necessity of the work [53]. Shuttering is the ability to start
and stop exposure arbitrarily, therefore, lower shutter speed leads to a reduced frame motion and
Rolling Effect.

3.2.2 Pinhole Imaging

When an object is hit by light in the real world, it tends to reflect light in all directions. If we take
a light sensor and try to take a photograph on these conditions, each sensor’s photosin will accu-
mulate the light stimuli of all the light beams that every object in the Field of View of the photosin
provides. The result is the utilization of every scene point in every single pixel. This is known as a
”Bare Sensor”, as represented in Fig. 3.5. Using a bare sensor, the image is a complete mess being
completely blurred and useless. Nothing can be perceived as every pixel has the information of

everything on the scene.

Figure 3.5: Bare Sensor

To get anything useful from the camera sensor, we have to control the light each photosin receives.
This control is created using a pinhole imaging. The pinhole imaging, introduces a diaphragm that
has an infinitesimal hole. In theory, this diaphragm creates a barrier blocking everything but a
single ray to each photosin, as visualised in Fig. 3.6. It is defined as the aperture of the camera,
which enables the variation amount of light that hits the sensor. As a result, we have the creation

of'a 2D copy of the real world, but this image is inverted and scaled.

14
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Figure 3.6: Pinhole

In the pinhole model, the only amount of light that goes thought and hits the sensor is the one
that passes the pinhole. This means that we can not take advantage of the multiple paths of the
projection of light from the scene, which is why pinhole camera systems have been replaced with
cameras with a lens system for most of the cases. The lenses acquire the multiple light path from
the scene and converge the light rays into a single point, allowing the amount of light that reaches
the sensor to be much more intense, providing a better image. This can be visualised in Fig. 3.7. To
get the best of the cameras, we have to consider two important characteristics, aperture and focal
length. As seen before, the aperture is directly connected with the pinhole itself, and it allows that
more or less light to hit the sensor. However, more light results from more rays from different scene
point hitting a single photosin, blurring the image. Focal Length can be confusing as it differs from
camera to camera system. In the pinhole camera system, the focal length is an intrinsic parameter
of the lens and is the same as the focal distance. It can be described as the distance between the
aperture plane and the image plane. In systems with lenses, a Gauss lens model must be taken into
consideration, and, in this case, the focal length (f) is the distance where the parallel rays intersect,
the focal distance (D’) is the distance from the camera aperture plane to the image plane, and the
object distance is the distance between the lens and the object (D). This can be visualised in Fig. 3.7

and the equation of Gauss lens model in Eq. 3.1.
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Figure 3.7: GaussLensModel

The camera model can be simplified, allowing the pinhole camera model with lenses as it is possible

to derive properties and descriptions that hold for both camera models if:

* we only use central rays

» we assume the lens is in focus

» we assume that the focus distance of the lens is equal to the focal length of the pinhole camera

3.2.3 Perspective Projection Model

The 3D world space can be projected into a 2D image via a transformation from the euclidean

world system to a correspondent 2D point in a plane, as illustrated in Fig. 3.8.
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Figure 3.8: Perspective Projection Model (from [31])

If we consider a 3D euclidean point as Eq. 3.2 and the corresponding 2D points as Eq. 3.3, both in

homogeneous form,

M’:[X Y 7 1]T (3.2)

m’:[u v 1}T (3.3)

Given the scale factor natural from the pinhole camera implied by the focal length as seen before,

TPl
S

let us call such scale as “s”. We can estimate a 3x4 matrix “P” that transforms the 3D euclidean
points into the 2D representation, as in Eq. 3.4. The projection matrix “P” is defined up to a scale
factor and thus is dependent on 11 parameters. When applied to the camera, the matrix projection

can be decomposed into the Eq. 3.5.

sm = PM (3.4)

Rt

P=K[R|=FK|

(3.5)

3.2.4 ”Rearranged” Pinhole Camera Model

In order to use all the equations seen in the previous sections we will assume that the image plane
from the pinhole is not behind the Aperture of the camera, but in front of it as represented in Fig.

3.9 and assuming the triangle relations of Eq. 3.6,
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Figure 3.9: Rearranged Pinhole Camera

Xy z]T - [ %,fg]T (3.6)

It is possible to represent the camera model as described in Eq. 3.7:

fr s ecx| |1 0 O
P=K[I0)=|0 fy cy| |0 1 0 (3.7)
00 1

0 0 1

o O O

Where K is a 3x3 matrix representing the intrinsic parameters of the camera. It is a homogeneous
transformation from 2D to 2D, accounting for not unit focal length and origin shift. [|0] isa 3 x 4
matrix representing the extrinsic parameters of the camera. It is a homogeneous transformation
from 3D to 2D, assuming image plane at 7/ = 1 and shared camera/image origin. However, we
need to know the transformation of the camera to the camera coordinate system, which can be
obtained via an homogeneous rigid body transformation as in Eq. 3.8. Combining Eq. 3.7 and
Eq. 3.8, we can create a complete camera model as represented in 3.9, which is similar equation as
Eq. 3.4.

R —RC

T
[Xw Y, Z. 1} (3.8)
0 1

T
x. v. z| =

fr s cx
P=K[R:—-RC|=K[R|t]=]|0 fy cy
0 0 1

Rt

01 (3.9)
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3.2.5 Camera Parameters

Based on Eq. 3.9, it is possible to represent the camera model and divide its parameters as intrinsic

and extrinsic.

* Intrinsic Parameters (Defined by the matrix K)

Answers the question: What kind of camera?

— Focal Length fx,fy: distance between the camera aperture and the image plane. In the

ideal camera they are they are the same;

— Principal Point cx,cy: image coordinates that represent the perpendicular intersection
of the optical axis and the image plane. In the ideal camera they are located at the

center of the image, as represented in Fig. 3.10;

image
plane

p .~ camera coordinate system

a*

image coordinate system

Figure 3.10: Camera Coordinate System To Image Coord System (from [20])

— Skew s: This parameter is a representation of the angle between the horizontal and
vertical axis. It can usually be considered 0 in modern cameras as the grid of pixels is
close to perfectly perpendicular. In Fig. 3.11 it is possible to visualise how the value

change based of the axis angle,

Ideally aligned pixel grid (Norm) Skewed pixel grid (Skew)
Figure 1(a) Figure 1(b)
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Figure 3.11: Skewed Pixel Grid (from [10])

A camera is considered calibrated if the internal parameters are known.

+ Extrinsic Parameters (Defined by the matrix [R|t])
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Answers the question: where is the camera?

The extrinsic parameters represents the translation and the rotation of the camera. They are
defined as a 3x4 matrix and define the camera pose, which is a representation of the rigid
body transformation from the euclidean coordinate system of the real world to the camera

coordinate system.
— Rotation Matrix (R): 3x3 Matrix representing the rotation;
— Translation vector(t): 3x1 vector representing the translation,

Accounting the 4 DOF from the internal parameters, assuming skew equals 0, and the 6 degrees

of freedom from the external parameters, we have a total of 10 DOF in the model.

3.2.6 Lens Distortion

In the real world, it is challenging to build a perfect camera lens. Thus, an additional computation
must be done to map the camera pixel’s most suitable position related to the scene because of the
distortion that the lens suffers. The distortion created by the lens makes this mapping non-linear and
still a big research topic to minimize the distortion effects. Multiple models can approximate this
2D deformation. The one used in this project is based on the work of the ”Brown-Conrady” model
(Brown[7] continued Conrady[14] work) that presented a mathematical model based on series to
approximate such distortion and later improved by Zhang [68]. This work proposed taking the first
elements of an infinite series to get a decent approximation of the lens distortion, where the radial
distortion is represented in Eq. 3.10 and tangential distortion in Eq. 3.11.

Tdistorted — .212(1 + k‘17"2 + ]€2’l“4 + k‘37"6)

(3.10)
Ydistorted = y(l + ]{;17"2 + ]€2T4 + k3r6)

Tdistorted = T + [2p1a:y + p2(7’2 + 2:62)] (3 11)

Tdistorted = Y + [p1(7“2 + 2y2)2p2$y]
As a result, the lens distortion can be defined if the five parameters [k1,k2,p1,p2,ks] are known.

3.2.7 Camera Calibration using Zhang’s method

An option to estimate the camera matrix widely adopted is the correspondence between known
3D euclidean points in the real world and 2D points of the image. Using Zhang’s method [8], the
correspondences can be obtained using a fixed camera and a moving pattern or a moving camera
and a fixed pattern or both. The important is having multiple poses (at least 2). Zhang proposed
a method that reduces the complexity of the DLT algorithm by reducing the number of degrees of

freedom by defining the calibration pattern on a plane which is typically the corners on a white and
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black grid. By doing this, it enables the calibration of the camera to be done using homography

matrices.
Estimating Homography For Each View

Corresponding the 3D euclidean points to the correspondent 2D image coordinates based on Eq.3.4,
assume that the camera’s intrinsic parameters are common in every view, and the scale “s” is
arbitrary and non-zero. If we use a cloud of points like the one used with the chessboard method,
the Z-axis is assumed to be 0 and so we have a plane rotation in the X-axis and Y-axis. In this case
we dont need to use the full Eq. 3.4, as Z = 0 is redundant, we can substitute the projective matrix
“P” by an homography matrix “H”, creating a correspondence between the planes created by the
point cloud of the 3D points that are now represented as 2D plane as follows:

u
v| =aH |Y (3.12)
1 1

Direct Linear Transformation

The Direct Linear Transformation method (DLT), assumes that the planes created by the point
cloud can be related using homographies matrix by expanding the linear Eq. 3.13, taking the scale

factor Eq. 3.14 and rearranging the terms Eq. 3.15.

u=aHyoX + Ho1Y + Ho
v = aHl,0X+H1,1Y+H1,O (3.13)
1= aHQ’OX + HQJY + HQ’O

" — H070X + H()JY + HO,O
Hyo0X + Ho1Y + Ha

3.14
o HioX + HY + Hig (3.14)
HyoX + Ho 1Y + Ha
HQ,[)X’LL + HQJY’LL + H270u — H(]’()X — H0,1Y — Ho’() =0 (3 15)

HooXv+ HoYv+ Hogv— HioX — H1 1Y —Hi9g=0

By writing it in matrix form and stacking together the constraint from multiple point correspon-
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dences Eq. 3.16 is obtained, which is typically written as 3.17.

0 0 0 -z -y -1 X w2’ 2'| |Hoa
| =0 (3.16)
H;
[ Hix ]

Ah =0 (3.17)

We are now facing a homogeneous linear least squares problem where the obvious solution would
be h=0. However, this solution is of no interest, so the solution lies in the Single Value Decompo-
sition (SVD for short) of A.

A=UsSvVT (3.18)

From the Eq. 3.18 above the matrix S is obtained, which is a 2n x 9 diagonal matrix of singular
values, all of them non negative. Each column of V represents a solution for Ah = 0 and the
eigenvector corresponds to the minimal eigenvalue. Of interest is a vector in V that corresponds
to the smallest singular value of S. Usually more than 4 points are introduced and in that case
an overdetermined solution is calculated. In order to get the best result, it is possible to solve a

minimal least square problem as follows:

||M.h||> = min (3.19)

In many of SVD solutions, the matrix S is given so that s;, i = 0,...,8 are ordered in not incremental

values, which means that the solution to the least square problem lies on the single value sg.

To achieve brevity, we will stop here, but further improvements can be made. Once we have a
set of homography matrices, it is possible to estimate the intrinsic and extrinsic parameters of the

camera radial distortion and finally refine all parameters by minimizing the total projection error.

3.2.8 Perspective n Points

Estimating the camera’s external parameters is commonly done after the internal parameters have
been estimated via a calibration process, called ”Perspective n Points” (PnP). It allows for a more

computationally intensive calibration because it can usually be done only once and offline, fur-
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thermore, the fixed internal parameters help achieve robustness. Extraction of 3D points and es-
tablishing a correspondence to the 2D points of the image plane are required to estimate external
parameters. In most cases, a minimum of six correspondences is required. However, for multi-
ple approaches, if the selected points are coplanar and non-collinear, it may be reduced to only 4
points, which is why fiducial squared markers are so attractive. It must be considered that based on
the number of 3D to 2D correspondences, the typical methods difficulty and computational effort

required scales fast.
EPnP - Eficcient Perspective n Point

This approach solves the PnP problem in a considerably more efficient, non-iterative, and time-
consuming manner. The algorithm’s prominent characteristic is that the number of unknowns
grows considerably more slowly than other techniques as the number of correspondences between
3D and 2D points grow [32]. In other words, this proposal’s computing complexity grows linearly
with the number of correspondences. Furthermore, it can solve the PnP issue with just three planar
configuration correspondences and four non-coplanar configuration correspondences (the general

case), which is ideal to use with fiducial squared markers.

Instead of solving for the depths of the reference points in the camera coordinate system, this
technique expresses their coordinates as a weighted sum of virtual control points. Because of this,

the number of unknowns grow much slower than previous approaches.

Having n 3D reference points in the world coordinate system as seen in Eq. 3.20 and four control
points expressed in Eq. 3.21, it is possible to express the reference points as a weighted sum of
control points as seen in Eq. 3.22 in the world coordinate system and Eq. 3.23 in the camera coor-
dinate system. «;; are homogeneous barycentric coordinates, which are uniquely defined and easy

to estimate.

Pii=1,..n (3.20)
¢i=1234 (3.21)
4
Py =) el o =1 (3.22)
j=1
4
pf = e (3.23)
j=1

The vector that resides in the kernel of a matrix M, of size 2n x 12 (general case), is the answer
to this problem, and it is equal to the weighted sum of the null eigenvectors. To extract it, DLT

like technique is used. Let A be the intrinsic parameters of the camera, u;—1 __, the 2D projections
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of the reference points p,_; _,,, and w; the scalar projective parameters. The resulting Equation is

shown in Eq. 3.24 and, once expanded, results Eq. 3.25.

Vi, w; L = Ap§ = AZ% ¢ (3.24)
U; fu 0 wue T

Vi,w; |v;| = ()lﬁ Ve E:a” Y (3.25)
1 0 1] 7=t 25

Developing Eq. 3.25, we end up with Eq. 3.26 and Eq. 3.27, which by concatenating all n reference

points generates a linear system as shown in Eq. 3.25, where [clT AT 3T éT} is a vector of 12

c »%c

unknowns, M is a 2n x 12 matrix that results by rearranging the coefficients.

4
Z i fu?C + i (ue — u;) 25 (3.26)
j=1
4 .
D aiifut’ + aij(ve — vi)z§ (3.27)
j=1
Mx =0 (3.28)

The solution is then found in the kernel of M, where the set v; in Eq. 3.29 are the right-singular
vectors of M corresponding to the null singular values of M, which are found efficiently because
the null eigenvectors of M? M have a constant size of 12 x 12 and this computation has O(n)

complexity.

N
X = Z Bivi (3.29)

This explanation will stop here as the essential knowledge to understand how the algorithm obtain
such good performance is already explained. But it is advised to read the original paper in order
to understand the next stages, where it it shown how to choose the right linear combination where

B; is estimated.

In sum, the necessary weights are computed cheaply by solving a few quadratic equations, which
are fast to compute. Therefore, when the number of correspondences are above 15 (according to
the author’s tests), the algorithm’s computational effort is based on the M” M, which scales linearly

with the number of 3D-to-2D point correspondences.
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3.3 RANSAC

“RANdom SAmple Consensus” (RANSAC) is an algorithm for ensuring the robustness of esti-
mations [67]. RANSAC has the benefit over minimization approaches since it does not require
an initial guess. Even if it is less accurate, its output might be utilized as the first guess of mini-
mization methods to enhance accuracy. It is non-deterministic because the solution provides the
minor portion of the total inputs that solves a specific algorithm. Because the inputs of RANSAC
are randomly chosen, it is conceivable that the algorithm will not produce the correct answer. The
method performs several iterations with random inputs to increase the chances of obtaining the
solution, and the iteration with the highest number of inliers or with a high enough percentage of
them is the one that yields the final answer. RANSAC can be used merely to select inliers for later
use in a better method rather than presenting a solution.

In Fig. 3.12, we can find a flowchart of a typical RANSAC algorithm.

Pick n random
points

Estimate modeal
parameters

,

Calculate
distance error

| S

Count number of
inliers

Maximum
Inliers?

Yes

‘

Save model
parameters

No

Yes

Figure 3.12: General RANSAC Flowchart (from [67])

6, 9 €, 9

By defining “n” as the number of inputs per iteration, “p” as the desired probability of success,
“w” as the probability of a single input in a particular iterarion being a inlier (fraction between the
number of inlers divided by the total number of inputs, “0 < w < 1)”, and finaly “k” as the total

number of iterations, it is possible to estimate the minimum number of iteration required to hit a
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certain “w”. Estimating “k” can be done by knowing that the probability of never selecting a set
filled with inliers in “k” iterations is equal to the probability of selecting at least one inlier per set.
Therefore we have Eq. 3.30 which leads to 3.31 applying the logarithm to both terms and isolating
‘Gk:’i‘

1-p=(1—-uw")* (3.30)
po 1P (3.31)
1 —wn

When using RANSAC, the user must take into consideration that the result and k value vary based
on “n”, “w”, and “p”. In general, enlarging “w” and lowering “n” and “p”, “k” is reasonable.
Therefore, the common essential inputs of RANSAC are the total input data, the maximum number
of iterations, and the desired probability of success because, if the desired probability is hit, the
algorithm can stop before completing all the iterations. Depending on the previous parameters, it
may take longer than expected even when the estimations run parallel, taking advantage of multiple

threads.
Ransac applied to the PnP Problem

In this project scope, RANSAC is applied in two instances to the estimation the of camera pose. In
the first, RANSAC runs the EPnP algorithm by inputting four correspondences of 2D to 3D points
as they are the minimum amount to obtain the general case of the pose estimation. In the second,
RANSAC is used merely as an outlier filter for the EKFPnP (discussed in section 4.3).

3.4 Kalman Filter

Kalman filter, named after Rudolf Emil Kalman (1930-2016), the primary developer of its theory.
Kalman filter is an optimal estimation algorithm that tries to approximate the real values based on
measurements taken over time. This filter has the characteristics of being recursive and predictive,
allowing to estimate future states based on the past and present, even in the presence of noisy mea-
surements. Furthermore, it allows the estimation of the system state when the measurement cannot
be measured directly and enables the fusion of multiple sensor measurements that might input their
observations at different frequencies. Merging their data improves the estimation and correct pos-
sible errors mutually. It completely revolutionized the field of estimation and control systems and
has been subject to intense research throughout the years, suffering multiple alterations to adjust it
to multiple applications.

Taking advantage of this filter, a widespread use case is in the GPS of vehicles. In particular, the
sensors can estimate their absolute position relative to a satellite and estimate the car’s position
over time using error-prone inertial sensors. Suppose less uncertainty is given to the GPS signal.
Even if the inertial sensors drift, their errors are minimized every time the satellite signal updates

the car’s absolute position. On the other hand, even the little weight given to the inertial systems
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corrects for possible significant deviations of the absolute position. In this case, we have the in-
ertial sensors that cause incremental uncertainty due to their natural double differentiation in the
estimate but are excellent when calculating small translations and rotations. The satellite signals
can have noisy data but give the absolute position of the car. Together, they work amazingly well
given the fast frequency but drift-prone inertial sensors and the low frequency but the reliable posi-
tion of the satellite system. Other common use cases are the improved tracking of objects, such as
an aeroplane or a ball in a sports event [1], and, more related to our project, the filtering of poses.
Following the last use case, the use of robots filtered poses by an Extended Kalman Filter results
in the possibility to map the markers based on the robot’s movement [33]. On [45], the authors
propose the fusion of visual and inertial data to improve the camera pose estimation while being
robust against fast motions and changing lighting conditions. The Extended version of the filter
will be discussed in section 3.5.

In sum, Kalman Filter is an iterative mathematical process that uses a set of equations and consec-
utive data inputs to quickly estimate the object’s actual value under measurement, especially when
the measured values have unpredicted/random error, uncertainty, or variation. While being fan-
tastic to estimate future predictions, all of this because, even though the algorithm starts by taking
an initial estimate, it does not seriously affect the filter’s performance as it quickly narrows to the
actual value as new data enters the system. As new data enters the iterative system and the estima-
tion obtained narrows to somewhere close to the actual value, the variations will get exceedingly

small, reducing the influence of measurement errors.

Kalman Filter Basis - Flow Chart

In every iteration, the filter solves three main equations:

* Calculate the Kalman gain

» Calculate the current estimate

* Calculate the new uncertainty in the estimate

In Fig. 3.13, it is shown a flowchart of a general Kalman Filter.
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Figure 3.13: Kalman Filter General Flowchart

Kalman Filter Basis - Kalman Gain

The Kalman gain allows the algorithm to weigh the importance of the estimate’s uncertainty against
the measurements’ uncertainty. If the estimate’s uncertainty is smaller than the data’s, it will have
more importance, contributing more to the estimation and vice-versa. What feeds the current es-
timate’s recalculation depends on how much we trust the previous estimate and the sensors’ data.
In other words, when the Kalman gain is significant, the error in the estimate is large compared to
the error in the measurement. Moreover, when the Kalman gain is small, the error in the measure-
ment is significant compared to the error in the estimate. This relation between the estimate and

measurement errors are relatable by the Eq. 3.32.

E
KG = <l 0<KG<1 (3.32)

Eest + Emea ’ o
Current Estimate

The current estimate is calculated based on the previously calculated Kalman gain and the previ-
ous estimate due to a feedback loop, except the first iteration where the user gives this previous
estimate. As the filter converges very quickly to the correct value in a few iterations, the original
estimate does not have to be exact as the Kalman Gain will provide more weight to the measure-
ments in the initial iterations, thus reducing its effects. Besides the previous estimation, we also
require a new data measurement to improve the Kalman filter. However, the data measurement is
optional because the Kalman filter is predictive, which means that even without measurement, the
filter will provide an estimation, predicting the next state. This prediction works well, but keep in
mind that the estimation’s uncertainty will increase every iteration if no new data is introduced to
the system due to no corrections being applied. If no measurement is taken to correct the estimation

for a while, eventually, the uncertainty will be so considerable that we cannot trust the prediction.
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The Kalman is then used to calculate the new estimate represented in Eq. 3.33.

EST, = EST,_1 + KG(MEA — EST,_) (3.33)

Summing, as the Kalman Gain varies from 0 to 1, depending on the current estimate and the mea-
surement, the higher it is, the more weight is given to the measurements, meaning they are trusted
more, and the estimates are precarious. On the other hand, the lower the Kalman Gain, the lower

the trust of the measurements and thus, more weight will be provided to the estimation.
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Figure 3.14: Kalman Gain Variations Based On The Estimation and Measurement Errors

As iterations pass, the Kalman Gain gets lower and lower as the predictions get better and better,
meaning that the Kalman Gain would provide estimations primarily based on the prediction and
only a tiny portion by adjustments based on the observations, thus ignoring erroneous measure-

ments.
Calculate New Errors

Once the new estimate is calculated, the new errors based on the new estimate are calculated. This
error update must happen because the new errors are calculated compared to the errors from the
previous iteration. Knowing the current estimate and the gain based on the current estimate is
mandatory to calculate the new errors.

Take into consideration that the equation factors the multiplication of the inverse on the Kalman
Gain, meaning that if the Kalman Gain is large, the errors in the measurements are minor. On
the other hand, if the Kalman Gain is small, the errors in the measurements are significant, as

represented in Eq.3.34.

Egsr = (1 - KG)(Egst, ,) (3.34)

Kalman Filter - Multidimensional Model
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Fig. 3.15 presents the Kalman Filter in a multidimensional model, allowing multiple parameters

to enter the filter in matrices representation.

Initial Previous Predicted
State state state

o Xt K= A + By + Wi
Po Px-1 P.= AP AT+ 0y

A

Observation

X K= ( PkH (HPKH' +R)
[ Xo H Pe=(I-KH) Py H Y=H+I
%, = X + KLY - HX, ]

Figure 3.15: Kalman Multi Dimensional Model

* x; = State Vector
e x1_1 = Previous state Vector
* P = Process Covariance Matrix

» K =Kalman Gain

R = Sensor Noise Covariance Matrix

* I = Identity Matrix

* Y = Measurement of the state

* Zi = Measurement Noise

» u = Control Variable Matrix

* Q = Process Noise Covariance Matrix

* A - Status transition Matrix

* B,C - Adaptation Matrices (Converts from one form to the other)

In general, Kalman filter iterations are divided in two main steps, Prediction and Correction.
The Prediction Multidimensional equations, based on the system model and the previous state are
defined as:

 Predicted state:
T = Axp_1 4+ Bug + Wy (3.35)

 Predicted Covariances:
P, = AP, 1 AT + Qs (3.36)

The Correction Multidimensional equations, update the Predictions based on the new measure-

ments and the Kalman Gain that results from the comparisons between the predicted and new
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measurements errors. Such equations are defined as:

» Kalman Gain:

P.HT
Kp=—"—— 3.37
YT (HP,HT + R) (337
* Current State:
T = Tk + K[zk — ka] (3.38)
e Current Covariances:
P,=(I—-KH)P; (3.39)

3.5 Extended Kalman Filter

Because non-linear systems are highly prone to surge in the vast amplitude of applications, a non-
linear version of the Kalman Filter method must be taken into consideration.

Such an approach estimates an approximation of the non-linear system via the first-order non-linear
Taylor expansion. It works as long as the system state and observation equations are close to linear
and continuous [25], which means that the equations used in the Extended Kalman Filter are the
same as the standard Kalman Filter but linearized in the operation point.

Therefore, the equations of the Prediction phase of the filter are:

Skik—1 = f(Sk—1jk—1,Uk) (3.40)

Pyt = Fro1 P11 Fi_y + Gro1Qi-1Gh 4 (3.41)

* Sk|k—1 - Priori State Vector

— f{(.) - nonlinear dynamic model of the process

— uy - dynamic model noise vector.
* Pyjg—1 - Priori Covariance Matrix

— F}, - derivative of the dynamic model with respect to s.

— G, - derivative of the dynamic model with respect to wuy.

— (@}, - noise covariance

As described before, if there are observations, they will be considered in the correction phase. In

this phase, the equations of the filter are:

Sk = Skjk—1 + Ki (2 — h(Sgjp—=1)) (3.42)
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Py, = (I — Ky Hy) Py (3.43)

K = Py Hy (Hy Py Hi + Up) ™ (3.44)
* S|k - Posteriori State Vector
— zj, - observations
— h(.) - observation model mapping the state space into the observed space zj
* Pyx - Posteriori Covariance Matrix
— Hj, - is the derivative of h(.) with respect s
» K - Kalman Gain

— U}, - observation noise covariance
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4

Mapping Artificial Keypoints Based on
Fiducial Markers

This section aims to overview the proposed methodology for artificial mapping keypoints based
on fiducial markers to perform camera localisation in real-time. Once defined, an improvement to
the PnP problem is implemented using Extended Kalman Filter, in which uncertainty is reused to

improve the mapping process.

4.1 Methodology Overview

In this methodology, the user navigates freely in the real world with a monocular camera system
such as a smartphone, and a method of computer vision extracts the important information about
the environment called keypoints. If an essential element of the world can be identified, it is taken
as the reference frame followed by an iterative process that searches for other elements that can be
easily identified and robust in the future. If it succeeds, the algorithm then tries to relate them to
create a topologic map of the environment’s elements.

The elements chosen to create this map are artificial keypoints based on squared fiducial markers
called ”ArUco”. These markers have the advantage of being easily detected and can be identified
by their internal black and white grid that defines their ID. Furthermore, their location and orienta-
tion can be effortlessly estimated using the previously described algorithm Perspective n Points”.
This algorithm has the characteristic that if the points are coplanar and there are no triplets of
collinear points, then the solution is unique if at least four correspondences are provided. Because
of this, the four corners of each marker are enough to estimate its relative pose to the camera. The
correspondences provided to the PnP algorithm are the 2D correspondences of the fours corners in
the image plane and its four 3D correspondences in the real world. By placing each marker frame
in its centre, the 3D points corresponding to its corners are in the X-Y plane. Therefore, the four
possible combinations for its coordinate system are (+-size/2, +-size/2, 0). This allows the update
of the topologic map if at least two markers are visible in an image and their relative pose to the
camera is known.

As the position of the markers is known, a 3D point cloud can be created by transforming each

marker corner by the rigid body transformation obtained by its relative pose to the reference marker.
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This point cloud is the key to improving camera pose estimation by using the PnP algorithm once
again. However, its input is now based on all the markers detected in the scene at each camera
frame, enabling a more robust and smoother camera pose estimation over time.

Keeping in mind that the markers are related in a tree-like relation, it must be considered that the
relation between a marker to the marker that it is linked with has an associated error that tends to
grow as the distance to the tree root increases. It depends on various factors, such as the resolution

of the camera or the relation marker-camera itself.

The Fig. 4.1 presents a visualisation of the flowchart of the required steps for mapping the markers

and pose estimation.
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Figure 4.1: Marker Methodology Flowchart
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4.2 Naive Mapping Process

Every iteration of the algorithm, starts by reading the frame provided by a video sequence, either
live or pre-recorded, and sends each frame to the ArUco Detector algorithm, which returns the 2D

corners, ID and pose of the camera relative to each marker detected as visualised in the Fig. 4.2.

Figure 4.2: Detection of multiple markers

This naive implementation was initially developed as a proof of concept, as well as to study the
difficulties of the mapping process. Following this implementation, multiple improvements were

developed.
Map Initialization

The naive implementation of the mapping process is an iterative process that starts by looking for
the marker with the ID that the user chooses to be the map’s origin. When detected, the algorithm
adds this marker information to the root of the tree-like data structure, allowing future markers to
be added. This first node will have no parent, and therefore, it is hardcoded to have the parent ID
“-17, and the relative pose to it is the identity matrix by default, meaning no translation or rotation
is applied to it (it is on the origin), this identity matrix can be changed to allow the changing of the
origin as the user see fit.

Adding New Markers

As new markers are detected, if at least one of them is already mapped, it is possible to estimate the
relative poses between two markers to map the unmapped ones. If that is the case, the new marker
is added to the map relative to one previously present. Estimating the relative pose between the two
markers requires estimating each one individually using its four corners as described before. Once
the camera pose to each marker is known, the parent pose relative to the camera can be obtained
by calculating the inverse of the pose matrix that maps the camera to the marker. The last piece of
the puzzle is the product between the pose of the child marker with the inverse pose of the parent

calculated previously.
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In summary, by knowing the camera’s pose relative to each detected marker, we can estimate the

pose of any detected marker relative to any other, allowing the creation of the marker map.

Figure 4.3: Relative pose between two markers

The more markers captured, the more markers get mapped, resulting in a higher quantity of 2D-3D
correspondences available for the PnP pose estimation algorithm.

Figure 4.4: Relative pose between multiple markers

In the ideal scenario, the mapping process would work well. However, we must consider that
marker detection is noisy, resulting in accumulative errors from erroneously mapped markers. The
detection errors can have a vast source, such as the limited camera resolution, lighting, shadows,
contrast, flickering caused by the electrical system frequency, among many other causes. There-
fore, we must implement an algorithm that calculates how much the pose of each marker can be
trusted using uncertainties.

36



4. Mapping Artificial Keypoints Based on Fiducial Markers

4.3 Improving Pose Estimation Using EKFPnP

In order to improve the results obtained previously, the implementation of EKFPnP was done, fol-
lowing the work [36]. In this work, the authors developed an algorithm that uses the Extended
Kalman filter to improve the estimation of the pose based on the PnP problem by taking advantage
of the temporal dependency of the camera pose and the uncertainty of features. This implemen-
tation leads to an improved estimation of the localisation and orientation of the camera, being the
last presented in quaternion representation. This representation deals with the constraint rotation
matrix orthonormal constraint RR' = I and the determinant constraint det(R) = 1, while more
compact (four parameters). Furthermore, they can be easily converted to rotation matrices if re-
quired and do not suffer from the gimbal lock problem, where at least one degree of freedom is
lost (ambiguity), typical of the Euler representation because they require three rotations to be pro-
cessed. On the other hand, quaternions encode only one well-defined rotation, avoiding the gimbal
lock and being faster and more efficient to compute when compared to rotation matrices, providing

a sweet spot between memory utilization and speed.

Based on Eq. 3.9, the transformation of a 3D point x* = [x;,x},x] referenced to the world coor-
dinate system can be expressed as shown in Eq. 4.1 and expressed relative to the camera center as

shown in Eq. 4.2.

x‘=Rx" +t 4.1

x‘=R(x" —¢) 4.2)

Below is formulated the Extended Kalman Filter state vector on Eq. 4.3 and dynamic model on

Eq. 4.4 where the camera is considered smooth and with constant velocity. Furthermore, both

accelerations are modeled with zero-mean Gaussian noise w = [a,a]7.
_ 1ol T T T
S13x1 = [€3501; Q1> V315 W3] (4.3)

¢k + (Vi + vg) At
qy, * q((wr + Q) Al)
Vi + Vg
wi + O

fi3x1(s,n) = (4.4)
* ¢ -camera center

* ( - camera orientation

* v - linear velocity

* v - velocity caused by linear acceleration (v = aAt)
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* w - angular velocity
* () - velocity caused by angular acceleration (2 = aAt)

The state prediction covariance depends, as seen in Eq. 3.41, on the Jacobian of the non-linear
dynamic model. Therefore, F is the derivative of the dynamic model relative to s and G is the
derivative of the dynamic model relative to w and are defined respectively in Eq. 4.5 and Eq.4.6.

Information about quaternion derivatives can be found in [13].

I 0 Atl; 0

0qy 41 0 Ar+1

Fizxi3 = 04 owr 4.5)
0 0 I3 0
0 0 0 I3
Atls 0
0q41
Gi3x6 = ody, (4.6)
I3 0
0 I3

The observation model is made up of 2D points in the image plane which are projections of the real
world 3D reference points. To put it another way, they are the outcome of the projection function
mapping 3D points into the image plane. Therefore, the n 2D world coordinate system points are
provided by the observation vector in Eq. 4.7. To do this, the n 3D reference points are converted
from world to the camera coordinate system in quaternion form Eq. 4.8 and subsequently the
conversion to the image plane is performed following Eq. 4.9. Therefore, the observation model
is defined in Eq. 4.10.

T
Z2n><1:[357;1 xyo.oaf xﬂ ; (4.7)
o]” 0 g
hWC(s,xw):[ ] :q*[ ] xq", (4.8)
x¢ x¥ —c
CIiyey _ oI _ [pal  p25
nle) =x' = 15 73] *9)
honx1 = hCT(RVYC (x¥)) (4.10)

The uncertainty of the tracked 2D points in the image sequence is represented by the observation
covariance matrix U, which is diagonal since the feature tracking errors are expected to be inde-

pendent and identically distributed with a zero-mean Gaussian distribution. Finally, the Kalman
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Gain and the posterior state covariance matrix require the Jacobian of the observation model with

respect to the state vector s:

oh ShCT spWC
Hopxi13 = 35— SHWC (4.11)

ShWC bs

This method substitutes the previous methods seen in 3.2.8, but not entirely as because the filter
work by approximation, a typical initial estimation when the filter is created is essential.

In particular, the RANSAC algorithm applied to the PnP problem was tested, and a significant
reduction of the errors influenced by outliers was visually apparent. However, a change in the
pose estimation was perceptible from frame to frame as the inliers correspondences used were
constantly changing, leading to a non-smooth experience. Furthermore, the traditional methods
are naive because they estimate based on the information they are provided. On the other hand,
EKPnP has the advantage of knowing the information about the temporal dependencies of camera

pose and uncertainty of features.

In the original paper, the authors provide quantitative information against multiple other methods,

therefore proving their claim to improve the pose’s estimation.
Improving The Naive Mapping Process

As discussed previously, marker corner detection is noisy and unreliable. Therefore it cannot be
trusted because it leads to an erroneous mapping process of the markers. To diminish this problem,
we can implement a method that calculates a marker’s reliability by creating a unit of uncertainty.
This uncertainty is non-negative and inverse to the algorithm trust in the marker. Meaning that, as
the uncertainty is closer to 0, the more the marker can be trusted. On the other hand, the higher the

uncertainty, the lower the trust.
Marker Uncertainty - Naive

This was the first implementation as a starting point. It was later improved using EKFPnP.

As the markers pose are estimated in the mapping process, the algorithm ignores the markers that
are not stable in consecutive frames and those with an angle relative to the camera plane higher than
45° (variable by the user, he/she must understand that the more perpendicular the angle, the less
prone to errors the estimations). When a marker is detected and not visible in the previous frame,
its translation and rotation (in quaternion representation) are stored. The algorithm jumps the check
for stability for the current iteration, setting the counter to 0. In other words, the algorithm now
knows that the marker with this specific ID exists and can proceed to the mapping process if the
marker is stable in the following frames. For each identified marker stability check, the procedure
is divided into two steps. The first step checks the translation stability by setting a sphere around
the stored marker translation. Suppose the translation estimation in the subsequent frame is inside
this sphere. In that case, the counter can be updated. If not, the marker would immediately be
ignored as if it was not visible. If the translation check is passed successfully, the algorithm will

now check for the stability of the rotation. A relative quaternion between the stored quaternion and
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the current estimate is calculated and represents the change in rotation between the two. Analysing
the real part of the quaternion can verify if the rotation was minimal because, in that case, its value
is as close to 1 as possible.

Once these requirements are met, the uncertainty of the markers is then quantified, based on the
distance, size and orientation estimated according to the Eq. 4.12, where “angle” is the angle

between the camera and marker plane.

VisualisedArea

uncertainty = arccos angle x

(4.12)

Distance
Marker Uncertainty - Extended Kalman Filter

Previously, an Extended Kalman Filter was verified to be extremely valuable for improving the
camera pose estimation as it has information of the past, can predict future poses and filter erro-
neous data inputs. Besides the improvement in the pose estimation, we can also extract how much
it trusts each marker by extracting each filter prediction/correction uncertainty and applying it as
the uncertainty of the markers in the mapping process. This value can be extracted from the matrix
P of Eq. 3.43. Its diagonal represents the uncertainty of the tracked 2D points.

With this knowledge, by running an Extended Kalman Filter at each detected marker, there is a
considerable reduction of the impact of erroneous detections and high stabilisation of the individ-
ual estimations over time. Furthermore, as the filter is predictive, it can still use the information of
lost markers for a few frames (until their uncertainty becomes too high as no observations feed the
filter to reduce it). For the same reason, in-between frames, we can use the prediction of the filter
in order to create more data, which means that the visualisation can have a much higher frame rate
than the camera provides to the algorithm and providing a continuous and smoother experience.
We can now better estimate the uncertainty of the markers individually. However, to create a map
of markers, it is necessary to calculate uncertainty dependencies, which can be obtained by the
product of the individual uncertainty of the two markers in analysis. If multiple markers are de-
tected, the dependencies of all the detected markers are calculated to every other detected one,
except for the markers where the marker itself is somehow parent of the second or both are not
included previously in the map. Once the dependencies are calculated, the lowest dependency
available for every marker proceeds to the next step, where, in the case of the first marker is not
included previously, it is added relative to the best match possible (lowest uncertainty). If it is

included, the uncertainty is compared with the previous one, and if lower, the map is updated.

Fig. 4.6, shows two markers in the frame with the ID’s 249 and 250 as an example of their un-
certainties in a specific frame (middle value), where both of their poses are being estimated indi-
vidually by EKFPnP. Once estimated, a square is shown in the virtual environment, creating an
augmented reality squared texture which is updated every frame displaying the ID and uncertainty
of the estimation on top of each marker.

Assume that both markers are below the maximum uncertainty threshold and have been seen for
enough frames for the uncertainty to stabilize. If we assume that the origin is the marker with ID

250 with the current uncertainty of 1.33 and already mapped, the logical thing to happen is map-
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ping the marker with ID 249 and uncertainty 1.41 relative to the marker with ID 250. If we follow
this logic, in the current frame, the marker with ID 249 can be mapped to 250 as they are both
stable and under the maximum uncertainty threshold. The algorithm will then add marker 249 to

the map, and its uncertainty will be the product of the previous two (1.33 x 1.41 = 1.8753).

Assume three markers on the scene. “A” and “B” were previously mapped, “C” was not. On the
current frame, the relative pose of “C” is calculated relative to both “A” and “B”, but it would only
be mapped relative to the marker where the relative uncertainty is the lowest.

Assume now a different scenario, and all three markers are already mapped. As “C” is already on
the map, the algorithm would only estimate the relative uncertainties with other mapped markers,
and the algorithm would try to update it if at least one of the new uncertainties calculated is lower
than its uncertainty when it was mapped. The algorithm repeats this step to all markers trying to
reduce the overall uncertainty of the map, keeping in mind that possible dependencies of mark-
ers may interfere with one another if both are updated in the current frame. Therefore, there are

possible updates that may be skipped.

4.4 Final Map Structure

The map is composed of a list of a tree-like nodes, where each node corresponds to one marker.

Each node stores:
» SelfID;
» Parent ID;
* Own uncertainty;
* Pose relative to the father;

* pose relative to the map origin - (useful to reduces the number of calculations when building
the 3D point cloud),

4.5 Visualization - 3D point cloud

In each frame, the ArUco detector returns all detected markers ID and the position of the corners
of the markers in the image plane. Once completed, a new list of 2D to 3D correspondences is
created empty, and the algorithms search on the tree-like structure if the detected markers exist
already in the map.

For each detected marker, if it exists in the data structure, four 3D-2D correspondences are added
to the two correspondences list (four corners of the marker) based on the pose of the marker relative
to the origin. Once all the detected markers are tested, these two lists carry on to the PnP solver
unless there are lower than four correspondences. If that is the case, the algorithm skips to the
next iteration. If the algorithm did not skip to the next iteration, they pass through the RANSAC
PnP solver to filter the outliers before passing the correspondences to the EKFPnP. If there are not
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enough inliers, the algorithm skips to the next iteration similarly to before and does not enter the
EKFPnP step. If it can enter EKFPnP and an instance of it exists, the correspondences are passed
to update the filter. If, on the other hand, it does not exist, a new instance is created. There is also
the case that a filter instance exists, but the current frame does not have enough correspondences
to run the filter update method, either because of RANSAC deleting much of the correspondences
or simply by the markers not being detected. If this is the case, the filter only runs the prediction
method instead of the regular update (prediction and correction), increasing its uncertainty to be
tested to keep it under a maximum threshold. If the threshold is surpassed, the instance of the

current filter is deleted, commanding the creation of a new filter when possible.

4.6 Tests and Results

This section presents experiments realised with the above methodology to provide information

about the mapping process using solely squared fiducial markers.

4.6.1 Experiment Setup:

The markers were freely placed in the real world (non-rigid configuration), meaning that the user
only has to be accountable for having the markers spaced so that, ideally, at least two markers can
be seen per frame of the video feed and know each other marker size. Besides this, even though not
a requirement, it is recommended to provide all the ID and sizes a priori to ensure they are correct
by creating a JSON file using a simple side application, also developed in this work, providing ID
and sizes of all the used markers. If an ID is not present in the file, a default marker size is used.
Of interest is the analysis of the individual markers uncertainty and how the relationship between
markers evolves over the period a video feed is used as the mapping algorithm input.

The videos were recorded after the marker placement using a calibrated ”Xiaomi Poco X3 Pro”
smartphone camera. Even though it has a CMOS camera sensor, it offers decent video stabilisation
and a reduced Rolling Effect, taken at 1080p@30 for real-time mode and 1080p@60 when in
offline mode to acquire more information about the scene to the mapping process.

Firstly, it is important to visualise a reduction in the uncertainty of each marker over time as the
EKFPnP approximates the correct value. Once it is close to the actual value, it is prone to be
stable, and the estimation of the marker pose to be at its peak in accuracy and error rejection as the

predictive part of the filter is weighing the most compared to the observation.

Secondly, it is interesting to analyse how the relationship between markers evolves using the pre-
viously mentioned individual uncertainties to estimate it. As the individual uncertainties get lower

and lower, the goal is to decrease the related uncertainties and, therefore, the error of such relations.

Thirdly, a complete map is visualised, including the positions of the markers and their relationship

uncertainties.

Fourthly, the previously map created is used in a visualisation algorithm where all the corners of

the detected markers are provided to an EKFPnP where it is proven that occluding some markers
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does not affect the visualisation. It may only reduce its robustness.

4.6.2 Results:

The individual uncertainties of the markers associated with the ID 249 and 250 were taken from
a video sequence containing both Fig. 4.5 and Fig. 4.6 frames. The markers in the figures have
three values on top of each representing the ID, individual uncertainty and the number of frames
the markers are continuously being seen while below the maximum threshold ( requirement to be
classified as stable and able to enter the mapping process, in this case, the configurations were the
maximum threshold of 2.0 and minimum number on continuous frames of 150).

250(1.33/30 249|1.41|30 |

Figure 4.5: Individual Uncertainty 1 Figure 4.6: Individual Uncertainty 2

As expected, because the environment and camera did not change by much (the camera had a sim-
ilar angle relative to the markers throughout the video, no change in lighting, ...), the uncertainties
of the individual markers saw a decrease and stabilisation over time. The initial spike on both
cases is expected as the filters initialise with zero uncertainty, giving the observations absolute
weight compared with the filter predictions. As the predictions get better and better, the filter can
provide more and more weight to them. Therefore the uncertainties improve over time, eventually
stabilising. This can be observed in the graph of Fig. 4.7.
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15 Individual Uncertainty Over The Total of Frames

Uncertainty of marker ID: 249
Uncertainty of marker ID: 250

Unit of Uncertainty

250 300

0 . . . .
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Figure 4.7: Individual Uncertainties Over The Total of Frames

Once the markers are considered stable, meaning that they are below the maximum uncertainty
threshold for a continuous amount of frames, the mapping algorithm looks for markers in the same
frame that can be related using the pose and uncertainties provided by each EKFPnP. The next set
of data is provided by a new video sequence with four markers in the same plane to more easily
know where each marker is in the real world and provide quantitative information to the reader as
represented in Fig. 4.8 with respective IDs shown in Fig. 4.9 and final map in Fig. 4.10. The sizes
of the markers with the IDs 247, 248, 249, and 250 are, respectively, 130mm, 129mm, 118mm,

and 118mm.

247 248

_

249 250

<

Figure 4.8: Four Markers Test
Figure 4.9: Marker IDs
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ID: 249
ID: 250
Final Map of Markers Using EKFPnP ID: 247
ID: 248
Marker Relations

Z
{(in cm)

Figure 4.10: Final Map of Markers Using EKFPnP

In this scenario, the uncertainty of the relations varies throughout the video, as shown in Fig. 4.11,
where it is possible to visualise the frame’s index when a relationship was first created and its

evolution over the subsequent frames.
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Figure 4.11: Uncertainty Over The Total of Frames

Continuing the analysis of the mapped markers, the angle between the markers is provided in
Fig. 4.12, where, as they are in the same plane, as expected, the angle is consistently close to zero,

and finally in Fig. 4.13 it is shown the distance error between the estimated relations and the ground
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truth measured.
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Figure 4.13: Distance Error Over The Total of Frames
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To conclude this section, a new map of the markers in Fig. 4.14 was created, where it is possible to
play a game of chess in Augmented Reality also created in the development of this project, which
can be visualised in Fig. 4.15. As expected, the user Augmented Reality experience was stable,

robust and smooth.

Figure 4.14: Chess Game - Markers

Figure 4.15: Chess Game - Visualisation
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UcoSLAM for Augmented Reality
Applications

In this chapter, a second methodology integrating UcoSLAM [39] to our project was developed.
This method was integrated to localise the camera in the real world to be able to use it in Augmented

Reality applications, but now with the aid of both marker-based and structural keypoints.

As UcoSLAM is still a work in progress, multiple topics may suffer possible changes. However,
the project’s core is already publicly available for academic use. Following this idea, because the
documentation of UcoSLAM mentions that multiple sizes of markers could eventually be applied,
much time was put into developing the algorithm to achieve this goal. However, without success,
as it is not yet implemented and multiple essential files of the library are encrypted, this change was
not possible in the time frame of this project. The problems found while expanding UcoSLAM led
to communication via e-mail to the authors. In response, they confirmed that the project was not
finished and that multiple marker sizes were not yet implemented. Furthermore, multiple attempts
to upgrade the work were made, but sections of the library are encrypted, not allowing for necessary
changes. Even though this is not the ideal scenario, it is still an outstanding work and is believed to
be a solid choice to implement in a wide variety of Augmented Reality applications in the industry,

including this project, if the user considers the marker size limitations.

5.1 Important limitations to have in mind

Given the ability to save and load the maps, it is possible to do the mapping process only once,
following the localisation standalone. The mapping process in industrial scenarios must be as
precise and deterministic as possible. Even though UcoSLAM can run in parallel mode, the authors
suggest running the mapping process sequentially when accuracy and precision are critical. Even
though it takes more time to finish, the result is more precise as there is a possibility of skipping
frames, which can occur in the mapping process while using multithreading mode, where a thread
assigned to the map manager workload did not process the current frame iteration when another
thread has already finished the subsequent frames feature extraction. Fig. 5.1 helps to visualise

this phenomenon.

UcoSLAM can simultaneously map and localise the camera in the world. However, considering
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this application as critical, it is advised to record a long video sequence of all the areas to be
mapped with an external camera (e.g., smartphone) and then run the mapping process sourcing the
video/videos. Furthermore, multiple video sequences can be used in the mapping process. This
way, even if it takes longer, it is possible to run the program offline and get a much better result
with a lower error. Once the map is created and saved, it can be safely used in camera localisation
standalone taking advantage of multiple threads. Taking this advantage, a very useful speedup is
obtained, and there are no risks of damage of skipping frames, as the program does not run the
heavy tasks such as global map optimisations and loop closure verification. If map expansion is
required, UcoSLAM allows to load of the previous map, and once the camera is well localised, the

mapping process can continue.

As the project is still in progress, not all the features are yet applied or completed. In this case, it
means that we can only insert a single value to all the marker’s sizes. This is an important limitation
to our project because, as we discussed previously, industrial applications can take advantage of
multiple marker sizes, depending on the user’s location. As said before, in the user workspace, it
is essential to have multiple small markers to improve the robustness and larger ones on corridors.
For example, in the user workspace (e.g., Desk), it may not be possible to insert significant sized
markers and, on the other hand, on huge surfaces (e.g., corridors), small markers represent can be
hard to detect correctly, which introduces error, leading to both wrong mappings and erroneous

pose estimations.

5.2 UcoSLAM architecture

In the Fig. 5.1, a visualization of the UcoSLAM pipeline is shown, followed by a overview of the
system. However it does absolutely not replace the read of the original paper in order to understand

the equations and methodologies used.
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Figure 5.1: UcoSLAM architecture (from [39])
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The following five sets of information are used to create the environment map:
* Set of keyframes

This set stores the minimal ammount of required frames for the keypoints to be referenced
to. This set is contained in the set of frames, where each frame stores the time of capture,
pose that transforms the points from the global reference system to the camera reference

system, and the intrinsic parameters of the camera used.
* Set of Map Points

This set stores all the points that must store its 3D position based on the triangulation of
the same keypoints on multiple keyframes and the viewing direction (average of all the key
points that share the point in analysis) and its descriptor.

The keypoints, detected through an image pyramid technique, must have their own set, which
stores the level of the image it was taken from, the 2D pixel coordinates upsampled to the

first level of the pyramid (level 0), and a descriptor.
* Set of fiducial markers

The set of markers can easily be described by the marker’s scale, pose, and corners default

position on the plane Z=0.
* Set of connection graphs

A connection graph is defined by the weight of each keyframe with his neighbors. It is based

on the number of points and markers shared between the keyframes.
* Set of keyframe features

For relocalization purposes, if no markers are detected, the system uses a keyframe recog-
nition method based on a BoW with the keyframes’ features in the map taking advantage of

vectorial operations.

5.3 Ucoslam Pipeline

Assuming the intrinsic parameters are estimated before the use of the system, the combined use
of keypoints and ArUco markers for tracking and relocalization is the primary distinction in the
UcoSLAM method compared with typical visual SLAM alternatives.

Every time a new frame is presented to the system, the UcoSLAM system creates and updates a
map of the environment. It employs homography, a fundamental matrix (using keypoints), and
one or more markers for map initialization. The system begins tracking or relocalization when the
map has been initialized. When the system identifies the camera pose in the previous frame, it
attempts to estimate the current location using the previous frame as a starting point. The track-
ing in the system is based on keypoint and marker corner reprojection errors. Before tracking, a
reference frame is chosen as the map keyframe, including frequent matches to the frame exam-

ined in the previous instant. The system looks for loop closures produced by ArUco markers once
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the tracking procedure is complete. The system proceeds to keyframe insertion, loop fusion, and
global optimization if a loop closure is spotted. If the loop closure is not spotted, the system falls
back on the map manager block, which initiates the culling process whenever a new keyframe is
entered.

By eliminating duplicate information from the map, the culling process helps to keep the map size
reasonable by checking for keypoint loop closure after the culling process. The system conducts
local optimization to incorporate the new information if the keypoint loop closure is not recog-
nized. If the system detects the keypoint loop closure, it proceeds to the loop fusion and global
optimization phases. If the system’s tracking procedure failed in the previous frame, the system
switches to relocalization mode. It verifies the markers already recorded on the map in the re-
localization mode. The bag-of-words (BoW) technique is used if the relocalization mode cannot

recognize the known markers.

5.4 Transfer of Estimated Poses Between Programs

The process of incorporating UcoSLAM in our project would trigger inevitable slowdowns in
this project. To face such a problem and rapidly have a working prototype, every new camera
poses estimated by UcoSLAM is sent via UDP connection to our main program, responsible for
displaying the virtual elements to the user. The UDP connection is, for now, the bridge connecting
both programs allowing the merge in order to create the Augmented Reality experience we are
trying to provide to the user. This connection avoids time lost in dependencies conflicts and redoing
much of the work already implemented. Furthermore, this approach allows the frame to be taken
and sent wirelessly from the camera to a powerful computer running UcoSLAM, which sends the
poses back to the display. Once the main program receives the pose estimated by UcoSLAM,
the camera’s pose will be filtered by a Constant Acceleration Model of a Linear Kalman Filter,
based on [51], to obtain a more stable and consistent estimation over time and estimate the poses
in between transfers. Even though the Extended Kalman Filter implemented in [36] is the final
objective because of the non-linear rotations, it requires a modifications in the approach. The

overview of this architecture can be found in the Fig. 5.2
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Figure 5.2: LKF Architecture applied after the pose estimation

5.4.1 Immediate Improvements in this Application

1. Stability and smoothness of the camera pose: As discussed previously, by predicting the
next frame pose and correcting it based on the observations, we nearly eliminate the tremble

in the camera pose over time and minimize single erroneous estimations.

2. Frame rate: If the Augmented Reality application frame rate is linear to the number of
poses estimated by UcoSLAM, it would have a continuously variable frame rate and the
possibility of falling to small values because the pose estimation from UcoSLAM tested
provided roughly 15 to 45 pose estimations per second.

Because an ideal Augmented Reality experience for the user requires high and very stable
frame rates, the filter provides a virtually invariable frame rate experience as long as a decent
estimation rate is provided by predicting the camera’s pose in between transmissions of poses

from the UcoSLAM to our program.

3. Possibility of including multiple sensors: such as IMU to further improve the pose esti-
mation in the UcoSLAM project or provide better predictions in-between pose transfers (as
future work).

5.4.2 Linear Kalman Filter Design

The implementation of the Kalman Filter from OpenCV [6] is integrated in this project, it takes
care of behind-the-scenes calculations discussed in Section 3.4, which follows the general diagram

of a linear kalman filter as shown in fig 5.3.
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Figure 5.3: Kalman Diagram

Kalman State Matrix:

One of the main objectives of the referenced work, is the filter both translation and rotation of the
camera pose. Thus, assuming a constant acceleration filter, it requires the translation, rotation, and
the first and second derivatives of both. Each of the mentioned requirements can be represented
as a set of three variables. Accordingly, there are six sets of three variables, each representing the
position, velocity, acceleration, Euler rotation (roll, pitch, and yaw), angular velocity, and angular
acceleration. Merging it, the Eq. 5.1 arises for a system with the following state vector of 18 states,

represented in the state matrix Eq. 5.2.

X = (29,2, 8,0,2, #,§),%,1,0,0,9,0,0,,0,0) (5.1)
[ A7 O3x3 o+ oo o O3]
03x3 A2
: o Iy . :
A= 33 (5.2)
. .. Al .
Az O3x3
[03x3 =+ oo o Ogxg 33 (18x18)
1 0 0d 0 0 di2 0 0
Ai=10 10 0 d 0 0 dt?* 0 (5.3)
001 0 0 d 0 0 dt? 500
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1 00 d 0 0
As=10 1 0 0 dt 0 (5.4)
0010 0 dtf,,

The B matrix will be ignored for now as no known control variables exist. The delta time here
could be provided in it, but this simple implementation works well in our results. It is possible to

write a simplified version of the current state as:

ka =AXp_ 1+ W, (5.5

Kalman Measurement Matrix: Extrapolating the information from the state vector, the mea-
surement matrix Y, to account for the position (x,y,z) and rotation (1,6,¢), must be conceived as

follows.

[1 0 0 0356 0 0 0 O3]
01 0 0356 0 0 0 O35
Y |00 1 Osxs 00 0 05 56)
00 0 0356 1 0 0 036
00 0 0336 0 1 0 Oz
00 0 036 0 0 1 Osug],,,

Kalman Noise Covariances: The noises for the process and measurements are fixed and equal to
the default OpenCV values because, based on our observation, they work well for our application.
Based on how much we trust each sensor observation on each frame, we could vary their value,

but the slight quality improvement would require additional time and would not be worth it.

Initial Process Covariance Matrix The initial estimate is not particularly important because the
Linear Kalman filter has the advantage of quickly converge to the correct value. Because of this,
the default OpenCV values are used (Identity Matrix). In other words, the Kalman Gain, which
varies from 0 to 1, will be very high in the initial iteration of the filter. This high value represents
low stability in the estimates, making the Kalman Gain weight choose the measurements over the
prediction as they are considered accurate. It is expected for the Kalman Gain to decrease very
quickly, particularly in the initial estimations with observation.

5.5 Tests and Results

This section presents experiments realised with the above methodology to provide information

about UcoSLAM monocular camera pose estimation.
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5.5.1 Experiment Setup:

Similar to section 4.6.1, the same calibrated smartphone camera was used in these tests to record
the videos. Here, the camera settings were 1080@60 in the offline mapping process and 1080@30
while running localisation standalone. In this case, the markers are required to have the same size,
and their placement over the laboratory and surrounding corridors was done to help map complex
or repetitive textured areas such as white walls and the corridors themselves. Furthermore, multiple

were placed around the user workspace to aid the localisation algorithm and improve robustness.

There were two tests realised. The first test aims to map the user workspace for later localisation
of the camera, which is sent via a connection to the Augmented Reality application that filters the
received camera poses via a Linear Kalman Filter and displays the corresponding virtual elements.
Of interest are the percentage of tracking over the video sequence, the median number of poses
transfered, the frame rate perceived by the user, and the amount of time taken to map such envi-
ronment. The second test aims to test the mapping over an extended area. Here, the markers were
placed in the problematic areas of keypoints extraction and comparison around the laboratory and

large loop closure was tested.

Take into consideration that quantitative information about UcoSLAM is already provided in their

publication. Here, the focus is demonstrating the integration of this work in Augmented Reality.
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5.5.2 Results:
First Test - Workspace

Multiple markers were placed around the workspace, and the origin axis of the created map was set
to correspond to one of the markers. Multiple attempts to map the workspace taking advantage of
multiple threads were made, but the results were inconsistent, leading multiple times to a worthless
map. Therefore, the only attentions taken while running the mapping process were running it in
sequential and offline modes, which took more time but provided a decent map of the environment
as expected. In Fig. 5.4, a sequence of some frames taken from the mapping process is shown,
followed by a brief discussion.

Figure 5.4: UcoSLAM Mapping Demo 1 - Mapping Process

In Fig. 5.4, it is possible to observe the detection of the structural keypoints in “a” (blue points),
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tracks the ones that exist among continuous frames in “b” (red points), some of which, if consistent
over time, are part of the green keypoints in “c”, meaning they are stored in the map. In the
meantime, it also found and mapped some markers, which enabled the application of the map
scale. These three figures represent the left side of the area to be mapped.

In “d”, “e” and “f”, it is possible to see how the map grows over time as the right side of the area
is mapped, and the choice between keeping or not the temporal keypoints represented in red is
made. The blue objects in these last three figures are the resulting keyframes, the orange object
is the current camera pose estimation related to the red keyframe, and is the one that the current
keypoints detected are being related to until the coming culling process. In Fig. 5.5, the keypoints
are turned off visually to provide the reader with better visualisation of the markers already mapped

in the mentioned process.
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Figure 5.5: UcoSLAM Mapping Demo 1 - Markers Only

Intable 5.1, itis possible to understand how UcoSLAM estimations vary a lot, being uncomfortable
if used directly to estimate the virtual object pose, mainly when its performance is low. The Linear

Kalman Filter estimates in-between pose transfer to provide a much higher FPS to the user.

Results
Transfers FPS

min | median | max | min | median | max

Local % Tracking

Workspace 100 17.76 | 21.03 | 34.59 | 362 415 1166

Table 5.1: UcoSLAM - Workspace Mapping

Note: The programs were running on the same machine concurrently. The machine has an Intel I5
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7300HQ and an NVIDIA GTX 1050. Typical values of our application when running standalone
go beyond the 700 FPS.

Finally, using the previous map, Fig. 5.6 shows some virtual elements in an Augmented Reality
Application as proof of concept in its top half part, while showing the structural keypoints and
markers of the particular frame the pose estimation happened. The top half of the figure has a
black background because it corresponds to the transparent part of the displayed image on the
Smart Glasses device, providing the superimposed imagery. The bottom half of the figure shows

the features used to localise the camera.

Figure 5.6: UcoSLAM Visualisation Demo
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Second Test - Loop Closure While Navigating Around The Laboratory

In this test, it is interesting to see how the algorithm succeeds in mapping a bigger area and how it
handles a loop closure. In Fig. 5.7 it is possible to visualise the final map where the circled area
represents the laboratory, where the mapping process took more than three hours. In Fig. 5.8, it is
possible to visualise the map construction overtime where in “a” the blue circled area is the main
entrance of the laboratory floor, in “b” the blue circled area is closest stairs and elevator retative
to “a”, in “c” the blue circled area is the middle outside area and in red the laboratory workspace
of the previous demo. Finally, in “d”, the blue circled area is where the loop closure was detected.
Note how the areas circled in “c” were corrected, drifting to the right and down.
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Figure 5.7: UcoSLAM Mapping Demo 2 - Final Map
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Figure 5.8: UcoSLAM Mapping Demo 2 - Mapping Process

59



6

Conclusion and Future Work

This work goal was to enable Augmented Reality in the industry, particularly in the assembly line
of the mould industry. It requires the estimation in real-time of where the worker is looking to be

able to superimpose the information with the real world.

Therefore, a robust way to estimate where the user is looking was developed using fiducial markers
and Smart Glasses, which have a monocular camera system mounted on the user’s forehead. The
Smart Glasses enable the record of a user field of view to detect the markers placed freely on
the environment while concurrently displaying the virtual elements. At the same time, the fiducial
markers provide a way to ensure that keypoints exist while providing robustness, absolute pose and
scale. Having the video feed of the user field of view, an algorithm that enables the simultaneous
mapping and localisation of the camera was developed by relating the markers detected in the same
frame, which might have different sizes depending on the area to be mapped. A supplemental
application was built to enable an easy way to establish the sizes of the markers, which was a
requirement as smaller ones are ideal for mapping the workspace, and bigger ones are better used
for complex areas such as corridors. This relation was then used to create a tree-like data structure
where each node is a marker, and the connections between a node and its parent represent a map

relation.

As the relationship algorithm was being developed, the biggest problem of this project emerged,
the ambiguity in the pose estimation of the markers, which was reduced with the implementation
of EKFPnP but not entirely removed, particularly as they get farther from the camera. Once the
filter implementation was finished, the uncertainty resulting from the marker poses substituted the
naive implemented in the initial mapping algorithm, which hugely improved its robustness and
reduced errors. The same EKFPnP was then used in the Augmented Reality visualisation process.
However, in the first case, it was fed with only the four corners of each marker individually, and
in this scenario, it is fed with all the detected marker corners to maximise the number of 2D-3D
correspondences used in the estimation of the PnP problem. The finished product works appro-
priately, but future work is favoured to include more sensors to the EKFPnP, providing more data
that can further reduce the errors and provide estimation even without detecting markers. The am-
biguity problem mentioned above must be considered, as UcoSLAM authors also observed and
even mentioned that they believe it is why markers-based maps were not developed in the past.

The introduction of Speeded Up ArUco would also be great in this application, as it enables the
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input of videos with higher resolution, which helps in the pose estimation problem as the solvers
are fed with more precise data while detecting the markers very efficiently. The algorithm would
also benefit immensely from the integration of loop closure, local and global optimisers.

To provide a real world scenario, a multiplayer chess game was developed, and it is possible to
conclude that the virtual elements align very well with the real world and that the experience is

very smooth and robust, even if the before mentioned suggestions are not yet implemented.

On the other hand, even though UcoSLAM does not fill all the required criteria in our list, such as
having multiple sized markers, this work has proven to be very precise and reliable to map a larger
area than the user workspace using both structural and artificial keypoints. Its implementation to
our project was done where the video feed and pose estimation were sent wirelessly, except for the
offline mapping process. As the pose is received in the Augmented Reality visualisation program
by a process running in a separate thread with this specific task, the primary program filters the
received poses in a Linear Kalman Filter smoothing the estimations and providing a much higher
frame rate to the user by predicting in between transfers.

As the first implementation was concluded, multiple essential parts of UcoSLAM can be improved
by our approach by integrating the multiple marker size solution and EKFPnP, which would not
only improve the pose estimation but also enable multiple sensors to be used, as this project already
offers multiple of the challenging suggestions provided to the first method.

The tests realised with the integration of this method provide a genuinely satisfactory result when
mapping more expansive areas than the previous method. On the other hand, it is also much slower
but has the functionality of offline mapping and, while in visualisation mode, the Kalman filter

predictions compensate for it.

Finally, it is now encouraged for future work to be developed on top of this approach to develop a
true Augmented Reality application and its test in a wider variety of use cases that were not tested,

such as mobile robot localisation, video games, and drones.
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