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Abstract 

Information-Centric Networking (ICN) is a new networking concept devised to cope with 

the challenges faced by the current design of Internet communications, such as the rising 

number of users and the mobility of the devices. Although this concept already has some 

features that are relevant for current Internet usage, such as in-network caching capabilities 

and content replication, there are still some relevant improvements to be developed. 

One of the key aspects of ICN is the ability to deal with node mobility, since there are no 

persistent connections, making it stand out from the current Internet design. However, 

although ICN supports mobility, there are still no optimizations to better serve users on the 

move. By tracking the contents’ popularity at the users’ sources, it is possible to pre-cache 

related contents to the ones accessed by the users at their destination. This pre-caching 

allows to better serve those users when they arrive, providing reduced delays while obtaining 

the pre-cached contents.  

Content-Centric Networking (CCN) is one of the existent ICN architectures and here we 

propose an improvement to CCN mobility capabilities: smart relocation of contents, based 

on users’ movement. In this work, we design, implement and validate smart content 

relocation mechanisms able to integrate with the core system of CCNx to anonymously 

monitor data requests and relocate relevant data according to the users’ upcoming 

destination prior to their arrival. This will allow an improvement on the users’ service 

experience, namely regarding delay, when using CCN with content relocation. 

Keywords 

CCNx, Content Relocation, Content-Centric Networking, Information-Centric Networking, 

Mobile-Cloud Networking, Monitoring, Multiple-Attribute Decision-Mechanisms 
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Resumo 

Information-Centric Networking (ICN) é um novo conceito de redes criado com o 

objectivo de ultrapassar alguns dos obstáculos encontrados pela actual forma de 

comunicação da Internet, tais como o crescente número de utilizadores e a mobilidade dos 

dispositivos. A possibilidade de fazer caching por toda a rede e de replicar conteúdos são duas 

das características base deste novo conceito, que tem ainda muitos aspectos onde pode ser 

melhorado. 

No ICN não existem ligações permanentes entre dois nós, ao contrário do actual conceito 

da Internet, o que faz com que este consiga lidar bem com a mobilidade dos nós, um dos 

principais aspectos que se salienta comparando à actualidade. No entanto não foram ainda 

desenvolvidas nenhum tipo de optimizações para melhor responder aos utilizadores que 

estão em movimento. Através da monitorização dos conteúdos populares entre os 

utilizadores, é possível fazer um pre-caching quando estes se movem, para assim melhor a sua 

experiência quando chegam ao destino, nomeadamente apresentando atrasos menores. 

Content-Centric Networking (CCN) é uma das várias arquitecturas de ICN existentes à qual 

é proposta uma melhoria: relocalização inteligente de conteúdos com base no deslocamento 

dos utilizadores. Neste trabalho desenhamos, implementamos e validamos esta proposta e a 

sua integração com o sistema base do CCNx através da monitorização anónima dos 

conteúdos e da migração dos conteúdos relevantes para o destino dos utilizadores. Esta 

migração permitirá uma melhoria na experiência dos utilizadores, nomeadamente em termos 

de atraso quando usam CCN com a relocalização dos conteúdos. 

Palavras-chave 

CCNx, Content-Centric Networking, Information-Centric Networking, Mecanismos de 

Decisão Multi-Objectivo, Mobile-Cloud Networking, Monitorização, Relocalização de 

Conteúdos 

  



Smart Content Relocation in Content-Centric Networks 

 iv 

Table of Contents 

1 Introduction ...................................................................................................................... 1 

2 State of the Art ................................................................................................................... 3 

2.1 Information-centric networking (ICN) ............................................................................................................... 3 

2.1.1 Data-Oriented Network Architecture (DONA) .................................................................................... 5 

2.1.2 Content-Centric Networking (CCN) ........................................................................................................ 5 

2.1.3 Publish-Subscribe Internet Routing Paradigm (PSIRP)........................................................................ 7 

2.1.4 Network of Information (NetInf) ............................................................................................................ 7 

2.2 Relocation Mechanisms ......................................................................................................................................... 7 

2.3 Decision Mechanisms ............................................................................................................................................ 8 

3 Research Objectives and Approach Method .................................................................. 10 

3.1 Research Objectives ............................................................................................................................................ 10 

3.1.1 Relocation Tools ....................................................................................................................................... 10 

3.1.2 Content Monitoring.................................................................................................................................. 11 

3.1.3 SCORE Mechanism ................................................................................................................................. 12 

3.1.4 Validation ................................................................................................................................................... 14 

3.2 Methodology ......................................................................................................................................................... 14 

3.2.1 ICN Implementation ................................................................................................................................ 14 

3.2.2 Content migration ..................................................................................................................................... 15 

3.2.3 System Validation ..................................................................................................................................... 15 

4 Work Plan and Implications ........................................................................................... 16 

4.1 Initial planning of the second semester ........................................................................................................... 16 

4.2 Revision of the second semester plan .............................................................................................................. 18 

4.3 Work evolution ..................................................................................................................................................... 20 

5 Developed Work .............................................................................................................. 22 

5.1 SCORE System Overview .................................................................................................................................. 22 

5.2 Sequence Diagram ............................................................................................................................................... 23 

5.3 CCNx Router ........................................................................................................................................................ 23 

5.4 CCN Server ........................................................................................................................................................... 24 

5.4.1 ServerReceiver ........................................................................................................................................... 24 

5.4.2 ServerProcesser ......................................................................................................................................... 24 

5.4.3 Monitor ....................................................................................................................................................... 25 

5.5 CCNx Modules ..................................................................................................................................................... 25 

5.6 Database ................................................................................................................................................................ 26 

5.7 FMC Manager ....................................................................................................................................................... 27 

5.7.1 Monitor ....................................................................................................................................................... 27 

5.7.2 Webserver ................................................................................................................................................... 27 

5.7.3 Migration .................................................................................................................................................... 28 



Smart Content Relocation in Content-Centric Networks 

 v 

5.8 Mobility-Prediction Middleware ........................................................................................................................ 28 

6 Tests and Evaluation ...................................................................................................... 29 

6.1 Test bed Specification ......................................................................................................................................... 29 

6.2 Scenarios Specification ........................................................................................................................................ 30 

6.3 Tests Specification ............................................................................................................................................... 31 

6.4 Results .................................................................................................................................................................... 32 

6.4.1 First specification of the SCORE mechanism ..................................................................................... 32 

6.4.2 Second specification of the SCORE mechanism ................................................................................ 35 

6.5 SCORE mechanism validation .......................................................................................................................... 40 

7 Conclusion and Future Work .......................................................................................... 43 

8 References ....................................................................................................................... 45 

9 Appendix A ..................................................................................................................... 48 

10 Appendix B ..................................................................................................................... 50 

11 Appendix C ..................................................................................................................... 58 

 

  



Smart Content Relocation in Content-Centric Networks 

 vi 

List of Figures 

Figure 1 – ICN model .........................................................................................................................................3 

Figure 2 – Interest processing flowchart ..........................................................................................................6 

Figure 3 – Content processing flowchart .........................................................................................................6 

Figure 4 – Gantt Diagram with the second semester planning ................................................................. 16 

Figure 5 – Final Gantt Diagram ..................................................................................................................... 21 

Figure 6 – SCORE System Overview ............................................................................................................ 22 

Figure 7 – SCORE System Sequence Diagram ............................................................................................ 23 

Figure 8 – Database Entity-Relation Diagram ............................................................................................. 26 

Figure 9 – Components of the FMC evaluation .......................................................................................... 29 

Figure 10 – Line matching colour scheme .................................................................................................... 32 

Figure 11 – Results of test 1 in the Normal scenario .................................................................................. 33 

Figure 12 – Results of test 2 in the Normal scenario .................................................................................. 33 

Figure 13 – Results of test 9 in the Normal scenario .................................................................................. 33 

Figure 14 – Results of test 13 in the Normal scenario ................................................................................ 34 

Figure 15 – Merged results of test 2 in the Normal scenario ..................................................................... 34 

Figure 16 – Merged results of test 9 in the Normal scenario ..................................................................... 35 

Figure 17 – Merged results of test 13 in the Normal scenario .................................................................. 35 

Figure 18 – Percentage of files correctly identified ..................................................................................... 36 

Figure 19 – Files correctly moved .................................................................................................................. 37 

Figure 20 – Percentage of value achieved in the Normal scenario ........................................................... 37 

Figure 21 – Percentage of value achieved in the YouTube scenario ........................................................ 38 

Figure 22 – Percentage of value achieved in the Webserver scenario ...................................................... 38 

Figure 23 – SCORE validation scenario........................................................................................................ 41 

Figure 24 – SCORE validation delay results ................................................................................................. 41 

Figure 25 – MCN Entities [41] ....................................................................................................................... 48 

Figure 26 – Results of test 1 in the Webserver scenario with 2000 files .................................................. 50 

Figure 27 – Results of test 2 in the Webserver scenario with 2000 files .................................................. 50 

Figure 28 – Results of test 9 in the Webserver scenario with 2000 files .................................................. 50 

Figure 29 – Results of test 13 in the Webserver scenario with 2000 files ................................................ 51 

Figure 30 – Results of test 1 in the YouTube scenario with 2000 files .................................................... 51 

Figure 31 – Results of test 2 in the YouTube scenario with 2000 files .................................................... 51 

Figure 32 – Results of test 9 in the YouTube scenario with 2000 files .................................................... 51 

Figure 33 – Results of test 13 in the YouTube scenario with 2000 files .................................................. 52 

Figure 34 – Results of test 1 in the Webserver scenario with 20000 files ................................................ 52 

Figure 35 – Results of test 2 in the Webserver scenario with 20000 files ................................................ 52 

file:///C:/Users/Vitor/Documents/Aulas/Estágio/Dissertação/dissertação_vf_v05_noblanks.docx%23_Toc423620716


Smart Content Relocation in Content-Centric Networks 

 vii 

Figure 36 – Results of test 9 in the Webserver scenario with 20000 files ................................................ 52 

Figure 37 – Results of test 13 in the Webserver scenario with 20000 files.............................................. 53 

Figure 38 – Results of test 1 in the YouTube scenario with 10000 files .................................................. 53 

Figure 39 – Results of test 2 in the YouTube scenario with 10000 files .................................................. 53 

Figure 40 – Results of test 9 in the YouTube scenario with 10000 files .................................................. 53 

Figure 41 – Results of test 13 in the YouTube scenario with 10000 files ................................................ 54 

Figure 42 – Merged results of test 2 in the Webserver scenario with 2000 files .................................... 54 

Figure 43 – Merged results of test 9 in the Webserver scenario with 2000 files .................................... 54 

Figure 44 – Merged results of test 13 in the Webserver scenario with 2000 files .................................. 54 

Figure 45 – Merged results of test 2 in the YouTube scenario with 2000 files ....................................... 55 

Figure 46 – Merged results of test 9 in the YouTube scenario with 2000 files ....................................... 55 

Figure 47 – Merged results of test 13 in the YouTube scenario with 2000 files .................................... 55 

Figure 48 – Merged results of test 2 in the Webserver scenario with 20000 files .................................. 55 

Figure 49 – Merged results of test 9 in the Webserver scenario with 20000 files .................................. 56 

Figure 50 – Merged results of test 13 in the Webserver scenario with 20000 files ................................ 56 

Figure 51 – Merged results of test 2 in the YouTube scenario with 10000 files .................................... 56 

Figure 52 – Merged results of test 9 in the YouTube scenario with 10000 files .................................... 56 

Figure 53 – Merged results of test 13 in the YouTube scenario with 10000 files .................................. 57 

 

 

 

  



Smart Content Relocation in Content-Centric Networks 

 viii 

List of Tables 

Table 1 – Revised tasks for the second semester ......................................................................................... 19 

Table 2 – Message format to request a cache migration ............................................................................. 24 

Table 3 – Message format to request a repository migration ..................................................................... 24 

Table 4 – Message format of the reply .......................................................................................................... 25 

Table 5 – Message format of the log transfer ............................................................................................... 25 

Table 6 – Scenarios Specification ................................................................................................................... 30 

Table 7 – First test set specification ............................................................................................................... 31 

Table 8 – Knapsack results per scenario ....................................................................................................... 36 

Table 9 – Processing time of the MADM algorithms in the Normal scenario (seconds) ..................... 39 

Table 10 – Processing time of the MADM algorithms in the YouTube scenario (seconds) ................ 39 

Table 11 – Processing time of the MADM algorithms in the Webserver scenario (seconds) .............. 40 

 

  



Smart Content Relocation in Content-Centric Networks 

 ix 

Acronyms 

API  Application Programming Interface 

CCN  Content-Centric Networking 

CDN  Content Distribution Networks 

CS  Content Store 

DCE  Direct Code Execution 

DONA Data-Oriented Network Architecture 

FIB  Forwarding Information Base 

FMC  Follow-Me Cloud 

ICN  Information-Centric Networking 

ICNaaS ICN as a Service 

IoT  Internet of Things 

IP  Internet Protocol 

LRU  Least Recently Used 

LTE  Long Term Evolution 

MADM Multiple Attribute Decision Making 

MCN  Mobile Cloud Networking 

MIP  Mobile IP 

MOBaaS Mobility and Bandwidth Availability Prediction as a Service 

NDO  Named Data Objects 

NetInf  Network of Information  

NRS  Name Resolution Service 

PARC  Palo Alto Research Center 

PIT  Pending Interest Table 

PKI  Public Key Infrastructure 

PMIP  Proxy Mobile IP 

PSIRP  Publish-Subscribe Internet Routing Paradigm 

PURSUIT Publish-Subscribe Internet Technology 

RWP  Random Waypoint 

SAIL  Scalable and Adaptive Internet 

SCORE Smart COntent RElocation 

TCP  Transmission Control Protocol  



Smart Content Relocation in Content-Centric Networks 

1 

1 Introduction 

Nowadays, the Internet has been facing different problems and challenges such as the 

continuous increase of networking-capable devices, as well as the growth in Internet traffic 

[1], motivating a redefinition of the Internet concept and the coining of the Internet of 

Things (IoT). 

The Internet was originally designed so that a few distant devices could share information 

between them, host-to-host. Protocols and respective architectures were initially created 

based on this assumption. The communication between a source and a destination hosts 

relies on addresses specified according to the Internet Protocol (IP) [2]. In this case, IP 

addresses assume the role of locators and identifiers, which represents an issue given the 

limits of IPv4 addresses. Indeed, the explosion of mobile devices connected to the Internet 

accelerated the use of these identifiers surpassing the maximum number of identifiers 

supported by IPv4. At this point, a new type of host identifier, IPv6 [3], was developed and 

protocols were modified to work simultaneously with both mechanisms, to avoid 

disruptions on existing Internet services. Nonetheless, IPv4 has mostly prevailed, and 

networking remains mostly as host-centric. This concept however, is not well aligned with 

nowadays Internet usage, where many users access the same information in a close period of 

time and location and where scalability is a constant issue. All these problems motivate the 

existence of content replication, since it allows decreasing the usage of core-network 

bandwidth and reducing delays while requesting popular data. Some mechanisms were 

designed to integrate content replication in the current Internet, such as Content 

Distribution Networks (CDN) [4] or Peer-to-Peer Networks [5].  

Another problem faced nowadays is the growth of mobile devices and their usage while 

travelling. This raises challenges such as passing through multiple cells when using 3G or 4G 

network technologies such as Long Term Evolution (LTE) [6] – for instance while travelling 

by train or car. To cope with this kind of usage, some protocols for mobile IP were 

proposed, such as Mobile IP (MIP) [7] or Proxy Mobile IP (PMIP) [8]. However, these 

protocols only support addressing and route optimization. The need for this kind of 

mechanisms comes from the fact that some existing transport protocols, for example 

Transmission Control Protocol (TCP) [9], were developed for fixed nodes and use the IP 

address to keep the session state during the communication. If one of the nodes would 

move during the communication, the same IP had to be kept otherwise the communication 

would have to be restarted. 

With all these problems and requirements in mind, a new Internet concept was proposed, 

focused on the what (the content) instead of the where (the hosts). Since a new concept was 

being designed, the objective was to solve most of the problems faced nowadays allowing 

for in-network caching and content replication without losing the focus on the security of 

the data. Information-Centric Networking (ICN) [10] was then proposed as a broad concept 

describing in general all the features that should be implemented as a new Internet Protocol. 

ICN was designed with the purpose of solving two of the problems identified in the current 

Internet design, the mobility and the scalability issues. However, there are still some 

improvements that can be made and features that can be added being the relocation of 

contents based on users mobility one of them. 
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Since one of the key aspects of ICN is the in-network caching capability, the most accessed 

contents from a certain location will typically be available in nearby routers, resulting mainly 

into local traffic data requests. When users move to a different location however, it is likely 

that the desired contents are located far away from the users’ new location, meaning that 

when the contents are requested again by the user, there will be an increased delay as well as 

an increase in the core-network usage. 

This work proposes the Smart COntent RElocation (SCORE) mechanism, with the aim of 

reducing the impact in the user’s perceived experience, in particular when moving from one 

destination to another with the help of mobility prediction mechanisms. The mechanism will 

monitor the traffic history, creating a complete view of what is requested at each location. In 

order to avoid raising privacy concerns, all the monitoring is done anonymously, since the 

SCORE mechanism will record what is requested at each location, but does not record who 

requested it. Mobility prediction is out of the scope of this work, being an external entity 

that will integrate with the work herein developed. 

When a relocation of contents is triggered, the SCORE mechanism will check what should 

be migrated according to the source location of the users moving, and populate the available 

storages near the destination location while considering that the users already present at the 

destination should not be neglected. 

SCORE, introduced in this document, will not only be validated in this dissertation but also 

in the context of Mobile Cloud Networking (MCN), a European Union FP7 Large-scale 

Integrating Project funded by the European Commission [11]. 

An analysis of the current state of the art on ICN is provided in Section 2, presenting the 

most important aspects that support this work, followed by the presentation of the 

established objectives and how they will be tackled, in Section 3. The work plan defined in 

the beginning of the dissertation is presented in Section 4 while also explaining a revision to 

that plan and its final implementation. Section 5 presents all the developed work during both 

semesters and Section 6 describes the performed evaluation, as well as the analysis of the 

obtained results. Finally, Section 7 concludes this document by presenting a final overlook 

on the contributions from this work.   
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2 State of the Art 

This section will describe related works that support the activities to be conducted during 

this dissertation, starting with the presentation of what ICN [12] is. Some of the different 

approaches available in literature will then be analysed, specifically the Data-Oriented 

Network Architecture (DONA) [13], Content-Centric Networking (CCN) [14], Publish-

Subscribe Internet Routing Paradigm (PSIRP) [15] and Network of Information (NetInf) 

[16]. Finally, the different types of relocation under evaluation will be reviewed, as well as 

existing decision and mobility prediction mechanisms. 

2.1  Information-centric networking (ICN) 

The current Internet concept has it focus on the hosts. Information-centric networking, 

instead, is a new concept focused on the contents (information) aiming to better satisfy the 

current Internet challenges where more and more contents and services are shared and used 

by many users at the same time and sometimes in nearby locations. Since ICN is a fairly 

recent concept that is still under definition, there are only a few proposed elements that are 

implemented by the available architectures under development and that are considered 

essential. These elements are Named Data Objects (NDO), Naming and Security, 

Application Programming Interface (API), Routing and Forwarding, and Caching [17] and 

are detailed in the following paragraphs. 

The main idea behind this concept is that despite the connection or the hosts being 

unknown, and therefore untrusted, any content coming from them can be trusted providing 

that the signer of that content is trustable. Therefore, looking at Figure 1, when a user 

requests content that is, for instance, stored in the cache of Router 2, it can be retrieved 

from that location since the content itself is a trustable copy of the desired object, in spite of 

Router 1 and Router 2 being untrusted, as well as the connection between them. This way, 

content can be fetched from the nearest location without the need to establish a trusted 

connection. 

 

Figure 1 – ICN model 
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Before explaining each of the elements proposed for ICN architectures, it is important to 

note some relevant nomenclature aspects. For instance, contrary to the current design where 

the source is where the packet came from, in ICN, the source, also known as producer or 

publisher, depending on the approach, is always the provider of the content whereas the 

consumers, or subscribers, are the ones requesting said content. According to the considered 

approach, besides the temporary caches, the content can come either from the producers 

themselves or from network storages. These storages are repository applications that are 

part of the ICN implemented architecture.  

The NDO is one of the most important aspects of ICN and it consists of an abstraction of 

all types of objects available on the Internet and accessible to any user, such as movies, web 

pages, documents or even live streams. With this abstraction, every object present on the 

Internet, either persistent such as a photo, or temporary such as a stream, is identified 

entirely by its name, regardless of its location and how it was transmitted. 

Naming and Security are intimately related to the NDO abstraction and are the centre of the 

ICN concept, which means that they are as important to ICN as the host identification is to 

the current Internet IP-based concept. Two important aspects have to be considered, 

uniquely identify each object and ensure that each object can be trusted. The need to know 

that each object can be trusted comes from the fact that an object can come from an 

unknown and/or untrusted router. To address these points each NDO, which can be either 

a complete file or a chunk, depending on the used approach, has a unique name – more 

commonly referred as prefix and certification. Two schemes are proposed to achieve this 

certification, one with a hierarchical approach and another with a flat namespace. The 

second one is a self-certifying scheme where each NDO can be verified without the usage of 

a third-party entity to ensure the trustfulness of a key. This self-certification is done by 

hashing the content of each object and embedding the hash in the name of each NDO 

resulting in names that typically are non-hierarchical and not human readable. The first 

approach, which uses a hierarchical scheme, uses a structure similar to the URLs used 

nowadays, which enables the possibility for aggregation of routing information. This also 

means that filenames can be easily identified by users, allowing them to manually type names 

and understand how files are positioned in the publisher hierarchy. This approach, however, 

requires a third-party entity to validate the keys shipped with each NDO, which can be 

considered as a downside. 

In the majority of the approaches, the content has to be published by the producer, by 

making it available in the network, and only after that, can it be requested by the consumer 

using the NDO name in a synchronous operation. Other approaches, such as PSIRP, use a 

different approach where the consumer firstly registers a request for a particular NDO, 

being later notified whenever that content is available. To make this possible for any type of 

application developed or upgraded to work with ICN, it is necessary to have a very well 

defined API that allows any application to publish or request objects from the Internet. 

The routing and forwarding features provided by ICN have also two different approaches, 

dependent of the used naming scheme, where names can either be aggregated or kept 

individually. One existing approach uses a Name Resolution Service (NRS), which keeps the 

location of storages in the network as well as the object’s names they contain. When a 

consumer sends a request, the NRS resolves the name to a source, routes that request to the 

available source(s) that will then send the content back to the consumer. The alternative 

approach does not need an extra element to translate names into sources, it directly routes 
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the requests from the consumer to the available sources in the network and when a source 

receives a request, the content is routed back to the consumer. In both approaches, there are 

different routing algorithms that can be used, depending mostly on the chosen approach and 

in the naming scheme being used. 

Finally, the caching aspect is also one of the important key features of the ICN concept. 

ICN proposes that every node can have a cache whether they are in operator-run 

infrastructures, user-run networks, or even mobile devices. With this approach, ICN 

combines caching at the network edge with in-network caching allowing that any node 

holding a copy of the desired content can satisfy existing requests. This cache is also 

application independent, which means it can hold any content from any source. Typically 

routers store in their cache all the contents that go through them, applying a Least Recently 

Used (LRU) replacement policy. 

As previously discussed, ICN is a concept under development and definition that at this 

point only sets some guidelines for the aspects to consider when developing an ICN 

architecture. Four different approaches will be presented, as well as their chosen solutions 

for handling the most relevant topics of ICN. 

2.1.1 Data-Oriented Network Architecture (DONA) 

In DONA’s approach, the producers register the data that they can serve into the resolution 

infrastructure, a set of resolution handler nodes. When a consumer wants an object, it sends 

a request, a Find packet, with the name of the object to the network, which is routed 

throughout the resolution handlers until it reaches the source or a node with the object in 

cache. When the desired object is located, it can either be routed back to the consumer 

through the same reverse path or through a more direct route. However, if the content is 

sent through the direct route, the caching capability of ICN is severely affected since the 

content will not pass through the middle caches. 

The registry of objects has associated expiry times, which means that content providers have 

to periodically renew the content registration. However, content providers can also register 

their prefix instead of every object that they possess. 

2.1.2 Content-Centric Networking (CCN) 

In the CCN implementation, all nodes are able to publish NDOs, either by having their own 

repository or by publishing to other repositories available in the network. The used routing 

protocols ensure that it is possible for any node connected to the network to locate the 

published NDOs. Since CCN uses a hierarchical naming scheme, the routing protocols are 

also able to perform aggregation. Regarding security, CCN uses a scheme of public key 

cryptography where trust in keys can be achieved by a mechanism similar to a Public Key 

Infrastructure (PKI). When a consumer wants an object, it sends a request (an Interest 

packet) that is resent by every router until the request lifetime ends or until a copy of the 

content is reached, either by reaching the source of the content or router with a copy in its 

cache, the Content Store (CS). In order to send the packets, each router has a Forwarding 

Information Base (FIB) that the routers use to send the packets in unicast or multicast based 

on the NDO’s prefix. When a router as a local repository, it has a FIB entry with an higher 

priority than the priority of other routers.  The data is then routed back through the reverse 

path populating the cache of every router it passes through. CCN routers have a Pending 

Interest Table (PIT) where the forwarded requests are stored as well as the origin of that 
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request. If the request for a content that has already been forwarded is received from 

another source, the new source is added in the PIT entry without sending a new request. 

When the expected content reaches a CCN router, the corresponding PIT entry is analysed 

and if there are pending requests, the content is forwarded to all the requesters. Figure 2 

illustrates the processing done at every router when an Interest message is received while 

Figure 3 shows the process flow when a Content message arrives at a router. 

 

Figure 2 – Interest processing flowchart 

 

 

Figure 3 – Content processing flowchart 
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CCN allows the usage of multiple strategies for the forwarding of requests based on 

topology aspects or even in the observed network performance. This makes possible the 

existence of load balancing at every router, which may result in a more balanced use of the 

network aiming at better serving all the users. As well as the ICN concept itself, CCN is still 

under development and specification. 

2.1.3 Publish-Subscribe Internet Routing Paradigm (PSIRP) 

In PSIRP, the matching between the publications and the subscriptions is made by a 

rendezvous system. When a producer wants to make a NDO available, it publishes it and 

when a consumer wants to get an object, it sends a subscription that is later matched to a 

content object. The rendezvous system will then notify the producer to send the data to the 

consumer that requested it. Since it is this system that matches the subscriptions with the 

publish contents, it is possible to subscribe content that is not still available since the 

rendezvous system can store the subscription until there is available content. If the content 

becomes available before the subscription expires, the content will be sent to the subscriber, 

otherwise, the subscription will be cleared and the subscriber will have to send another one. 

2.1.4 Network of Information (NetInf) 

NetInf implements the two approaches for routing described by ICN, the name resolution 

service and the name-based routing, in a hybrid system, which allows taking benefit from 

both approaches with the selection of the “best” available source while allowing for the 

aggregation of the routing information. When a producer wants to make content available it 

can either register the NDO in the Name Resolution Service (NRS) or use a routing 

protocol to announce the new routing information, if necessary. Even if the producer does 

not register a new entry in the NRS, any other router with that NDO in its cache can 

register it in order to make both mechanisms available for the consumers. A consumer can 

then use a NRS, if available, to resolve a name or just send a request, a Get packet, that is 

transmitted in a name-based routing approach by every router until it reaches a router with 

the NDO in cache or the NDO producer. 

This solution, when using the NRS approach has the same downside as DONA where the 

direct communication between the producer and the consumer means that there will not be 

any intermediate caches being populated with those NDOs. 

2.2 Relocation Mechanisms 

Presently, relocation of content according to user movement can either be the relocation of 

services, such as the Follow-Me Cloud (FMC) Concept [18], or the relocation of Content 

Delivery Network (CDN) serving points, as proposed by M. Liebsch et al. [19] where what is 

relocated are also machines, not only the content. 

FMC is a mechanism developed for the migration of services in TCP/IP networks from 

datacentre to datacentre, which assumes that there are cloud-enabled datacentres available at 

the edge of the network between which the services can be migrated. FMC controllers are 

distributed in the network and modify the packet forwarding mechanisms. By doing so, it is 

possible to manage the network infrastructure without affecting the communication between 

the client and the server. Then, triggered by user mobility, the FMC control mechanism will 

decide if it should migrate the service and where it should migrate it to, leveraging the costs 

of the migration and the benefits brought both to the client and to the network. 
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Content Delivery Networks consist of distributed servers that aim to provide in-network 

caching capabilities across the Internet. However, these caches do not work as web caches 

where what is stored are the latest objects to pass through it. CDNs are contracted by 

content/service providers to host and deliver their content, which brings benefits both to 

users, through higher availability and performance, and to the content providers by reducing 

the amount of clients served directly from their servers, reducing the amount of processing 

power necessary and thus reducing the costs. CDN owners pay network operators to host 

their servers, aiming to have multiple serving points near the users. However, these servers 

are still located at the network operators’ facilities meaning they are still away from the edge 

of the network. Unlike ICN routers, all CDN serving points will have similar contents since 

it is a contracted service, which means that when users move, although it can optimize the 

connection by changing the connection to another serving point, there will be no migration 

of contents according to the users’ preferences. 

2.3 Decision Mechanisms 

When it comes to decision mechanisms, they can be either relatively simple or extremely 

complex, depending on their application. This complexity is impacted by the factors or 

inputs to be considered and the complexity of the decisions to be made. For instance, when 

there are many inputs with few possible values or even few inputs but with many possible 

values, there are a lot of possible combinations between these that will translate in the final 

decision. If the possible outcomes are also just a few, it means that many combinations will 

translate in the same result which means that the decision making process can be optimized 

and simplified. However, if there are also a lot of possible outcomes, the process can be very 

complex since a small change in one value might translate in a complete different outcome 

for the decision making process. 

The analysis of big amounts of data can be done in various ways depending on how the 

result of that analysis will be used. Data mining is one process of analysing data that can 

itself be divided into multiple types according to its expected use. Classification and 

regression, such as decision trees and neural networks, for example, are two classes of data 

mining. This type of mechanism, however, relies on a very well defined number of 

parameters and values. But in some cases, the inputs for the decision making process are not 

so well defined and affect each other when being computed, since in some cases there is not 

a single correct decision, but rather a couple of fit decisions. 

Multiple-Criteria Decision-Making (MCDM) [20] is very important in situations where there 

are many attributes to be taken into account and where some of these attributes should be 

maximized and others should be minimized. The decision mechanism specified by B. Sousa 

et al. [21], MeTHODICAL, belongs to this type of mechanisms, and it is essentially a scoring 

mechanism that determines a score for each entry by comparing the values of each attribute 

and the ideal one, then outputting the list of scores. TOPSIS [22] and DiA [23] are two 

different algorithms that aim at achieving the same results. Although it might be easier to 

solve possible problems by talking directly to the author of the MeTHODICAL algorithm, a 

comparison of the performance of the three algorithms in this application will be made in 

order to choose the best one. 

A list of scores, however, is not exactly a decision but rather a step to get closer to it, so in 

cases like this, the decision making process is composed of multiple phases where different 
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mechanisms are used in a complementary way. By using a MCDM, one can have then a set 

of very well defined parameters and values, that can be used by another decision mechanism, 

such as a decision tree, for example, that will indeed output a decision based on all the 

known information, reflecting the information previously acquired by training and/or self-

learning.  
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3 Research Objectives and Approach Method 

The research objectives and the methodology used for this work will be described in this 

section. First, the objectives will be fully explained, followed by a detailed description of the 

planned tasks to achieve each one. 

Before detailing the objectives, and for better understanding some of them, it is important to 

specify in advance some of the chosen approaches, although these will be better explained 

and justified in section 3.2. The ICN implementation used during this project will be CCN 

and the content migration will be based on popularity. 

3.1 Research Objectives 

The main objective of this research, as the dissertation title suggests, is the development of a 

smart mechanism to relocate contents in content-centric networking, Smart COntent 

RElocation (SCORE). SCORE, being developed in the context of the MCN project, will be 

part of ICN as a Service (ICNaaS), one of the many services included in the project. A broad 

overview of the MCN project is presented in Appendix A. 

In order to achieve the global objective of this dissertation, SCORE, there are smaller goals 

to be accomplished, such as the selection of contents that should be migrated, the 

development of a support mechanism to perform the migration, the monitoring of 

processed contents and the definition of how to trigger the decision-making mechanism. 

This decision mechanism is the one that will select the contents to relocate, and where to, 

based on the movement of the users. 

The defined objectives, and related tasks that compose them, were analysed in detail as an 

initial planning phase, in order to better understand their implications throughout the 

development of the project. This subsection presents this preliminary analysis. 

3.1.1 Relocation Tools 

Since ICN, and in particular CCN, can support two types of data storing methods, one 

volatile, resorting to the caches of nodes, and one “permanent” in repositories, two different 

approaches for the relocation (migration) of content have to be implemented. 

3.1.1.1 Cache Relocation 

In this process, the content does not need to actually be migrated. Instead, the content has 

only to be placed at the destination cache and, considering that every node with a cache 

stores the content that passes through it, a simulation of a user request at the destination 

node will suffice to populate that cache with the desired content. Because of how the 

protocol was designed, the intermediate caches between the destination and the nearest 

source will also be populated with that content. 

3.1.1.2 Repository Relocation 

This is a more complex process than the previous one and the relocation/migration terms 

are not exactly appropriated to represent this action. What happens, in reality, is a content 

replication rather than relocation since the content will remain at the original source too. 
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This process will be much less used than the cache relocation but it is also necessary due to 

the existence of different caches and file sizes. Caches, being virtual, will be rather small in 

most of the cases, especially near the edge of the network where the great majority of the 

devices will be small. In fact, these are intended to serve a handful of users, such as the ones 

that operators install in the users’ homes, meaning that these routers will have less memory 

and inherently smaller caches. Because of this, some files may be much larger than the 

available caches at the desired destination, but that same node, or a near one, might have a 

repository available where to the file can be copied in order to optimize the user experience 

and reduce the bandwidth used in the core network. 

The implementation of both the Cache and Repository relocation mechanisms is detailed in 

Section 5.5. 

3.1.2 Content Monitoring 

Since the relocation will be based on content popularity, there is a need to monitor all the 

requested contents in order to distinguish between most popular contents and less popular 

ones, feeding this information to the decision algorithms. Moreover, considering that what 

might be popular in one area of the network may not be so in another area, implies that 

monitoring has to be differentiated according to the nodes’ location. The opposite is also 

true, meaning that the same content may be popular in two distinct locations, making it 

likely for such content to be already present in the cache of nodes close to the destination. 

Besides the variation in the popularity of content according to the location where the 

monitoring is being done, since what is popular for some users might not be popular to 

others, time is also an important factor, as what is popular this month, might not have been 

popular last month and it is probable that it will not be popular in the next month. 

Therefore, the monitoring process not only records the content information but also a 

timestamp. 

3.1.2.1 Local Monitoring 

Taking into consideration the need for differentiated monitoring, each node has the 

possibility of monitoring all of the processed contents. However, for privacy and anonymity 

purposes, end nodes are not expected to perform monitoring since it would solely 

correspond to the usage of a single host. Consequently, the monitoring of processed content 

will be considered as an optional feature for each node before its initialization. This means 

that when starting a router, one might choose whether or not that router will perform the 

monitoring of the processed contents and send that information to the central database. 

The modifications needed to be done in the code of the routers do not interfere in any way 

with is normal functions, meaning that routers with and without monitoring are able to 

communicate without any kind of problem. 

3.1.2.2 Centralized Monitoring 

While differentiated monitoring is a requirement throughout the network, it is also 

important to have all the collected information stored in a centralized location, allowing the 

decision mechanism to easily access it whenever needed. 

In order to accomplish this, a database will be created whose sole purpose is to store all the 

monitoring data collected by every node as detailed in Section 5.6. The data will be stored 

while keeping a relation between the processed content and the router where it was 
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requested, so that the differentiation is not lost when centralizing all the information. This 

means that besides the monitored data, the database will also contain information regarding 

the routers available in the network. 

3.1.3 SCORE Mechanism 

The SCORE mechanism is probably the most important component since it will be the 

centre of the entire operation. While the previously described elements are intended to 

gather all the necessary information, or to perform the migration of contents, it is up to the 

SCORE mechanism to use the gathered information and determine what should be 

migrated and when, after which it will instruct the migration mechanism about what should 

be done at specific nodes. In the context of the MCN project, the SCORE mechanism will 

be triggered by the Mobility and Bandwidth Availability Prediction as a Service (MOBaaS), 

another being developed in the scope of the MCN project. 

During the development of this work, two different specifications of the SCORE 

mechanism were done since when testing the first approach some problems were detected. 

3.1.3.1 SCORE Mechanism first specification 

The decision mechanism will be triggered when a user, or group of users, is moving from 

one location to another, or, in the best-case scenario, it will be informed in advance about 

users moving from one place to another at a specific time (mobility prediction). With the 

received information, the mechanism will query the database that holds the monitoring 

information to retrieve two lists. One of these lists includes the content popularity at the 

current location of moving users, while the second list contains the content popularity at the 

users’ given destination. The popularity is determined by counting the number of times each 

content is requested. 

The decision about which contents should be migrated does not solely depend on their 

popularity, there are also other factors that have to be taken into account. Some of these 

factors are the file size, the cache size, the cost of the migration (measured in time of 

transfer), the number of users moving and the number of users already at the destination. By 

determining a ratio that considers both file and cache sizes, as per Equation 1, it is possible 

to eliminate, a priori, files that are larger than the available caches. It is also important to 

maximize cache usage, by having as many cached files as possible, being popular files with a 

lower file/cache ratio the most preferred. 

𝑓𝑖𝑙𝑒 𝑐𝑎𝑐ℎ𝑒⁄ 𝑟𝑎𝑡𝑖𝑜 =  
𝑓𝑖𝑙𝑒 𝑠𝑖𝑧𝑒

𝑐𝑎𝑐ℎ𝑒 𝑠𝑖𝑧𝑒
 

Equation 1 

It is of paramount importance to know contents’ information, such as its popularity and 

size, both at the source and destination of the users, as well as the routers’ information, such 

as the cache size, in order to better determine what can be migrated, what should be 

migrated and what can be discarded. For instance, if the most popular content at the 

destination is the same as at the source, then there is no need to migrate that content since it 

is likely that that content is already at the destination caches. On the other hand, if the 

popular contents at the destination mismatch the popularity at the source, a compromise 

between both popular contents has to be reached. For this reason, the number of users 
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moving and the number of users already at the destination have to be taken into account, 

where a higher number of users will weigh more in the decision process. 

Based on the description done above, the metrics to be considered are: 

 Number of users moving; 

 Number of users at the destination; 

 Popularity of contents at the users’ source; 

 Popularity of contents at the users’ destination; 

 File sizes; 

 File/Cache size ratios; 

After deciding which contents are going to be migrated, the mechanism will instruct nodes 

at the destination to retrieve such contents to their cache and/or repository. This will ensure 

that the most popular files are already cached near the users’ arriving destination, reducing 

the delay when these objects are accessed. 

This was the first specification of the SCORE mechanism, however, after the first run of 

tests, a couple of question arose, which motivated a completely new analysis of the problem 

in order to find a different and better suited solution. The major question was how to 

determine the theoretical solution to compare with the output of the algorithms in order to 

evaluate if it was working as expected.  

Another question appeared when performing a mathematical analysis of the implementation 

of the MADM algorithms with the specified metrics, which proved that in this case, the 

usage of both the file size and file/cache size ratio metrics was unnecessary since they are 

directly related. 

3.1.3.2 SCORE Mechanism second specification 

At this point of the review of the problem, one major constraint specified from the 

beginning was also changed, instead of telling the routers what they should migrate, the 

SCORE mechanism will tell the routers what they should have stored in cache to better 

serve not only the new arriving users but also the ones that remain at that location. This 

means that now instead of lowering the priority of a file if it is very popular at the 

destination, it should be even higher, meaning that the popularity at source and destination 

should be averaged while also considering the number of users at each location. The other 

constraint that changed was that instead of considering one source of users and one 

destination, multiple sources could be considered providing that the users will arrive at the 

same destination at the same time. Equation 2 depicts the formula that determines the 

content popularity based on the popularity at each source (popSrc/reqSrc), the popularity at 

the destination (popDst/reqDst), the users moving from each source (movU) and the 

number of users that remain at the destination (dstU). 

𝑝𝑜𝑝𝐶𝑜𝑛𝑡𝑒𝑛𝑡𝑖 =
∑ (

𝑝𝑜𝑝𝑆𝑟𝑐𝑖,𝑘

𝑟𝑒𝑞𝑆𝑟𝑐𝑘
∗ 𝑚𝑜𝑣𝑈𝑘)𝑁

𝑘=1 +
𝑝𝑜𝑝𝐷𝑠𝑡𝑖

𝑟𝑒𝑞𝐷𝑠𝑡 ∗ 𝑑𝑠𝑡𝑈

𝑁 + 1
 

Equation 2 
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With this revision of the SCORE mechanism, the initial six metrics considered by the 

MADM algorithms were reduced to only two: 

 Content Popularity; 

 Content Size. 

By analysing the final approach it is possible to map it to a well-known optimisation 

problem, the 0/1 knapsack problem, where the router’s cache can be viewed as the sack, the 

content size the weight of each object and its popularity viewed as the value of each object. 

The concept behind both problems is the same, maximize the value considering that there is 

a size limit in the cache/sack. By following the knapsack algorithm, it is possible to obtain 

the best theoretical solution for each case, allowing the comparison with the output of the 

MADM algorithms, solving also the comparison issue found in the first specification. 

Resorting to the knapsack solution was considered as part of the SCORE mechanism, 

however achieving an optimal solution for such an optimisation problem is known to be 

NP-complete. Therefore using knapsack with the SCORE mechanism would not meet the 

expected real-time performance for content migration. Nonetheless, tests were performed 

and the SCORE mechanism could be adapted to use a knapsack implementation if it 

demonstrated high performance under these conditions. 

3.1.4 Validation 

The validation of all the developed tools and algorithms is one important aspect to consider 

during the proposal of a new mechanism. Since in the SCORE mechanism there are a lot of 

small independent tools interacting with each other, it is important to evaluate the correct 

work of each one individually and also evaluate the mechanism as a whole. 

In order to validate the relocation tools, both tools will be triggered manually with a set of 

defined contents to relocate to a certain destination. After each execution of a tool, the 

contents present in the destination will be examined to inspect if all and the correct contents 

were relocated to that location. The validation of the monitoring mechanisms will be done 

by simulating large quantities of requests of very well defined file sets, which are later 

compared with the information stored in the database, ensuring, this way, that all the 

requests were logged. 

With every tool validated individually, it is necessary to perform a validation of the entire 

system working together. To do so, this evaluation will be done in two steps, a validation in 

a small real test bed and a validation using simulation in order to perform scalability tests. 

3.2 Methodology 

In order to complete all the objectives described above, it is necessary to make some 

decisions in advance such as the ICN implementation to be used, and in which metrics will 

the migration of contents be based on. 

3.2.1 ICN Implementation 

The ICN implementation chosen was CCN due to many reasons. One of these reasons is 

the availability of the source code and its support. DONA, for instance, does not have an 

available implementation. PSIRP was continued in Publish-Subscribe Internet Technology 
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(PURSUIT) project 1 , which in the meantime has already ended. Although the project 

finished with a prototype completed, the support and further development has stopped. 

Similar to PSIRP, NetInf was continued in the Scalable and Adaptive Internet Solutions 

(SAIL) project that also already ended. There are still some new developments being made 

in NetInf, however, the available support is limited and there is no active community. 

CCN, more particularly the CCNx project, is an implementation by the Palo Alto Research 

Center (PARC) that is still active and under development with its new version, CCNx 1.0, 

released in 24 of June of 2015 under a commercial and an institutional evaluation licenses. 

However, until CCNx 0.8.2, the version used in this work, CCNx is an open-source 

framework.  Besides having a team dedicated to the further development of CCNx, and to 

provide the needed support to the community using CCNx, there is also a great public 

community around the project exchanging ideas and experiments. The implementation is 

also very well documented and detailed having many examples and tutorials to help better 

understand the ICN concept and how it works in reality. This active development and 

support is of extreme importance since during the development of this work some changes 

in the base code of CCNx might be necessary. 

3.2.2 Content migration 

Regarding the decision about the contents to migrate, since ICN emphasizes that the focus 

should be on contents and not on hosts, in the ICN concept there is no single user 

identification. Based on this premise, the contents could not be migrated based directly on 

which user was moving, so, to solve this, the contents to take into account will be the most 

popular ones at the user location. Triggering migrations based on a single user movement 

would also be quite challenging both to the decision mechanism and to the network, so the 

migration will focus on group mobility rather than single user mobility. This also improves 

the probability of moving important contents because if it were only a single user moving, 

there was a great chance that the popular contents at that location would be completely 

different from the user’s interest. 

3.2.3 System Validation 

The validation of the entire system is important to assess if it is working correctly, but also 

important is to see if this contribution actually brings benefits to both users and content 

providers. This is achieved by doing a comparison between the performance of the 

unmodified CCNx architecture and the architecture proposed in this work. 

To perform a comparison between these two architectures it is necessary to detail specific 

scenarios where both architectures can be evaluated under the exact same conditions and it 

is also necessary to specify the metrics that will be used to perform the comparison. The 

metrics used can be the number of cache hits and cache misses that represent, respectively, 

if a router when receives a request can reply to it or has to forward the requests, but also the 

delay to obtain a certain object, for example.  

                                                 

1 www.fp7-pursuit.eu 
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4 Work Plan and Implications 

The initial planning of the second semester that was presented in the intermediate report is 

revisited in this chapter, detailing the evolution and necessary adjustments of the work 

conducted during both the first and second semesters. 

4.1 Initial planning of the second semester 

The second semester was intended to focus mainly on the validation and fine-tuning of all 

the components developed during this work, as well as on their integration with each other. 

However, in the beginning of the semester, there was still some implementation work to be 

done, which resulted in changes to the initial planning. Although the MADM was already 

implemented, it was just the first part of the global decision mechanism that still had to be 

designed and implemented. After the development of all the components, the goal was to 

validate them in a small test bed environment in order to assess the correct operation and 

interaction with each other. The expected output from this validation was a paper, to be 

submitted to a scientific conference. After completing the validation, the plan was to 

perform the integration of the developed components with the NS-3 simulator [24], using 

the Direct Code Execution (DCE) framework [25], followed by another validation of the 

work done, this time focusing on scalability issues, which could result in another publication 

extending the previous one. Finally, at the end of the semester all be obtained results and 

progress made would be analysed in order to write the dissertation. 

In Figure 4 is shown the initial Gantt Diagram where the main tasks planned for the second 

semester are displayed, as well as the estimated start and end time of each of them. These 

tasks are detailed as initially defined, in order to better understand what would be done, 

while in the remaining sections of this chapter present an updated to revision to work 

performed during the second semester. 

Task 1 – Decision Mechanism: 

This task comprises the development of the SCORE mechanism to be part of the FMC 

Manager, the completion of the FMC Manager tool and the final integration between all the 

developed components. 

At the end of the first semester, only a part of the FMC Manager component was already 

completed. One of the key missing parts was the decision mechanism as a whole, which still 

had to be developed and integrated with the chosen external scoring mechanism. 

Figure 4 – Gantt Diagram with the second semester planning 
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After finishing the development of the decision mechanism, the FMC Manager had to be 

completed. In particular, the automatic communication mechanisms with the necessary 

nodes, for sending them the actions to be performed, had to be implemented. Moreover, the 

interface for the communication with the external Mobility Prediction, service that sends 

necessary information to the FMC Manager and triggers its actuation, needed also to be 

completed. To test this interface and to be able to perform controlled tests during the 

validation, an auxiliary tool was also to be developed to emulate the work of the external 

Mobility Prediction service. 

Task 2 – Test bed Validation 

The validation of the work was to be done in two phases, a first one in a small test bed and a 

second one aiming at scalability tests done by resorting to simulation. The benefits of using a 

small real test bed are related to the fact that there are many different components 

interacting with each other, which means that the possibility of finding small bugs is 

somewhat high. The ability to analyse the entire output from all the components is essential 

to solve unforeseen problems and to be sure that everything is working correctly. 

In order for the validation to be accurate, the simulation would use statistical models to 

closely represent the distribution of files such as the distribution that exists in the Internet. 

The correct simulation of the retrieved files popularity was also an important factor to 

validate the SCORE mechanism so the distribution would also follow observed statistical 

models. The Zipf law [26] would be used to better simulate a real world scenario based on 

observations already made by other works and also on works where the content popularity 

distribution was simulated. 

Task 3 – NS-3 Integration 

To perform scalability tests the use of a real test bed would not be feasible therefore, all the 

developed tools were planned to be integrated with the NS-3 simulator. The best way to do 

this integration was by using one of the NS-3 projects, the DCE. 

DCE allows the simulation of a large network while running applications that were 

developed to work in real life situations. Although all the code has to be compiled with 

different tools and in a different way in order to work with NS-3, by doing this there is no 

need to implement the CCNx protocol in NS-3. This is motivated by the fact that the focus 

of this work is not to validate the CCNx protocol but rather the migration mechanisms. 

Task 4 – Simulation/Validation 

At this stage, the development should be terminated and a complete set of tests would be 

done. 

The simulation would be repeated in order to simulate different networks scenarios, 

different types of provided services and popularity distributions, and also the usage of 

mobility models to thoroughly test as many real life scenarios simulations as possible. 

Although this simulation would be used to provide a reliable validation of the work done, its 

first purpose was to perform scalability tests of all the developed components, which may 

prove necessary to perform improvements in some components. In the case it was detected 

that some components were failing due to the complexity and size of the scenarios, there 

would be an effort to try to improve those components, being then retested in the 
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previously used scenarios. This retesting is not only necessary to access if all components are 

working properly in the scenario where they failed, but also to measure their performance in 

the previous scenarios. This is important since any modifications might translate into a 

different performance on different scenarios. 

After completing all the tests, a scientific paper was also planned to be produced either 

extending the previous one by performing a more complete analysis or if it were not 

published a paper before, produce one presenting all the work and tests done. 

Task 5 – Scientific Paper 

With the validation of the SCORE mechanism, the writing of a scientific paper was planned, 

presenting all the work done and achieved results. However, since that validation would be 

done in two phases, where first the working version of the SCORE mechanism would be 

tested, a paper might be produced containing those first results as well as the design of the 

mechanism, which means that the second could be an extension presenting a more complete 

analysis and validation of the SCORE mechanism. 

Task 6 – Dissertation 

This is the last task to be done and consists of writing the dissertation, reporting all the work 

done during this year. In the dissertation it will be presented all the research made, the 

problems faced during the development and the final result, both in terms of contributions 

to the scientific community with the research done and in terms of contributions for the 

field with the developed work. 

Although the first part of the dissertation is to be based on the intermediate report, namely, 

the research made in the field and the proposed objectives, the remaining of the dissertation 

will present a more complete description of the work done. This description will be 

composed by the details of all the components made, the specification of the entire test 

scenarios used, both in the real test bed and in the simulation, and the results obtained with 

the tests made. 

Finally, the dissertation will present an overview of the importance of the work done and its 

contribution to the scientific community, in addition to the next steps that can be taken to 

further improve the work done. 

4.2 Revision of the second semester plan 

In the beginning of the second semester there was a change in the planned tasks for the 

second semester. This change was based both on the feedback from the jury and on 

feedback from the MCN project reviewers regarding the contributions made to one of the 

project deliverables, which detailed the SCORE mechanism architecture. More relevance 

was given to the test phase, focusing on the choice of the MADM algorithm, in order to 

validate not only that the algorithm was correctly chosen but also that it can perform under 

different scenarios with an acceptable performance. 

The changes in the planned tasks, however, were not only motivated by the increased focus 

on the test phase. In fact, due to changes by the MOBaaS service, adjustments in the defined 

architecture of SCORE were also necessary, and there was a revision of the SCORE 

mechanism, which resulted in a second specification of the mechanism and consequent 

adaptation of the planned tasks. 
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The changes in MOBaaS resulted in an increased amount of implementation work during 

this second semester and also an increase the necessary effort to integrate all the services. 

Because the MOBaaS service did not follow the initially specified API, the implementation 

of an extra module was also needed in order to guarantee the integration between MOBaaS 

and the SCORE mechanism. 

2nd Semester 08/02/15 03/07/15 

SCORE Mechanism 08/02/15 29/05/15 

    Analysis of intermediate defence feedback 08/02/15 13/02/15 

    MADM Evaluation 15/02/15 15/05/15 

        Define Tests 15/02/15 10/04/15 

        Develop Test and Evaluation Mechanisms 22/02/15 10/04/15 

        Run Tests 02/03/15 24/04/15 

        Analyse Results 23/03/15 15/05/15 

    Implementation 30/03/15 15/05/15 

    Scientific Paper 03/05/15 03/07/15 

     

MCN Integration 11/05/15 12/06/15 

    Integration with MOBaaS 11/05/15 22/05/15 

    Integration with ICNaaS 11/05/15 22/05/15 

    Evaluation 25/05/15 12/06/15 

     

Dissertation 27/04/15 03/07/15 

    Report work 27/04/15 03/07/15 

    Revision process 
 

01/06/15 
 

03/07/15 
 

Table 1 – Revised tasks for the second semester 

When comparing the initial planning with the revised one, it is possible to see that two tasks 

(i.e. tasks 3 and 4) were replaced for other tasks mostly focused on integration activities. 

These two tasks were removed because, as it was already said, the amount of 

implementation to be done in the second semester was significantly increased while, 

simultaneously, planned evaluation tests were modified.  

With the revised work plan, on one hand, there was an increased focus on the selection of 

the MADM algorithm to be included in the SCORE mechanism and on its validation. On 

the other hand, in order to completely test the SCORE mechanism, it is necessary to work 

directly with two other components of the MCN project, the MOBaaS service, which feeds 

information to the SCORE mechanism, and the ICNaaS service where the SCORE 

mechanism is directly integrated. 

Looking into more detail at each task, it is possible to better understand why so many tasks 

had to be replaced and the work that had to be done. 

MADM Evaluation Task 

As it is presented in Table 1, this task is composed of many sub-tasks. The first step was to 

define the different tests to be made as well as the scenarios that were going to be simulated. 

With the tests and scenarios defined, each scenario had to be created using the necessary 

machines and tools, while also the scripts to automatize the tests had to be written. With 

both the scenarios and scripts completed, the tests were then run. Due to their complexity, 

the tests yield a very long completion time, requiring a close inspection to avoid any 

repetitions due to unforeseen problems, which would greatly delay the obtaining of results 
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for analysis. With the tests completed, the necessary scripts to perform the analysis of the 

results were also created as there was a great amount of generated output.  

Implementation Task 

This task includes Task 1 from the initial planning plus extra work that came with the 

modifications of the MOBaaS service. 

It consisted of the development of the FMC Manager that complemented the existing 

monitoring part, which had been started during the first semester. Regarding the decision 

part of the FMC Manager, as well as the transmission of actions to the routers and the 

communication with both ICNaaS and MOBaaS services, everything still had to be 

implemented. 

Due to the changes in the MOBaaS service, a new module to be placed between this service 

and the FMC Manager, as a middleware proxy, also had to be developed. 

MCN Integration Task 

With the completion of the FMC Manager the integration with both the ICNaaS and 

MOBaaS had to be checked, ensuring that any possible existing problems were solved, 

guaranteeing that all the services worked correctly with each other and were also tolerant to 

any faults that might occur. 

Scientific Paper and Dissertation Tasks 

The focus of both these tasks, in general, remained the same, where the changes consisted 

of a reschedule of the starting point for these tasks. 

The scientific paper and the dissertation would be developed in parallel since both would 

present the similar information, the SCORE system and its architecture, as well as the 

performed tests and obtained results. 

4.3 Work evolution 

Even though some possible delays were envisaged in the initial planning, it is particularly 

difficult to accurately plan the timeline of work to be developed when it depends on external 

third parties and partners from a large-scale research project, such as MCN. Furthermore, 

the time to run the tests could not be exactly predicted, which caused additional delays in 

evaluation based on the results from those tests. Nonetheless, the system as a whole was 

implemented, integrated and evaluated as presented in Figure 5, which depicts the final 

Gantt diagram and the evolution of the work done during this dissertation. 
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Figure 5 – Final Gantt Diagram 
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5 Developed Work 

All the developed work in this semester in presented in this chapter, from the new 

developed tools to the changes made to already existing frameworks and other sources. 

The authors of the MeTHODICAL algorithm, developed in R [27], provided an 

implementation of the MADM algorithms. However, it was necessary to adapt the provided 

implementation to this work, mainly the method called to run the algorithms and some extra 

data manipulation mechanisms, as well as some protection needed in specific cases where 

the data was not sufficient for the algorithm to correctly work. 

5.1 SCORE System Overview 

In Figure 6 is presented an overview of the SCORE system developed during this work. The 

various components and modules are depicted in this overview with different colours. The 

newly created components are depicted in a green background, components in a blue 

background represent existing components that suffered some changes in their original 

source-code, while the yellow components were kept untouched. 

 

Figure 6 – SCORE System Overview 

The CCNServer and its components, responsible for the communication between the CCNx 

Router and the FMC Manager, are fully detailed in Section 5.4 while the modules 

responsible for the migration of the contents, CCNPopulateCache and CCNPopulateRepo, 

are presented in Section 5.5. The database that is part of the FMC Manager is detailed in 

Section 5.6 while the remainder of its components are explained in Section 5.7. Finally, the 

Mobility-Prediction Middleware is depicted in Section 5.8. 
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5.2 Sequence Diagram 

A simple sequence diagram of the interaction between all the components is depicted in 

Figure 7. Despite being displayed in the same diagram, there are two separate sequences: 

 Steps 1 and 2 represent the actions done regarding the monitoring of the processed 

data and the storage of that data in the database; 

 Steps 3 and 4 show what is done to perform the relocation of contents;  

 

Figure 7 – SCORE System Sequence Diagram 

As already stated, these two sequences are completely independent which means that they 

can even occur at the same time. Although not present in the diagram, the Mobility-

Prediction Middleware module is located between the MOBaaS and the FMC Manager 

acting as a simple translator between both services. 

5.3 CCNx Router 

The CCNx router is the name given to any device running the CCNx daemons that can 

either be a machine in the core network or a router near to the edge of the network, such as 

the routers existing in a university campus. With the proposed architecture, in every router, 

besides the CCNx daemons there will be an extra one, the CCNServer daemon. The code of 

the CCNx framework was slightly modified so that if monitors all the requests that it 

processes and writes the necessary information to a local named pipe. 
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5.4 CCN Server 

This is the main daemon created to run in every router, being responsible for all the 

interactions with the centralized controllers and responsible to perform all the necessary 

local operations. This tool, which was developed in Java, is responsible for two main actions, 

sending the log information collected locally to the database and receiving the orders to 

perform the content migration. To do so, it has multiple threads, each one with a specific 

purpose as presented next. 

5.4.1 ServerReceiver 

The ServerReceiver thread is the one responsible to receive new connections from the FMC 

Manager when the latter wants to transmit any action order, either a relocation of content to 

the local cache or to the local repository. It listens to incoming connections and every time it 

receives a new connection, it instantiates a new ServerProcesser thread to perform the 

desired actions. 

5.4.2 ServerProcesser 

As stated above, this thread is instantiated when a new connection is established between 

the FMC Manager and one CCNx Router. The thread will read the incoming message, 

attempt to perform the requested actions and then it will reply either confirming that 

everything went as expected, that it failed completely or that the process was only partially 

completed. 

 

Key Value 

Type populatecachemsg 

unversioned True | False 

enumerate True | False 

Names List with ccnnames 

Timeout Integer value 

Table 2 – Message format to request a cache migration 

Table 2 and Table 3 specify the format of the messages received by the ServerProcesser 

thread, containing all the necessary information to guarantee the execution of the right 

action. Table 4 specifies the format of the message sent by the ServerProcesser thread after 

completing the task or when something fails while performing it. 

 

Key Value 

Type populaterepomsg 

unversioned True | False 

enumerate True | False 

names List with ccnnames 

timeout Integer value 

verify True | False 

repositories Integer value 

Table 3 – Message format to request a repository migration 
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5.4.3 Monitor 

In order to send the collected monitoring data to the centralized database, this thread will 

run periodically, establishing a new connection to the FMC Manager and uploading the 

recorded data. When this thread is initialized, it instantiates another thread, LogReader, 

whose only purpose is to read the data that the CCNx framework outputs to a shared named 

pipe. The LogReader thread adds every entry to a synchronized array that is then, 

periodically, processed by the Monitor thread, which finally sends all the currently available 

data to the centralized database. 

 

Key Value 

type reply 

code 200 | 250 | 500 

names Null | List with ccnnames 

Table 4 – Message format of the reply 

To send the data, the Monitor thread sends a message with the format described in Table 5, 

expecting a reply message with the same format as the one described in Table 4. If the 

message says that something failed or if the reply message is not received, the Monitor 

thread will keep the data and will try to send it in the next iteration, otherwise if the reply 

message says that everything went ok, then the data that was sent is then deleted since it is 

already stored in the centralized database. 

Key Value 

Type interestlogmsg 

Repository True | False 

Edge True | False 

entries List with log entries 

location String 

Table 5 – Message format of the log transfer 

5.5 CCNx Modules 

In order to perform the migration of contents, it is necessary to communicate with other 

CCNx routers using its protocol. To perform this, two modules were created based on a 

tool provided with the CCNx framework. One module to perform the migration to the local 

cache, CCNPopulateCache, and other module to migrate contents to the local repository, 

CCNPopulateRepo. 

Although there are some differences in the modules, since the destination of the contents 

differ between each other, there are still a lot of common steps between both modules. 

Therefore, the majority of the parameters that both modules can receive are common with 

the exception of two. These parameters are: 

 unversioned: Files are added to the repository without the CCNx versioning 

control; 

 enumerate: The retrieved CCNNames are not complete names, they are only 

prefixes. Therefore, before importing files, the module should perform a recursive 

enumeration and only then import all files found under those prefixes;  

 timeout: The timeout used when performing an enumeration; 
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 verify: Before importing any files, the module constructs a list with all the existing 

files present in the repository (local enumeration). This allows the system to import 

only missing files or files with newer versions; (CCNPopulateRepo only) 

 repositories: the number of repositories that should reply to the enumeration 

request. While developing the CCNPopulateRepo module there was the need to 

perform a small modification to the CCNx Java API. This allowed performing local 

enumerations, which was not supported by the Java API since it was not prepared to 

specify the necessary fields to restrain an enumeration locally. (CCNPopulateRepo only) 

5.6 Database 

The database used to store all the monitoring data will have to deal with a great number of 

entries as well as concurrency of accesses. It should also be efficient and as fast as possible 

while having the relational feature since the data as to be associated with the location where 

it was collected. With all this in mind, the technology chosen was PostgreSQL [28], since it is 

an open source relational database system fully compliant with the ACID properties, 

atomicity, consistency, isolation and durability. 

The database will contain two tables, one to store all the information regarding the existent 

routers in the network and another to store all the monitoring data collect by each of the 

routers. 

 

 

Figure 8 – Database Entity-Relation Diagram 

Figure 8 shows the Entity-Relationship Diagram of the created database with the existent 

fields in both tables. In the routers table, not only the IP and the location of the router are 

stored, but also other data that can later become useful for the decision mechanism. For 

instance, knowing if a router has a repository or not is extremely important when deciding 

the type of migration to perform. In the interests table, the prefix (unique name) of the 

content and the timestamp are stored, as well as other information such as the number of 

the last block of the object, which allows knowing, approximately, the size of the file. This 

information is also extremely important for the decision mechanism as the size of the file 

gives a good idea of the cost of the migration of the content in the network. 
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5.7 FMC Manager 

The FMC Manager is the main component of the work being responsible for the 

communication with every CCNx Router, receiving the monitor data to add to the database, 

making every decision regarding the migration of contents and transmitting the actions to 

the necessary CCNx Routers. 

Although it is named after a concept that already exists, the FMC Manager is the application 

of the Follow-Me Cloud concept in this new scenario, which means that the FMC Manager 

is a new component implemented and designed from scratch. 

This component was developed in Python, since it integrate with other external tools, such 

as PostgreSQL for the database and R for the MADM tool. Being implemented in Python, it 

is much easier to integrate with the other tools thanks to the many existing and tested 

modules, such as rpy2 [29], use for the communication between R and Python, and psycopg 

[30] used for the integration with PostgreSQL. 

Since this is the brain of the entire concept, it is composed of multiple threads running 

simultaneously, responsible for different actions, such as, the web service that listens to 

incoming messages from MOBaaS, or in this case, from the module developed to translate 

the MOBaaS information, the thread that receives the monitoring information from the 

routers and the threads that are instantiated every time a migration of contents is triggered. 

Due to the way the MOBaaS service was designed, there is also a thread, of the type Timer, 

which does a registration on the MOBaaS web service every day at the beginning of the day. 

5.7.1 Monitor 

With the objective of receiving the monitoring data from the CCNx routers, this thread 

listens for incoming connections processing the messages detailed above in section 5.4.3. 

When new information is received, a preliminary check verifies if that router is already 

present in the database, adding it if necessary, appending then the received log data from 

that router to the database. 

Since scalability tests have not been performed so far, this is working as a single-threaded 

server. However, if the scalability tests prove the need for more performance, the 

conversion to a multi-thread server has already been accounted for, where the only sensible 

aspect is the verification/addition on the routers table. 

5.7.2 Webserver 

This is the implementation of the web service that the FMC Manager keeps running in order 

to receive mobility triggers. 

When it receives a POST message with the correct JSON message, with all the details 

regarding the migration, such as the origin cells of the users, the number of users coming 

from each cell, the destination cell and the number of users at that cell, a new migration is 

triggered. 

In this project this messages will come from the MOBaaS service, however, any other source 

of prediction or detection of mobility can be used to trigger a migration of contents. 
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5.7.3 Migration 

There are several steps since a new migration is triggered until the routers are notified with 

the list of contents that they should possess in its cache: 

1. Process the incoming information 

2. Get the IPs of the routers of all the cells from ICNaaS 

3. Obtain content popularity from each source 

4. Obtain content popularity from the destination 

5. Determine the global popularity of each content 

6. Prepare data for MADM algorithm 

7. Run MADM algorithm 

8. Obtain results of the MADM algorithm 

9. Compile list of contents based on the cache size 

10. Send list to all the routers at the destination cell 

Since the information regarding the source and destination of users that is sent by the 

MOBaaS service contains cell ids and not router IP addresses, it is necessary to connect with 

the ICNaaS web service to obtain the list of routers that are present in each cell, and obtain 

the respective IPs. After getting all the IPs, it will fetch the data from its own database where 

all the monitoring data is stored. This data is used to determine the global popularity of each 

content, considering the universe composed of all the sources and the destination cells. 

Before running the MADM algorithm with this data, there is the need to do a mapping 

between the content prefixes and an index since the MADM algorithm cannot deal with 

strings. After executing the MADM algorithm, it is done a reverse mapping while compiling 

the list of contents to be moved. This list is created based on the size of the cache of the 

destination routers that was early obtained from the database. When the list is complete, it is 

sent to all the routers in the destination cell, since there is no specific information of the 

routers where the users are going to move to. 

5.8 Mobility-Prediction Middleware 

This module was needed to implement due to the changes in the MOBaaS service from the 

planned API. It implements a web service that listens for incoming POST messages from 

the MOBaaS service, manipulates the data, and then sends that data in another POST 

message to the FMC Manager, being this the trigger for a migration of contents. 

In the first planned API, the MOBaaS service was supposed to send the triggers to the FMC 

Manager every time there was a migration of users, triggering the decision-making 

mechanism. However, this was later changed by the MOBaaS service. Instead, the 

information received from MOBaaS is a list of users, with their current cell id and a list of 

cell ids and the probability of them moving to those cells. This list however can contain the 

same cell, which means that there is also a chance of they remaining at the same cell. 

When analysing and parsing the data, the module will compile multiple lists, according to the 

different destinations, with the information provided from the MOBaaS service. It is 

considered a valid possible migration, if the destination cell is different of the source one 

(not moving) and if the probability of going to that cell is higher than 50%. 

Each of these lists is considered a trigger, which means that a single message from MOBaaS 

can translate in multiple triggers sent to the FMC Manager service.  
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6 Tests and Evaluation 

This chapter presents the setup and test bed used to perform the different tests, as well as 

the scenarios under evaluation. It is also explained how the different tests were performed, 

and are presented the results obtained with an analysis of them. 

The results of both specifications of the SCORE mechanism were achieved by analysing the 

outputs of several evaluation scripts developed in the R language [31]. The availability of 

existing implementations of Scoring/Decision mechanisms in this language motivated the 

use of R and the development of all the necessary scripts and methods to perform this 

analysis in R. 

6.1 Test bed Specification 

In Figure 9 are depicted the machines that compose the test bed and the components that 

are running in each one. In this case, the Machine 2 are completely dedicated to the FMC 

Manager and its own database, while Machine 1 acts as a router that is serving final users. 

 

Figure 9 – Components of the FMC evaluation 

The components running in Machine 2 are already described in Section 5, regarding the 

components of Machine 1 they will be now explained. 

CCNd and CCNr are two daemons that are part of the CCNx framework, the first daemon 

is the main one of CCNx responsible to send and receive messages, while the latter is the 

daemon responsible for the local repository of contents. This repository is populated with 

the amount of files specified in each scenario, following the distributions of sizes and classes 

specified in each case. The CCNServer daemon was also detailed above, and in this case, its 

only function is to upload the local monitoring data to the FMC Manager. The final 

component, the Request Simulator, is a script developed in Python that simulates the 

requests coming from multiple users. This script is continuously generating requests for the 

files present in the local repository based on the Zipf distribution specified in each of the 

scenarios under evaluation. 

Regarding the machines, both are virtual machines running Ubuntu and since the test bed is 

small, in some cases it was replicated, meaning that two different scenarios were running 

simultaneously using four machines. Since the analysis needs the data considering at least 

two distinct routers populated with requests, each scenario was run twice to create 
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monitoring data representing a source and a destination of users. In order to simulate highly 

populated routers that have been serving users for a long time, each test run had a long 

runtime in order to generate high amounts of requests, around 250000 requests for each 

router in the smaller scenarios and around 1000000 requests per router in the bigger 

scenarios. 

6.2 Scenarios Specification 

Aiming at perform a generic validation, different scenarios were specified so that the FMC 

Manager could be evaluated against multiple representations of what can be found in a real 

Internet applications. Table 6 summarize the details of each of the different scenarios 

specified for this validation. 

Parameter Normal YouTube Webserver 

Request Popularity 

Zipf distribution 

α = 1 α = 2 α = 1 

Number of 
Popularity Classes 

10 20 20 

File sizes per class 

Normal Distribution 
µ = 30.60, σ2 = 15.72 

Min. 150KB 
Max. 70MB 

Gamma distribution 
α = 1.8, β = 5500 

Min. 500KB 
Max. 100MB 

Gamma distribution 
α = 1.8, β = 1200 

Min. 50KB 
Max. 50MB 

File Distribution per 
Class 

Zipf distribution with reversed classes 

α = 2 α = 1 α = 1 

Total number of files 2000 2000, 10000 2000, 20000 

Table 6 – Scenarios Specification 

The request popularity follows a Zipf distribution as specified by existing works in the 

literature [32], considering the parameters of each scenario, such as the value of α and the 

number of files. The distribution of files per popularity class also follows a Zipf distribution 

but this time with a reverse mapping based on the related work [33] and [34]. A reverse 

mapping is applied because it has been demonstrated that the great majority of files are 

unpopular with only a few amount of files becoming very popular. 

The file sizes in the Normal scenario follow a Normal distribution with mean 30.6MB and 

variance of 15.72MB. The distribution is based on a survey made of the current Internet 

statistics, such as the average size of a Webpage (2 MB) [35] and the average size of a minute 

YouTube video with a resolution of 720p (40MB) [36]. The second scenario, YouTube, 

follows a model already defined in the literature [37] while the third scenario, Webserver, is 

based on the observed growth of the size of files available at file webservers [38]. These 

models consider Gamma distributions with α = 1.8 for both, β = 5500 for the YouTube 

model and β = 1200 for the Webserver model, respectively. 
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6.3 Tests Specification 

When planning the tests for the first specification of the SCORE mechanism the intention 

was not only to compare the different MADM algorithms, in order to identify the best one, 

but also to analyse how each metric affected the final output of the algorithms. This second 

part would be important later when fine-tuning the weight of each of the metrics. With this 

in mind, a set of tests was created, which is detailed in Table 7, aiming at answering both 

questions. The MADM algorithms chosen consider two different types of metrics: benefits, 

that should be maximized, and costs, that should be minimized. Based on this, there is only 

one benefit, the popularity at the source of the users, and there are three costs, the 

popularity at the destination of the users, the size of each file, and the ratio between the size 

of the files and the size of the cache of the destination router. When getting the monitoring 

data from the database, the amount of requests could also be manipulated. For instance, it 

was possible to consider that there are no data at the destination (a new instantiated router) 

or that it has much less data than the source one (recently instantiated router). 

Looking at the test specification, Test 1, for example, only considers the popularity at source 

and the popularity at destination. However, since it is considered that there is no 

information recorded at the destination router, this means that the output is based on a 

single metric, the popularity at the source of users. Test 4 is very similar to this one, with the 

only difference being that it considers less recorded requests at the source of the users. 

Unlike these, Tests 2, 3, 5 and 6 both consider two metrics, popularity at source and at the 

destination, changing from test to test the amount of requests recorded at source and/or 

destination. Tests 7 and 8 also consider two metrics, however the considered ones are the 

popularity at source and the file size. Tests 9 to 12 already consider three metrics, popularity 

at source, popularity at destination and file size, while Testes 13 to 16 consider all the four 

metrics. In both this cases, the amount of requests recorded at source and destination are 

also manipulated in order to simulate different situations. By adding one metric at a time, it 

is possible to observe the impact it has, if any, on the output obtained from the different 

MADM algorithms. 

TestID Pop_Src Pop_Dst Weight_Pop_Src Weight_Ratio Weight_Size Weight_Pop_Dst 

1 100 0 1 0 0 1 

2 100 100 1 0 0 1 

3 100 50 1 0 0 1 

4 50 0 1 0 0 1 

5 50 50 1 0 0 1 

6 50 100 1 0 0 1 

7 100 N/A 1 0 1 0 

8 50 N/A 1 0 1 0 

9 100 100 1 0 0.5 0.5 

10 100 50 1 0 0.5 0.5 

11 50 100 1 0 0.5 0.5 

12 50 50 1 0 0.5 0.5 

13 100 100 1 0.33 0.33 0.33 

14 100 50 1 0.33 0.33 0.33 

15 50 100 1 0.33 0.33 0.33 

16 50 50 1 0.33 0.33 0.33 

Table 7 – First test set specification 



Smart Content Relocation in Content-Centric Networks 

32 

With the second specification to the SCORE mechanism, however, this set of tests no 

longer made sense and could be applied, so new tests had to be specified and executed. With 

the revision of the mechanism, previously stated, both popularity metrics were merge into 

one, and the metric of the ratio between the size of the files and the size of the cache 

disappeared since it was related with the file size metric and could be removed without 

affecting the output of the MADM algorithms. The MADM algorithms would then consider 

one benefit, the popularity of contents and one cost, the size of the files. Since now the 

evaluation of the MADM algorithms would be done by comparing the outputs with the ideal 

solution obtained with the knapsack algorithm, a new set of tests was made. 

The knapsack algorithm gives the maximum achievable value for the given cache size, while 

it is also possible to obtain the list of files that were selected, but this means it was necessary 

to specify the cache sizes to consider. The cache sizes chosen were 256 and 512 MB, 1, 2, 4 

and 8 GB since the cache is stored in RAM due to the need of low access latency. The value 

of the files stored in cache is the sum of its individual value, their popularity, which has been 

normalized when Equation 2 was applied. 

6.4 Results 

This section presents the results from the evaluation of both specifications of the SCORE 

mechanism. Since these evaluations are very different from each other, and both generated a 

large amount of data to be analysed, the results were divided into two different subsections. 

6.4.1 First specification of the SCORE mechanism 

With the first specification of the SCORE mechanism, one of the major questions was how 

to determine the theoretical solution onto which would be compared the output of each 

MADM algorithm, and also how to perform this comparison. 

To answer the first question, the path followed was a comparison with a sorted list of each 

metric considered in that test. This comparison would be made with a line-by-line matching 

with five different degrees: 

 Same position – Green; 

 One position above or below [x-1 ; x+1] – Yellow; 

 Five positions above or below [x-5 ; x+5] – Orange; 

 Ten positions above or below [x-10 ; x+10] – Red; 

 None of the above (out of scope) – Grey. 

 

Figure 10 – Line matching colour scheme 
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Figure 11 – Results of test 1 in the Normal scenario 

Figure 11 shows this analysis applied to Test 1 of the Normal scenario. Since in Test 1 only 

one metric is considered, there is only one comparison per MADM algorithm. As it is 

possible to observe, the MeTHODICAL algorithm as a perfect matching with the sorted list 

of contents based on the popularity at source alone. DiA and TOPSIS on the other hand, 

show a poor matching with only a few files near the expected position in this case. 

If there was only one metric to compare, this method might be further exploited, however 

as it can be seen in Figure 12, Figure 13 and Figure 14, which have, respectively, 2, 3 and 4 

metrics to compare per algorithm, this analysis doesn’t provide a global result per metric. 

Furthermore, this presentation of the results makes it easy to see that the file size metric and 

the ratio between the file size and the cache size give the exact same result, which means 

that only one of them is enough in this application. 

 

Figure 12 – Results of test 2 in the Normal scenario 

 

Figure 13 – Results of test 9 in the Normal scenario 
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Figure 14 – Results of test 13 in the Normal scenario 

With the objective of combining all the comparisons per test, it was done a merge with the 

comparison of each metric. This merge considered the different metrics and choosing the 

best match in each case, outputting this way only one analysis per MADM algorithm per 

test. Figure 15, Figure 16 and Figure 17 show this analysis applied to the same tests 

presented above. It is possible to better compare the performance of the three algorithms 

being clear that the MeTHODICAL algorithm outperforms the other two, however this 

analysis is not very accurate and can even be biased since when merging the results it is 

selected the best one. One way of solving this would be to take the average of the results 

from the multiple metrics but this analysis would still remain little accurate. 

This same analysis, for all the remaining scenarios, can be found in Appendix B. The results 

follow the same line of thought, although there is an extra difficulty in the scenarios with 

10000 and 20000 files, resulting from a loss in the resolution as there are too many vertical 

lines and only clusters can be differentiated. 

All these difficulties, combined, motivated a fresh look at the problem itself from which 

resulted a revision and the second specification of the SCORE mechanism. 

 

Figure 15 – Merged results of test 2 in the Normal scenario 
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Figure 16 – Merged results of test 9 in the Normal scenario 

 

Figure 17 – Merged results of test 13 in the Normal scenario 

6.4.2 Second specification of the SCORE mechanism 

With this second specification of the SCORE mechanism, the initial planned tests were not 

entirely performed. The scenarios with 10000 and 20000 files, as well as the cache size of 

8GB, were not completed since the vast amount of data being considered made the 

implemented methods in R crash. The reason of the crashes was related with the matrixes’ 

implementation in R. These had a limit in the number of rows and columns that could be 

used and, in order to overcome this situation, a different structure to store the data would 

have to be considered, as well as another implementation of the algorithms. The analysis was 

therefore restricted to the three scenarios with 2000 files and the cache sizes 256 and 

512MB, 1, 2 e 4 GB. 

Table 8 presents the results obtained with the knapsack algorithm for each scenario and 

cache size considered. The results represent the ideal solution for each combination of 

scenario and cache size, the maximum achievable value with the total size of files limited to 

the cache size. These results allow a better understanding of the impact that the popularity 

distributions cause on each scenario, where, for instance, 47 files in the YouTube scenario 

account for 71% of the requests received, whereas to achieve a similar value in the 

Webserver scenario 366 files are needed. 
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  Normal YouTube Webserver 

Cache 
Size 

Number of 
files 

Value in 
Cache (%) 

Number of 
files 

Value in 
Cache (%) 

Number of 
files 

Value in 
Cache (%) 

256MB 15 29,71 47 70,69 233 63,06 
512MB 29 43,1 83 82,07 366 75,74 
1GB 47 56,31 160 90,5 648 87,75 
2GB 78 69,67 300 95,28 1202 96,32 

4GB 156 80,6 558 98,12 1980 99,95 
Table 8 – Knapsack results per scenario 

Figure 18 presents the percentage of files that each MADM algorithm correctly identified, 

when compared against to the ones selected by the knapsack algorithm, while Figure 19, 

presents the percentage of files in that are correct between all the moved files by the MADM 

algorithm. These results represent the average of the performance of each algorithm in the 

different cache sizes considered. With these results, it is very clear that not only the 

MeTHODICAL algorithm has a very high performance, but also delivers a consistent 

performance independently of the cache size (low standard deviation), correctly identifying 

around 89% of the files averaging all the scenarios. As for the other two MADM algorithms, 

they deliver a much lower performance together with far less consistency (high standard 

deviation). The cause for this high standard deviation can be better understood when 

analysing the value results. Although they might seem very similar, these two metrics 

evaluate two distinct things that are very important. On one hand, it is important to observe 

if the MADM algorithms have chosen all or most of the correct files, but on the other hand, 

it is also important that they do not choose a long list of incorrect files, since this would 

mean that a lot of unnecessary files would be moved to the router’s local cache. 

 

Figure 18 – Percentage of files correctly identified 
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Figure 19 – Files correctly moved 

Following the trend set by the percentage of files correctly chosen and correctly moved, in 

Figure 20, it is shown the percentage that each algorithm can achieve with the files it 

chooses to move, compared to the highest possible value determined with the knapsack 

algorithm, in the Normal scenario. As it was explained, the value in cache represent the sum 

of the percentage of requests each content received, this means that a router with a cache 

value of 70%, where the users are requesting the files based on the same popularity 

distribution as before, can serve around 70% of the requests it receives using only its local 

cache, without the need to forward the requests to other routers. Figure 21 and Figure 22 

depict the same reasoning for the YouTube and Webserver scenarios, respectively. 

 

Figure 20 – Percentage of value achieved in the Normal scenario 
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Figure 21 – Percentage of value achieved in the YouTube scenario 

 

Figure 22 – Percentage of value achieved in the Webserver scenario 
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By analysing the graphics and correlating these results with the percentage of correct files 

identified and moved, it is possible to see that the MeTHODICAL algorithm outperforms 

with a large difference the other two MADM algorithms. Indeed, DiA and TOPSIS can only 

achieve a high value when the cache size is big enough to accommodate almost all the files 

from the scenario, as it happens with the Webserver scenario with a cache size of 4GB, as it 

can be seen in Figure 22. This is the reason why there is very high standard deviation in the 

percentage of files correctly identified, Figure 18, and in the percentage of files correctly 

moved, Figure 19. 

At this point, based solely on the accuracy, although MeTHODICAL shows a high 

performance, it is still outperformed by the knapsack algorithm, but has it was stated, the 

efficiency was also a major aspect to take into account being this a real-time application. 

Table 9 presents the processing time for the different algorithms in the Normal scenario. As 

it can be seen, the processing time of the knapsack algorithm increases with the size of the 

cache, which is not the case of the MeTHODICAL and related algorithms. The same 

behaviour can be seen in Table 10 and Table 11, which depict the processing time of the 

YouTube and Webserver scenarios, respectively. 

 

Algorithm / 
Cache Size 

256MB 512MB 1024MB 2048MB 4096MB 

Knapsack 672,84 1398,865 2845,641 5705,489 13094,158 

MeTHODICAL 0,03 

DiA 0,102 

TOPSIS 0,104 

Table 9 – Processing time of the MADM algorithms in the Normal scenario (seconds) 

The reason for the MADM algorithms to not present different processing times for each 

cache size is due to the fact that they do not determine a different solution for each case. 

These algorithms are deterministic, so as long as the input is the same, they always output 

the same result. In this case, they output an ordered list of contents to be moved, being the 

first element the most important to be moved. Later on, the list is iterated to add the files 

that can be moved until the cache size limit is reached. 

 

Algorithm / 
Cache Size 

256MB 512MB 1024MB 2048MB 4096MB 

Knapsack 518,365 1054,535 2124,875 4262,135 8547,494 

MeTHODICAL 0,023 

DiA 0,075 

TOPSIS 0,075 

Table 10 – Processing time of the MADM algorithms in the YouTube scenario (seconds) 

The good accuracy of the MeTHODICAL algorithm combined with its much superior 

efficiency prove that this MADM algorithm is a good choice for this application, since in a 

real-time application, high efficiency is extremely important to deliver a good performance 

without the need to use a lot of resources to decrease the processing time. 
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Algorithm / 
Cache Size 

256MB 512MB 1024MB 2048MB 4096MB 

Knapsack 645,19 1293,765 2590,413 6371,213 12004,459 

MeTHODICAL 0,031 

DiA 0,096 

TOPSIS 0,094 

Table 11 – Processing time of the MADM algorithms in the Webserver scenario (seconds) 

The analysis of the results in these three scenarios allowed not only to choose the best 

MADM algorithm to use but also showed some other interesting results. On one hand, it is 

clear the impact of the popularity distributions, has it was viewed when comparing the 

results for the YouTube and the Webserver scenarios. On the other hand, it showed that 

having in-network caching capabilities, even considering medium cache sizes, for instance 

512MB, could provide an increase in the users’ perspective, as it can store around fifty 

percent of the contents requested at that location. 

6.5 SCORE mechanism validation 

With the SCORE mechanism fully implemented, a focused validation of the entire running 

mechanism was done. Due to the changes that occurred throughout the semester, this could 

not be done with the simulation of a large network scenario, but instead with a 

representative realistic scenario. 

In order to validate that the SCORE mechanism can in fact be an improvement in the users’ 

perspective, for those accessing popular contents while not increasing the delays to the other 

users being served by that router, a test set was designed. 

In this test set, composed by multiple individual tests, two different users are considered, 

one that requests ten randomly selected files, User 1, following the previously considered 

popularity distribution, and another user, User 2, that requests the ten top files selected by 

the SCORE mechanism when that user moves from one router to another. The ten random 

selected files account for 286,26MB while the ten top files add up to 229,30MB. 

Considering the Normal scenario and routers with a cache of 512MB, three different 

situations were considered: one where the router has the cache filled with files that neither 

of the users will request; another where the router has the cache populated with random 

files, also following the same popularity distribution; and finally one where the router has the 

cache populated with the popular files chosen by the SCORE mechanism, as if a migration 

had been triggered. The first setup represents the worst-case scenario for both users where 

none of the files they want are present in the local cache. With the second scenario, the 

typical behaviour of CCNx is represented, where some of the desired files may fortuitously 

be present in the local cache, and the third scenario represents the CCNx enhanced with the 

SCORE mechanism, which should have populated the cache with the required files. 

The scenario used to perform this validation is presented in Figure 23. Three routers were 

considered, with User 1 and User 2 connecting to Router 1. Both Router 1 and Router 2 act 

as two common CCNx routers without repository. Only Router 3 has the repository 

populated with all the files used previously in the Normal scenario. As stated above, all the 

routers have a local cache of 512MB while none of the users has a local cache. This means 
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that in the best-case scenario, the contents come from Router 1’s cache and in the worst-

case scenario they come from the repository in Router 3, passing through all the routers. 

 

Figure 23 – SCORE validation scenario 

The delay required to obtain one file is measured by considering the moment between the 

file being requested and the moment at which last block of the file is received. The 

processing time of the users between the requests of each file is not included in the delay 

measurement. In order to achieve more reliable, representative and statistically valid results, 

each test was run five times with different random seeds. There was no need to perform 

further repetitions, as there was no significant variation of the standard deviation. 

 

Figure 24 – SCORE validation delay results 
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influenced by additional mechanisms of retrieving the necessary files and that, most 

importantly, will be directly impacted by network conditions. The remaining time, longer or 

shorter, depends on the processing capability of the machine and can be disregarded.  

In the studied scenario, User 1 requests ten randomly selected files, while User 2 requests 

the top ten most popular files identified by the SCORE mechanism. By looking at the 

results obtained for User 2, it is clear that reduction in the delay is achieved by the SCORE 

mechanism, which places all the files that are going to be requested in the local cache, 

opposed to the random populated cache, which may or may not contain the files requested 

by the user. This is the reason why the randomly populated cache shows a larger standard 

deviation in the results registered than the SCORE populated cache. As the name implies, in 

the Worst Case situation, the worst-case scenario, none of the requested files are available in 

the local cache, being this the reason why it presents the highest delay value. 

The reduction in the delays for the users that follow the trends at each location are not the 

only aspect to take into account. It is also relevant to determine the impact that the SCORE 

mechanism causes on the delays of the users that do not follow exactly the trends. These 

users are represented by the User 1 that requests ten random selected files. The worst case 

scenario once again shows the highest delay, while in the other two cases, it is possible to see 

that they register almost the same delay, with the difference being in the standard deviation 

which is much larger for the Random Populated cache. Since it is randomly populated in 

each test, this means that while in one run it succeeds in having several of the requested files 

cached, in another one it may have few of the requested files already available at the local 

cache. 

With this validation of the SCORE mechanism, a very important conclusion can be 

achieved. In a scenario where this mechanism is implemented, the quality of the perceived 

experience by users that follow popularity trends is improved, decreasing the delays when 

obtaining popular files, while not decreasing the quality of the perceived experience for the 

other users. It has to be taken into account that this was performed in a small scenario with 

only one user requesting files at a time. A larger scenario with several concurrent users 

would present much more expressive results and other metrics, such as the bandwidth usage 

and the cache hits/misses, could also be considered. 
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7 Conclusion and Future Work 

This work intends to improve even further a new Internet concept, ICN, which itself aims 

to better suit the current and future expected Internet demands. 

With the amount of users constantly growing, the ICN concept solved some of the 

identified problems with its in-network caching and content replication capabilities, thanks 

to the new paradigm where the focus is on the content rather than on the hosts. One of the 

abilities of this new paradigm is that it can cope with the mobility of users. However, there 

are still improvements that can be made. One of those improvements is proposed in this 

work, the relocation of contents based on the users’ mobility in order to improve their 

overall satisfaction while using the Internet. 

By monitoring the users’ sanitized (i.e. anonymised) Internet usage and by resorting to 

intelligent mechanisms implemented in the network, it is possible to relocate the contents 

that a moving user will probably access at a new location. This is translated by an 

improvement in the users’ experience starting right from the moment it arrives at new 

destinations. The mobility prediction development is out of the scope of this work, but is an 

important part that can integrate with all the other mechanisms created to monitor the 

Internet usage and to relocate the contents. 

Throughout the first semester, there was a thorough analysis of the CCNx protocol and its 

implementation in order to design the SCORE system. After completing the design of the 

SCORE system and its architecture, the implementation was started. The components that 

perform the migration of contents were the first to be developed, followed by the necessary 

monitoring tools, since these represent the core of the system. 

In the second semester, there was a review of the tasks to be developed, giving more 

importance to the study of the SCORE mechanism itself, namely the decision making 

component. This motivated a series of tests comparing different MADM algorithms’ 

implementations, which lead to some issues, namely related with how to perform an 

evaluation of these algorithms. As a consequence of this unexpected problem, a revision of 

the SCORE mechanism was specified, modifying the approach initially intended. After 

applying the changes in the design motivated by this revision, a new series of tests were 

performed to evaluate the MADM algorithms and the expected performance of the SCORE 

mechanism. 

The assessment of the SCORE mechanism allowed choosing between the best-suited 

algorithms for the decision-making aspect, from which the MeTHODICAL algorithm, a 

MADM algorithm, stood out. It also allowed to see the impact that the in-network caching 

capabilities of the ICN architecture can have on the users’ experience, namely, in terms of 

delay when obtaining contents, which can be decreased with the usage of the SCORE 

mechanism. Another aspect that was very clear included the impact that the different 

popularity distributions cause, with the application of the different Zipf distributions 

according to each scenario. 

A scientific paper is being produced to report the development done in this work. The paper 

is currently under internal revision, its current state can be seeing in Appendix C, but is to be 

submitted soon. It presents the SCORE system as well as the results of the tests made with 

the second specification of the SCORE mechanism. 
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Regarding future work, a more complete validation of the SCORE mechanism is envisaged, 

presenting the impact in the delay when considering repositories that are located away from 

the users, as implemented currently by network operators. Bandwidth usage shall also be 

measured in order to clearly see the impact of the SCORE mechanism, both on the network 

and on users’ experience. The scalability of the SCORE mechanism is at this point unknown 

and is also expected to be the focus of a more complete assessment. 

Currently, a possible extension of the project that motivated this work is being considered, 

motivating further developments and testing of the SCORE mechanism. Regardless of the 

extension of the project, the SCORE mechanism will be one of the modules on the final 

demonstration of the project. In fact, the SCORE mechanism was included in two project 

deliverables, D5.3 [39] and D5.4 [40], as a result from direct contributions provided during 

the development of this dissertation. In the first deliverable, the SCORE mechanism 

architecture and the initial development was presented, while on the second deliverable the 

final architecture and specification of the SCORE mechanism were included as the project’s 

progress, as well as the results obtained with the performed tests.  
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9 Appendix A 

Mobile Cloud Networking (MCN) 2  is a Large-scale Integrating Project funded by the 

European Commission Seventh Framework Programme (EU FP7). The project started in 

November 2012 for the period of 36 months being SAP 3  the project coordinator and 

ZHAW4 the technical leader with a total of 19 partners from industry and academia. The 

aim of the MCN project is to define and evaluate Europe’s vision of mobile cloud 

computing. 

 

Figure 25 – MCN Entities [41] 

In Figure 25 are depicted all the services that form the MCN project, as well as the 

Deliverables where each of them are presented. The two services that are relevant to this 

work are ICN/CDNaaS [42], where the work developed in this dissertation is included, and 

MOBaaS [43]. 

ICN/CDNaaS combines the features of both Content Delivery Networks and Information-

Centric Networking. This service will deploy CDN serving points through the network that 

will work together with the ICN to serve the user requests. When a user sends a request for 

a content object to an ICN router, it will serve the content from its own cache, or if 

necessary, it can connect to a CDN serving point and forward the request that came from 

the user. 

                                                 

2 http://www.mobile-cloud-networking.eu/site/ 
3 http://www.sap.com/corporate-en/about.html 
4 http://www.zhaw.ch/en/ 
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As it can be seen in Figure 25, MOBaaS is considered a MCN support service. This service 

will predict information regarding three different aspects: the movement of individual end 

users, its location in a future moment in time, the traffic that each end user will be 

generating at a certain location, and the bandwidth available at a certain location in a future 

moment in time. Being a support service, the information it generates can be used by any of 

the other services, as the one developed in this dissertation, to trigger the migration of 

contents based on the users’ movement. 
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10 Appendix B 

In this appendix are presented the results of the tests with the first specification of the 

SCORE mechanism in the other scenarios. First are presented the graphics comparing with 

each individual metric, and then are presented the graphics with the merged results for each 

test. 

 

Figure 26 – Results of test 1 in the Webserver scenario with 2000 files 

 

Figure 27 – Results of test 2 in the Webserver scenario with 2000 files 

 

Figure 28 – Results of test 9 in the Webserver scenario with 2000 files 
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Figure 29 – Results of test 13 in the Webserver scenario with 2000 files 

 

Figure 30 – Results of test 1 in the YouTube scenario with 2000 files 

 

Figure 31 – Results of test 2 in the YouTube scenario with 2000 files 

 

Figure 32 – Results of test 9 in the YouTube scenario with 2000 files 
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Figure 33 – Results of test 13 in the YouTube scenario with 2000 files 

 

Figure 34 – Results of test 1 in the Webserver scenario with 20000 files 

 

Figure 35 – Results of test 2 in the Webserver scenario with 20000 files 

 

Figure 36 – Results of test 9 in the Webserver scenario with 20000 files 
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Figure 37 – Results of test 13 in the Webserver scenario with 20000 files 

 

Figure 38 – Results of test 1 in the YouTube scenario with 10000 files 

 

Figure 39 – Results of test 2 in the YouTube scenario with 10000 files 

 

Figure 40 – Results of test 9 in the YouTube scenario with 10000 files 
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Figure 41 – Results of test 13 in the YouTube scenario with 10000 files 

 

Figure 42 – Merged results of test 2 in the Webserver scenario with 2000 files 

 

Figure 43 – Merged results of test 9 in the Webserver scenario with 2000 files 

 

Figure 44 – Merged results of test 13 in the Webserver scenario with 2000 files 
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Figure 45 – Merged results of test 2 in the YouTube scenario with 2000 files 

 

Figure 46 – Merged results of test 9 in the YouTube scenario with 2000 files 

 

Figure 47 – Merged results of test 13 in the YouTube scenario with 2000 files 

 

Figure 48 – Merged results of test 2 in the Webserver scenario with 20000 files 
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Figure 49 – Merged results of test 9 in the Webserver scenario with 20000 files 

 

Figure 50 – Merged results of test 13 in the Webserver scenario with 20000 files 

 

Figure 51 – Merged results of test 2 in the YouTube scenario with 10000 files 

 

Figure 52 – Merged results of test 9 in the YouTube scenario with 10000 files 
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Figure 53 – Merged results of test 13 in the YouTube scenario with 10000 files 

  



Smart Content Relocation in Content-Centric Networks 

58 

11 Appendix C 

Please turn the page. 
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ABSTRACT
With a boom in the usage of mobile devices for traffic-heavy
applications, mobile networks struggle to deliver good per-
formance while saving resources to support more users and
save on costs. In this paper, we propose a model to handle
content caches migration at the edge of cloudified mobile
networks based on popularity and user mobility, leveraging
both the concept of Information-Centric Networking and the
benefits brought by the mobile cloud computing paradigm.
With such a system, caches at the edge of mobile networks
are optimized in terms of resources usage and content also
becomes closer to users interested in it. Results show that
proposed strategies are efficient and have a high rate of ac-
curacy when identifying which content objects should be mi-
grated between caches, enabling larger cache hit rates, lower
content access latencies and bandwidth savings at the core
of the mobile network.

Categories and Subject Descriptors
C.2.1 [Computer-Communication Networks]: Network
Architecture and Design; C.4 [Computer Systems Orga-
nization]: Performance of Systems—Design studies

General Terms
Experimentation, Performance

Keywords
Information-Centric Networking, Content Migration, Caching,
Mobile Cloud.

1. INTRODUCTION
Mobile network evolution in the last few years has been quite
intense, with major increase of throughput performance and
resources usage efficiency. Such evolution is mostly driven
by tremendous demand of bandwidth [1], on the one hand
because smartphones and other mobile devices play a major

role as content demanders, and on the other hand because
traffic-heavy applications are part of the daily life of millions
of people. However, satisfying the content requirements of
the current number of users with such dynamic networks is
still an open challenge, which is currently being addressed
by a number of emerging concepts and technologies.

As far as the network is concerned, new 5G concepts such
as Network Function Virtualization (NFV) [2] are emerging,
allowing networks to adapt more dynamically to different
conditions and requirements. One of these efforts is Cloud
Radio Access Network (C-RAN) [3][4]. It brings the pos-
sibility to virtualize the entire 3GPP LTE radio infrastruc-
ture, except for the antennas. Virtualized infrastructures
extend the cloud computing concept to the Radio Access
Network (RAN), and explore the modularity of the compo-
nents together with the usage of general-purpose hardware
infrastructure to run evolved Node Bs (eNBs). Such fact
transforms C-RAN into an enabler for deployment of value-
added services closer to the edge of the network, i.e. in very
close proximity to mobile users.

At the same time, Future Internet (FI) concepts such as
Information-Centric Networking (ICN) [5], which proposes
a change in the current paradigm of requesting content, are
becoming increasingly important. Such fact is explained by
the advantages brought together. Currently, when a user
wants to request a content object, it has to query one specific
server to request a given resource. With ICN, the user has
no knowledge about servers and just requests the network for
content. It first sends an Interest message that usually speci-
fies the content provider and the name of the content object.
This message is then routed by ICN routers, which have for-
warding tables based on content naming. These routers will
find the content object (if available) and return it directly
to the user, without any further interaction. This approach
has multiple advantages over traditional Internet Protocol
(IP) networks. First, performance is greatly improved. This
is truly relevant in current mobile networks where resources
are scarce and traffic loads have exploded. Content retrieval
is much quicker due to faster lookups and because of the
inherent caching, which is native in ICN. Ultimately, this
also contributes to bandwidth savings, which then translate
into cost savings for operators. Second, mobility support is
greatly improved [6], and it becomes easier to deal with a
globalized world where everyone is constantly on the move.
Finally, ICN also brings advantages in terms of security [7], a



factor with even greater importance today due to the rising
levels of cybercrime.

With such concepts in mind, proposals appear to take ad-
vantage of their combination. Gomes et al. [8] evaluate the
feasibility of deploying ICN together with LTE mobile net-
works, leveraging the C-RAN concept and its role as an en-
abler for the deployment of additional services within these
networks. In that work, authors conclude that there are
clear benefits of deploying ICN routers co-located with LTE
eNBs, such as bandwidth savings at the core network and
lower latency to retrieve content derived from the proximity
to end users. At the same time, the impact at the process-
ing of LTE frames is low, and it also becomes visible that
ICN provides extra benefits when comparing to HyperText
Transfer Protocol (HTTP) even when caching mechanisms
provided by both are considered.

With ICN-based caching at the edge of 3GPP LTE networks
at its inherent benefits [9], one may assume that major per-
formance improvements and reduction of traffic at the core
of the network are already achieved by default. However,
efficient caching strategies are needed in order to populate
those caches and maintain content where it will yield the
most benefit. As users are increasingly mobile and tend to
move between different locations quite often, it is safe to
assume that what is cached at a location is not necessarily
what is going to be requested by the users that will be there
in the next few hours or days. That fact leads to the ques-
tion: how does user mobility affect caching strategies? Such
question does not have a simple answer, as some assump-
tions have to be made and challenges need to be considered
to reach a preliminary conclusion. First, it is important that
user mobility is predicted to perform preemptive actions,
and proposals exist to deal with it [10][11][12]. Then, if a
set of users is predicted to be at a location, decisions need to
be made. The first decision is whether content from caches
at the origin of the users should be migrated to other caches
at the possible destinations. Once that is established, an im-
portant question arises: which subset of the content should
be migrated?

In this paper, we attempt to answer that question by analyz-
ing great amounts of collected information and applying de-
cision making strategies. When decisions are made, content
can then be migrated and end users will experience much
lower content access latencies on average. At the same time,
mobile network operators will save on network resources and
therefore save on costs or even allow for a greater number
of users to experience a high quality service.

In section 2, existing proposals to address content and ser-
vices migration are analyzed. Section 3 introduces our model
for content following the user in a mobile cloud environment.
Section 4 describes experimentation scenarios for the evalua-
tion of the proposed model. Section 5 presents the results of
the performed experiments. Finally, in section 6, the main
achievements of this work are highlighted.

2. RELATED WORK
When considering strategies that take into account the mo-
bility of users to decide on placement/migration of services
or content within mobile networks, only a few works are

actually feasible and valid.

One proposal assumes that mobility of the user is considered
for services placement and scaling [13]. In this case, orches-
tration of distributed cloud services is done by predicting
user mobility, i.e. more or less resources are allocated if
the system predicts that users will move to/from the loca-
tion of each small Data Center (DC). However, migration of
services from one location to another is not considered.

In this direction, one very important concept towards mi-
gration strategies, Follow-Me Cloud (FMC), was first pro-
posed by Taleb et al. [14]. It essentially considers that
small DCs are present closer to the edge of mobile networks
and proposes that services are deployed in close geographical
proximity to users. Hence, when users move to a different
location, those services should be migrated and follow the
user. To handle the decision, several different models can
be used. An analytical model based on Markov Decision
Processes is proposed [15][16].

That model considers that user positions must be found in
order to have services instantiated in the optimal DC, and a
random walk mobility model is used to determine such po-
sition in the future by giving a probability to the user being
in a neighbor cell. Migrations are then triggered when the
user is n hops away from the previous optimal data center,
a system that is modeled using Continuous-Time Markov
Chains and aggregating states that show the same behav-
ior to reduce the decision space. Also, when considering if
data migration should be done, factors such as class of the
user, load policies, service migration costs and service mi-
gration duration need to be analyzed, with cost and service
disruption to be minimized, and user to be connected to the
optimal DC as often as possible. This approach is valid and
reflects a good solution to the problem of service migration,
but some issues remain. For instance, the system only has a
1-dimensional mobility model, and a single destination has
to be considered when the user may be moving and passing
by multiple destinations in the selected period of time. At
the same time, nothing is said about which services to mi-
grate and whether group mobility is more than single user
mobility, as one may argue that the cost to migrate services
for a single user may not be justified. Likewise, the propos-
als only address services and do not deal with specificities
of content.

As far as strategies to deal with content replication and mi-
gration are concerned, works as the one from Liu et al. [17]
look at the problem in Peer-to-Peer (P2P) networks from
the provider perspective. Considering a typical hierarchical
Content Delivery Network (CDN) architecture, the problem
of how to distribute content among multiple network nodes
to avoid network traffic at higher layers of the hierarchy and
improve latency arises. To handle this problem, decisions
have to be made in order to copy (or migrate) content from
higher layer caches to lower layer caches. Such decisions are
made based on the cost of migration and the frequency that
a particular content object was requested at a given loca-
tion in a certain time interval. The objective is to maintain
cache storage space used as much as possible and deliver
content with the greatest possible efficiency, which is a NP-
complete problem. With the proposed strategies, authors



demonstrate that it is possible to get a high benefit value
(saved overhead) in most cases. However, one may argue
that such a system may not scale when the hierarchy is com-
plex (as when we approach the edge of the network) because
the number of nodes is very large and the system requires
global information about content in every cache and requests
made at every location. Meanwhile, decisions to copy con-
tent are only made with a low frequency. In very dynamic
networks, in which users keep moving and the topology may
be changing, it is important that decisions are made more
often and before mobility happens (proactive). If decisions
are not made quickly and before users move, possible ben-
efits are not fully exploited and the solution may not bring
advantages over existing and far less complex approaches
that already maintain caches hierarchically based on local
popularity [18].

Another proposal, by Vasilakos et al. [19], uses proactive
migration strategies for content, i.e. migration is triggered
when it is predicted that the user will move to a neighbor
location. Using proxies at most 1 hop away from the user,
authors propose that pre-fetching of subscribed content is
done between proxies whenever it is predicted that the user
will disconnect and move to the region of another proxy. At
the same time, it is assumed that all the possible destina-
tions of the user are known, as well as the probability of each
of them. With this knowledge, a decision has to be made in
order to select the destination proxies for the content while
minimizing cost (migration cost and cache storage) and max-
imizing benefit (latency and cache hit ratios). Results show
that delay gains are high, but authors fail to address issues
that would impact large networks. First, selection of prox-
ies is made with a very small number of criteria that always
take the same weights. More advanced selection mechanisms
could be used to improve the benefit of the decision. Second,
the paper does not discuss replacement policies at destina-
tion proxies. If a cache gets full, no migration can be per-
formed unless there is a policy to replace existing content.
Third, the system is based on very simple mobility predic-
tion of a single user. It is questionable that all the content
subscribed by one user should be pre-fetched, as it may turn
out insignificant when comparing to the overall gain of the
remaining users at the location when cache space is used for
content popular among them.

Considering all the proposals and the issues they fail to ad-
dress, we propose a system that relies on their positive find-
ings and at the same time attempts to address the challenges
not taken into consideration.

3. MOBILE FOLLOW-ME CLOUD MODEL
The mobile FMC model consists of two parts: the overall
ICN service running on the cloud, named ICN as a Service
(ICNaaS), and the FMC components. This architecture is
depicted below in Fig. 1 and it is described in the following
subsections.

3.1 ICNaaS
ICNaaS is a service aimed at deploying an ICN infrastruc-
ture in a cloud environment, leveraging the advantages of
cloud principles and pushing the boundaries of existing con-
tent delivery technologies. This service is first introduced

Figure 1: ICNaaS Overall Architecture

as part of the Mobile Cloud Networking project [20], and
detailed in related deliverables [21][22][23].

It consists of 6 main components: CCN Routers, CCN Fil-
ter, ICN Manager, Service Orchestrator, Service Manager
and Management Agent. Initially, when an Enterprise End
User (EEU) wants an instance of the service, it contacts
the Service Manager (SM). This component has a catalog
of ICN services that can be offered, and upon request will
deploy a Service Orchestrator (SO) by contacting the Cloud
Controller (CC), i.e. component that manages the cloud
platform. Once the SO is deployed, it will use its Execution
(E) sub-component to deploy all the remaining components
of the service instance. First it will deploy the ICN Man-
ager (component responsible for the management of the ICN
layer), the CCN Filter (converts HTTP requests into ICN
Interests), the CCN Routers (routers implementing a subset
of ICN functionalities, in particular CCN) the FMC compo-
nents (to be described below) and the Management Agent
(interface for the EEU to have deeper control of the service
instance). At the same time, the SM handles dependencies
of the ICN service. A first dependency is Monitoring as a
Service (MaaS), used to monitor components and provide in-
formation to the Decision (D) sub-component of the SO for
scaling in and scaling out decisions. The second dependency
is Mobility Prediction as a Service (MOBaaS), used by the
FMC components to get input related with user mobility,
either predicted or detected. A third and last dependency is
Rating, Charging and Billing as a Service (RCBaaS), used
by the SM to charge and bill the EEU for the resources used
by its services instances.

3.2 FMC Components
FMC has two key components, one that runs at every router,
CCNServer, and a main one that is responsible for all the
decision making and control of the routers actions, FMC-
Manager.

The CCNServer is responsible to send all the monitoring
data to the FMCManager so it can be stored at the central-
ized database and is also responsible to migrate the contents
when the FMCManager sends that action. The monitoring



is done thanks to a minor change in the code of the CCNx
framework.

The FMCManager stores all the monitoring data coming
from the routers in the centralized database, and when a
migration is needed, it fetches the necessary data from the
database and determines the list of contents that the router
should have in its cache to better serve its current users and
also the arriving ones. It then sends that list to the router
telling it to migrate those contents.

The Follow-Me Cloud requires an accurate and efficient de-
cision mechanism, no matter the scenario where it is oper-
ating. Therefore, the decision mechanism takes into con-
sideration two metrics: content popularity and content size,
since the local caches of routers have size limitations. The
content popularity is formulated based on three parameters,
which include the content popularity at the sources (pop-
Src/reqSrc) and destination routers (popDst/reqDst); the
number of users moving to the destination cell per source
cell (movU); and the number of users at the destination
router (dstU). Eq. 1 depicts the formula that determines
the content popularity.

popContenti =

N∑
k=1

(
popSrci,k
reqSrck

∗movUk) +
popDsti
reqDst

∗ dstU

N + 1
(1)

4. EVALUATION
The validation of the optimization algorithm to be employed
in Follow-Me Cloud is described in the following paragraphs.
According to the requirements of the FMC, accurateness and
efficiency, the choice falls into a Multiple Attribute Decision
Mechanism (MADM). The first goal is assessed by employ-
ing the knapsack algorithm that determines the best theoret-
ical solution, the one that provides the content to be copied
to the destination router’s cache in order to ensure low con-
tent access latency to the most requested content and, at
the same time maximizes the profit by fulfilling the cache
of routers. Indeed, the optimization of FMC follows the
optimization pursued in the 0/1 knapsack problem, where
given the size of the destination router’s cache, the contents
to fulfill the same must be selected under the constraints of
the content popularity and content size. The Multiple At-
tribute Decision Mechanism (MADM) algorithms have been
considered since the first specification of FMC, mainly due to
the flexibility and efficiency of such mechanisms for provid-
ing optimal solutions independently the scenario. As such,
three MADM algorithms can be applied to perform the de-
cisions of optimizing the content to be copied: MeTHODI-
CAL [24], TOPSIS [25] and DIA [26]. The validation of such
algorithms is performed according the Follow-Me Cloud re-
quirements: First, Accurateness, assessed by the number of
correct files identified by the MADM mechanism when com-
pared with the best solution, and the value they can achieve
with the files that they decide to move compared to the max-
imum possible value determined by the knapsack algorithm.
Finally, Efficiency, assessed in terms of processing time to
determine the optimal content to be copied.

In particular the accurateness, besides considering the num-
ber of correct files also considers the percentage of value in
cache, which is determined by considering the number of re-
quests for a certain content and the total number of requests
performed in the source and destination routers. Regarding
the evaluation of the correct files, two analysis are made.
The first one measures the percentage of files that each al-
gorithm correctly identifies when compared to the knapsack
results. The second analysis identifies the percentage of files
that are correct in the total of the files to be moved based
on the algorithms decisions. The evaluation of the value
in cache is determined by comparing the value obtained by
each algorithm with the maximum possible value achieved
for each cache size determined with the knapsack algorithm.

Different sizes are considered for the cache size, namely size
256 and 512MB, 1, 2 and 4GB. Since the cache size is one
crucial aspect, it is stored in RAM to reduce the content
access latency. By comparing these algorithms in three test-
ing scenarios described hereafter, it is possible to select the
most appropriate algorithm for the Follow-Me Cloud deci-
sion system.

Figure 2: Components of FMC evaluation scenario

Figure 2 depicts the machines and the components of the
FMC to perform the evaluation. The request simulator com-
ponent was configured to perform the requests according to
the configurations of each scenario. A machine was dedi-
cated to the FMC manager, where the optimization algo-
rithms are placed. The CCNServer receives the commands
to perform the migration of content according to the deci-
sions of the FMC Manager.

The Normal, the YouTube and the Webserver scenarios,
summarized in Table 1, were specified to evaluate the Follow-
Me Cloud decision mechanism algorithms. The content pop-
ularity was defined according to the Zipf distribution (as
specified by the literature [27] considering the specificities
of each scenario (e.g. number of files). The number of files
present in each popularity class was determined by perform-
ing a reverse mapping of the Zipf distribution, as performed
in the related work [28] and [29]. For instance, it has been
demonstrated that the majority of the files are unpopular
while only a few amount of files are extremely popular.
Finally, the total number of files content objects and the
content distribution per class follow the distribution that is
characteristic of each scenario.

In the normal scenario, the content object’s size follows a
Normal Distribution with mean 30.6MB and variance of



Table 1: FMC configuration parameters

Parameter Normal Youtube WebServer

Request Zipf Distribution
Popularity α = 1 α = 2 α = 1

Number of
Popularity
Classes

10 20 20

Content
Object sizes
per class

Normal Gamma Gamma
µ = 30.60 α = 1.8 α = 1.8
σ2 = 15.72 β = 5500 β = 1200
min 150Kb min 500Kb min 50Kb
max 70Mb max 100Mb max 50Mb

Content Object Zipf Distribution with reversed classes
distribution
per class

α = 2 α = 1 α = 1

Total number
of content
objects

2000 2000 2000

15.72MB. This distribution is based on a survey of current
Internet statistics, such as the average size of a Webpage (2
MB) [30] and the average size of 1 minute YouTube video
with a resolution of 720p (40MB) [31]. The second scenario,
YouTube, follows an already defined model [32]. As for the
third scenario, Webserver, a model was defined based on
the observed growth of the size of files available at file web-
servers [33]. These models consider a gamma distributions
with α = 1.8 for both, and β = 500 for the YouTube model
andor β = 1200 for the YouTube model and the Webserver
model, respectively.

5. RESULTS
The Follow-Me Cloud evaluation does not focus on the scal-
ing performance (i.e. increasing the number of FMC Man-
agers or other components), but is devoted to the require-
ments of FMC, namely accurateness and efficiency.

Table 2: Knapsack Results per Scenario

Cache
Size

Normal Youtube WebServer

Content
objects

Value
in
Cache
(%)

Content
objects

Value
in
Cache
(%)

Content
objects

Value
in
Cache
(%)

256MB 15 29,71 47 70,69 233 63,06

512MB 29 43,10 83 82,07 366 75,74

1GB 47 56,31 160 90,50 648 87,75

2GB 78 69,67 300 95,28 1202 96,32

4GB 156 80,6 558 98,12 1980 99,95

In Table 2 one may observe the results obtained with the
knapsack algorithm for each scenario and for the diverse
sizes of cache that have been considered. These results are
the ideal solution for each combination of scenario and cache
size. With these results, it is possible to better understand
the impact that the popularity distributions cause on each
scenario, where, for instance, 47 files in the YouTube sce-
nario account for 71% of the requests received, while to

achieve a similar value in the Webserver scenario 366 files
are required.

Figure 3: Percentage of files correctly identified

Figure 4: Percentage of files correctly moved

In Figure 3, it is presented the percentage of the files that
each MADM algorithm correctly identified when compar-
ing to the ones selected by the knapsack algorithm. Fig-
ure 4 on the other hand, presents the percentage of files
that are correctly moved. It is very clear that within these
three scenarios, not only the MeTHODICAL algorithm has a
very high performance, but also delivers a consistent perfor-
mance independently of the cache size. As for the other two
MADM mechanisms, they deliver a much lower performance
together with far less consistency (high standard deviation).
Although they might seem very similar, these two metrics
evaluate two distinct things that are very important. On
one hand, it is important to see if the the MADM mecha-
nisms have chosen all or most of the correct files, but on the
other hand, it is also important that they don’t choose also
a long list of incorrect files, since this would mean that a lot
of unnecessary files will be place at the router’s local cache.

Following the trend set by the percentage of files correctly
chosen, in Figure 5, it is shown the percentage of value each
algorithm can achieve with the files it chooses to move, com-
pared to the highest possible value determined by the knap-
sack solution, in the Normal scenario. Figure 6 and 7 depict
the same reasoning for YouTube and WebServer scenarios,
respectively.

By analysing the graphics, and correlating it with the num-



Figure 5: Percentage of value achieved in the Nor-
mal Scenario

Figure 6: Percentage of value achieved in the
YouTube Scenario

ber of correct files, it is possible to see that the MeTHOD-
ICAL algorithm outstands in comparison to similar mecha-
nisms. Indeed, DiA and TOPSIS have only a high percent-
age when the cache size is able to accommodate all the files,
as happens with the WebServer scenario, depicted in Figure
7.

The accuracy requirement leads to the selection of Knap-
sack and MeTHODICAL, nonetheless when considering the
efficiency requirement the choice falls into MeTHODICAL.
Table 3 depicts the processing time for the different algo-
rithms in the YouTube scenario. The processing time of
Knapsack increases with the size of the cache, which is not
the case of MeTHODICAL and related algorithms. This
is possible with the MADM algorithms because they don’t
need to determine a different solution for each cache size.
Based on the inputs they output and ordered list, and after

Figure 7: Percentage of value achieved in the Web-
server Scenario

that, based on the cache size, the first 50 or 100 files, for ex-
ample, are selected maximizing the local cache usage. This
high efficiency of the MeTHODICAL algorithm combined
with its good accuracy prove that it is a good choice for this
application, since in a real-time application, high efficiency
is extremely important to deliver a good performance.

Table 3: Processing Time of FMC decision algorithms
(seconds)

Algorithm /
Cache Size

256MB 512MB 1GB 2GB 4GB

Knapsack 518,365 1054,535 2124,875 4262,135 8547,494

MeTHODICAL 0,023

DiA 0,075

TOPSIS 0,075

6. CONCLUSIONS
In this paper, a model and strategies for the migration of
content within mobile networks were introduced, enabling
multiple benefits both from the user and network perspec-
tive. As the users move to different locations, they still want
to access content on which they are interested with a low la-
tency and without delays or breaks, especially if dealing with
multimedia content. From the network perspective, this can
only be granted if caches exist at the edge of mobile networks
and content kept in those caches (with limited resources) is
the right content, i.e. popular content that local users are
very interested on.

A number of proposals to handle this issue already exist,
and were described thoroughly in Section 2. However, they
cannot be applied to content (only to services) or have other
limitations, often assuming a very specific scenario or scope
and not handling important issues or considering certain re-
quirements. Therefore, we propose a broader approach to
deal with content migration, handling decisions with mul-



tiple criteria and deciding multiple factors that will trigger
content migration of a given subset of content.

The proposed model was evaluated in multiple scenarios in
terms of the percentage of files correctly identified for migra-
tion and value achieved by those migrations. Results show
that the selected algorithm is quite efficient and very accu-
rate, resulting in a smooth operation with real-time applica-
tions. With such a model, the goal of delivering content with
lower latency to end users while saving well-valued network
bandwidth can therefore be achieved.
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