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Abstract 

Over the last decade, Intensity Modulated Radiation Therapy (IMRT), including Volumetric Arc 

Modulated Therapy (VMAT), has become a widespread treatment technique, given the associated 

clinical benefits. However, the inherent complexity leads to an increased potential for harmful 

errors to occur. For its safe and optimal use, a comprehensive quality assurance program must thus 

be implemented and a regular participation in external audits is recommended. 

The International Atomic Energy Agency (IAEA), which has a vast experience in providing 

dosimetry services, has recently developed a national audit program to review the physics aspects 

of IMRT treatments. The established methodology includes the dosimetric verification of a head 

and neck IMRT plan through radiochromic film and ionization chamber measurements. It also 

comprises a set of tests designed for conventional linear accelerators to evaluate basic beam data 

as well as the machine performance. This audit can be adopted at the country level with the IAEA 

support.  

In this context, the main objectives of this thesis were: 1) to carry out the IMRT audit in Portugal; 

2) to contribute to extend the audit methodology, including its adaptation to Helical Tomotherapy 

(HT), adoption of plan quality and complexity metrics for plan assessment, and providing a 

practical guide for radiochromic film dosimetry.  

The IMRT audit was conducted in Portugal in 2018 in collaboration with the IAEA and had 100% 

participation of the radiotherapy centres performing IMRT treatments. In the audit pilot centre, 

Instituto Português de Oncologia de Coimbra Francisco Gentil (IPOCFG), IMRT treatments are 

performed in a tomotherapy unit, which motivated the extension of the methodology to HT. The 

proposed adaptations included the definition of procedures to check the machine beam output, the 

treatment planning system (TPS) beam model and some small field dosimetry indicators.  

Analysis of the quality and complexity of the audit plans, created by each participating institution 

using the local technologies/techniques, allows for an independent comparison of the followed 

approaches and sharing of experiences. The plans dosimetric quality was evaluated by using an in-

house developed software tool, called SPIDERplan. To evaluate and compare the complexity of the 

audit IMRT/VMAT plans, multiple metrics were considered and a novel global plan complexity 

score was proposed. Additionally, the assessment of plan complexity was extended to HT, for 

which no indices had been proposed so far in the literature, through the definition and adaptation 

of multiple metrics.  

Film dosimetry may be challenging, requiring the knowledge and implementation of complex 

procedures. A literature review on the practical aspects to take into account when setting up a film 

dosimetry system in clinical practice was done. It can serve as a guide for new users and audit teams 

that intend to conduct the IMRT audit at a national level. A comprehensive film dosimetry protocol 

for high dose verification of stereotactic treatments was also established, which can be considered 

in future extensions of the audit methodology to hypofractionated regimens. 

 

Keywords: IMRT national audit, helical tomotherapy, plan quality, plan complexity, film 

dosimetry 

  



 

 

 

  



Resumo 

Ao longo última década, a radioterapia de intensidade modulada (do inglês intensity modulated 

radiation therapy – IMRT), incluindo a arcoterapia volumétrica modulada (do inglês volumetric 

modulated arc therapy – VMAT), tornou-se uma técnica de tratamento amplamente usada. No 

entanto, a sua maior complexidade leva a que possam ocorrer mais erros relativamente às técnicas 

mais convencionais. As instituições devem por isso, implementar um programa de garantia de 

qualidade completo e participar regularmente em auditorias externas.  

A Agência Internacional de Energia Atómica (IAEA), que tem um longo historial de experiência 

na disponibilização de auditorias dosimétricas, desenvolveu recentemente um programa de 

auditoria para tratamentos de IMRT. A metodologia adotada inclui a verificação de dose de um 

tratamento de IMRT de cabeça e pescoço usando filmes radiocrómicos e câmara de ionização. 

Contempla igualmente um conjunto de testes, especialmente definidos para aceleradores lineares 

convencionais, que visam a verificação da dosimetria básica e do desempenho da máquina de 

tratamento. Este programa pode ser adotado pelos diferentes Estados Membros, com o suporte da 

IAEA.  

Neste contexto, esta tese teve como objetivos: 1) realizar a auditoria de IMRT em Portugal; 2) 

contribuir para a extensão da metodologia da auditoria, através da sua adaptação à Tomoterapia 

(HT), da inclusão de métricas de avaliação de qualidade e complexidade dos planos de tratamento 

e da proposta de um guião para a implementação de uma metodologia de dosimetria em filme.  

A auditoria de IMRT foi conduzida em Portugal em 2018, em colaboração com a IAEA e contou 

com a participação de todos os centros de radioterapia que utilizavam, à data, IMRT na prática 

clínica. No centro piloto, Instituto Português de Oncologia de Coimbra Francisco Gentil (IPOCFG), 

estes tratamentos são executados na unidade de Tomoterapia, o que motivou a extensão da 

metodologia a este tipo de equipamento. A sua adaptação à HT incluiu a definição de procedimentos 

para verificar a calibração do feixe de tratamento, o modelo do feixe e indicadores de dosimetria 

básica de campos pequenos.  

A análise da qualidade e complexidade dos planos de tratamento resultantes da auditoria permitiu 

uma avaliação independente das práticas locais e motivou a partilha de conhecimento. A qualidade 

dosimétrica dos planos foi avaliada usando uma ferramenta desenvolvida no IPOCFG – 

SPIDERplan. Para analisar e comparar a complexidade dos planos de IMRT/VMAT, foram 

consideradas várias métricas e proposto um score global. A avaliação da complexidade foi ainda 

estendida à HT, para a qual não existiam indicadores reportados na literatura, através da definição 

e adaptação de vários índices.  

O uso de dosimetria em filme requer o conhecimento e execução de procedimentos muito 

detalhados. Assim, foi feita uma revisão bibliográfica dos aspetos a considerar na implementação 

de um sistema de dosimetria em filme. Esta revisão pode servir como guia a novos utilizadores ou 

equipas de auditores. Foi igualmente estabelecido um protocolo de dosimetria em filme para 

verificação de planos de radioterapia estereotáxica, que poderá ser considerado em extensões 

futuras da auditoria.  

 

Palavras-chave: Auditoria nacional de IMRT, tomoterapia, avaliação da qualidade dos planos, 

avaliação da complexidade dos planos, dosimetria em filme 
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1.1 | Scope of the thesis 

Cancer is the second leading cause of death worldwide, with 18.1 million new cases and 9.6 

million deaths in 2018 [1]. In Portugal, 58199 diagnoses were registered in the same year, being 

the cause of approximately 25% of deaths [2,3]. Even if these numbers are already dramatic, cancer 

incidence is expected to keep rising [4]. Conventional cancer treatment modalities include 

radiotherapy, surgery and chemotherapy. It is estimated that about 50% of the incident cases require 

radiotherapy during the course of the treatment [5].  

Radiotherapy technology has progressed considerably over the last decades and complex 

techniques such as intensity modulated radiation therapy (IMRT) are becoming commonly used, 

gradually replacing conventional techniques like three-dimensional conformal radiotherapy (3D-

CRT). 3D-CRT uses radiation beams of uniform intensity that are shaped by a multileaf collimator 

(MLC) to the target volume geometrical configuration [6]. This is still the most used treatment 

technique in Portugal. In IMRT, the radiation beams intensity is modulated allowing for 

geometrical and dosimetric conformation, at the cost of increased complexity in the associated 

procedures. One of the most challenging tumour sites for IMRT is head and neck (H&N), with 

irregular target volume(s) and multiple organs-at-risk (OAR) in their close vicinity [7,8].  

IMRT treatments can be delivered in several ways, either with a conventional linear accelerator 

(linac), including fixed gantry angle and rotational techniques (volumetric modulated radiation 

therapy, VMAT) or using other technologies like Helical Tomotherapy (HT) [8].  

To ensure the safe and optimal implementation of IMRT and any other new treatment 

technique/machine in clinical practice, radiotherapy centres should participate in independent 

dosimetry audits [9]. However, national regulations in several countries, like Portugal [10], do not 

consider it as mandatory. Instead, participation in dosimetry audits is generally voluntary and driven 

by the professionals’ motivation to perform high quality radiotherapy treatments [11]. The 

International Atomic Energy Agency (IAEA) has a long history in providing dosimetry services to 

its Member States, supporting also national activities through the development of new 

methodologies that can be adopted at the country level. In this line, being aware of the complexity 

associated with IMRT treatments, and the increased potential for errors, the IAEA has recently 

developed a national audit program for H&N IMRT. It simulates with an anthropomorphic phantom 

all steps of a patient treatment, from image acquisition and treatment planning to dose delivery, in 

an ‘end-to-end’ approach [12]. 

 

1.2 | Objectives of the thesis 

In Portugal there were, in 2018, 24 radiotherapy centres with 55 treatment machines, including 

52 linear accelerators, one Tomotherapy, one Cyberknife and one Gamma Knife [13]. Twenty 

centres had already introduced IMRT in clinical practice, and most of them (18/20) had never been 

audited for IMRT practices. Moreover, 16/20 centres did not participate in any audit initiative since 

the last national project on 3D-CRT in 2011/2012 [14]. In line with international recommendations, 

the first objective of the present project was to conduct the new IAEA national IMRT audit in 

Portugal and analyse the results. The audit methodology includes the dosimetric verification of an 

H&N IMRT plan created by each participating institution, through radiochromic film and ionization 

chamber measurements. A set of tests to evaluate TPS modelling of small fields, the MLC 

performance and machine beam output is also performed.  

Given that the audit established tests are only valid for conventional linear accelerators and that 

the evaluation of the treatment plans quality is based on the analysis of a few dosimetric parameters, 

the second objective of the thesis was to contribute to extend the audit methodology, including: 



4 |  Introduction 

 

 

i. Its adaptation to Helical Tomotherapy; 

In HT, reference dosimetric conditions of conventional linacs do not apply, as the 10×10 cm2 

homogeneous field cannot be configured. Modified reference conditions have to be incorporated to 

verify the beam output calibration, using the concept of “machine specific reference field” defined 

in the IAEA and American Association of Physicists in Medicine (AAPM) code of practice TRS 

483 [15]. In view of the HT specificities, small fields and the MLC performance also need to be 

handled in a different way.  

ii. Adoption of plan quality and complexity metrics for plan assessment; 

Considering the analysis of plan quality and complexity in the context of an IMRT dosimetry 

audit, where different treatment technologies/techniques are involved, may help to benchmark 

institutions with similar equipment, and eventually lead to an improvement of the planning 

strategies. According to the IMRT audit methodology, a plan is deemed satisfactory if it fulfils the 

dosimetric objectives/constraints, and no metrics are suggested to assess and compare the overall 

plans dosimetric quality. The total number of plan monitor units (MU) is indicated as a quick 

complexity measure, however, it does not give information on the parameters that contribute to an 

increased complexity. 

iii. Providing a practical guide for radiochromic film dosimetry;  

Radiochromic film allows to perform 2D measurements with a high spatial resolution, which 

is an important feature in IMRT plans verification. Yet, film dosimetry can be challenging, 

requiring the knowledge and implementation of complex procedures. The audit methodology does 

not provide detailed instructions on how to establish a reliable protocol and auditing teams that are 

not familiar with it, may find it difficult to implement. 

 

1.3 | Organization of the thesis 

This dissertation is organized into nine chapters:  

Chapter 1 – Introduction: the scope and objectives of the thesis are defined.  

Chapter 2 – Background Knowledge: basic and structuring concepts that allow to understand the 

developed work are reviewed, including an overview of IMRT, plan quality evaluation methods, 

plan complexity metrics, patient-specific quality assurance approaches, and dosimetry audits in 

radiotherapy.  

Chapter 3 – IMRT national audit in Portugal: the IAEA audit program for on-site verification of 

H&N IMRT dose delivery has been implemented in Portugal in 2018, having the Instituto 

Português de Oncologia de Coimbra Francisco Gentil (IPOCFG) as the pilot centre. The national 

experience and results are presented in this chapter. A section was added to the end of the published 

paper to give details on the adaptations proposed for HT.  

Chapter 4 – Evaluation of the complexity of treatment plans from a national IMRT/VMAT audit: 

the complexity of the IMRT and VMAT audit plans is quantified and compared through the 

calculation of multiple complexity metrics. A novel global plan complexity score is defined to 

summarize all the evaluated features through a single indicator. The dosimetric plan quality is 

assessed by using a software tool called SPIDERplan, developed at IPOCFG.  

Chapter 5 – On the complexity of helical tomotherapy treatment plans: in this chapter, the 

complexity analysis is extended to tomotherapy. Multiple metrics are proposed to characterize the 

complexity of HT treatment plans created for different sites, corresponding to locally treated cases. 
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The global plan complexity score is used to compare the relative complexity of the entire set of 

plans.  

Chapter 6 – A review on radiochromic film dosimetry for dose verification in high energy photon 

beams: a literature review on the practical aspects to take into account when implementing a film 

dosimetry system in clinical practice has been done. This can work as a guide for new users and 

audit teams that intend to conduct the IMRT audit at a national level.  

Chapter 7 – A protocol for absolute dose verification of SBRT/SRS treatment plans using 

GafchromicTM EBT-XD films: a film dosimetry protocol for high dose verification of stereotactic 

body radiotherapy (SBRT) and stereotactic radiosurgery (SRS) treatments has been established. It 

can possibly be considered in future extensions of the audit methodology.  

Chapter 8 – Conclusions: the general conclusions of the developed work are presented.  

Appendices – Complementary information to that provided at the end of Chapter 3 on the 

adaptations of the audit methodology to HT is provided:  

 Appendix I – Application of the TRS 483 code of practice for reference and relative dosimetry 

in Tomotherapy: the recent IAEA/AAPM TRS 483 code of practice on dosimetry of small 

static fields and non-reference conditions was applied to helical tomotherapy for reference and 

relative dosimetry at IPOCFG.  

 Appendix II – Independent verification of the pre-installed beam model in helical tomotherapy: 

HT is a pre-commissioned machine in the sense that it comes with a pre-installed beam model. 

Hence, it only needs to be verified by the customer as part of the commissioning process. The 

procedures adopted at IPOCFG for independent verification are described in this appendix.  

 

These chapters correspond to six self-consistent papers (five published and one submitted to a 

journal) and a poster with the following references: 

1. T Santos, MC Lopes, E Gershkevitsh, F Vinagre, D Faria, L Carita, et al. IMRT national 

audit in Portugal. Physica Medica 2019;65:128–36. Impact factor: 2.485 (Chapter 3)  

2. T Santos, T Ventura, MC Lopes. Evaluation of the complexity of treatment plans from a 

national IMRT/VMAT audit – Towards a plan complexity score. Physica Medica 

2020;70:75–84. Impact factor: 2.485 (Chapter 4) 

3. T Santos, T Ventura, J Mateus, M Capela, MC Lopes. On the complexity of helical 

tomotherapy treatment plans. Journal of Applied Clinical Medical Physics 2020;21(7):107–

18. Impact factor: 1.679 (Chapter 5)  

4. T Santos, T Ventura, MC Lopes. A review on radiochromic film dosimetry for dose 

verification in high energy photon beams. Radiation Physics and Chemistry 

2021;179:109217. Impact factor: 2.226 (Chapter 6) 

5. T Santos, T Ventura, M Capela, J Mateus, MC Lopes. A protocol for absolute dose 

verification of SBRT/SRS treatment plans using GafchromicTM EBT films. Submitted to 

Physica Medica in November 2020. (Chapter 7) 

6. MC Lopes, T Santos, T Ventura, M Capela. Application of the TRS 483 code of practice for 

reference and relative dosimetry in tomotherapy. Medical Physics 2019;46(12):5799-5806. 

Impact factor: 3.317 (Appendix I) 

7. MC Lopes, T Santos, T Ventura, M Capela. Independent verification of the pre-installed 

beam model in helical tomotherapy. Accepted for poster presentation at the International 

Conference on Advances in Radiation Oncology (ICARO-3), 16-19 February 2021 (virtual 

event). (Appendix II) 
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2.1 | Radiotherapy 

Radiotherapy is a cancer treatment modality that uses ionizing radiation (photons, electrons, 

protons, heavy ions or neutrons) to administrate a therapeutic dose to tumour cells, whilst 

minimizing as much as possible healthy tissues damage. Radiotherapy modalities generally fall 

within two categories, depending on the radiation source location: brachytherapy and external beam 

radiotherapy. In brachytherapy, radioactive sources are placed inside or very closely to the tumour. 

In external beam radiotherapy, radiation beams commonly produced by a linear accelerator are 

delivered from outside the patient [1]. In this work, the term radiotherapy will be used to refer to 

external beam radiotherapy using megavoltage (MV) photon beams.  

In external beam radiotherapy with megavoltage photon beams, three-dimensional conformal 

radiotherapy (3D-CRT) and intensity modulated radiation therapy (IMRT) are the most generally 

used delivery techniques. 3D-CRT involves the administration of multiple beams of uniform 

intensity that are shaped by a multileaf collimator (MLC) to match the target volume geometrical 

configuration. IMRT delivers beams of non-uniform intensity allowing for both geometric and 

dosimetric conformation [2]. Conventional radiotherapy treatments are performed on a daily basis, 

five days a week, during five to seven weeks, with a dose per fraction of 1.8 to 2 Gy. Stereotactic 

radiation therapy techniques where high doses are delivered in a single fraction or in only a few 

fractions are becoming standard of care for certain lesions, typically small and well-defined. 

Stereotactic techniques demand an accurate and reproducible localization of the target volume in 

space and time, which may be achieved through the use of rigid frames and image guided 

techniques. Stereotactic radiosurgery (SRS) refers to the treatment of intracranial lesions and 

stereotactic body radiation therapy (SBRT) to the treatment of extracranial tumours [3].  

A radiotherapy treatment encompasses multiple steps, from clinical evaluation to post-

treatment follow-up. The process starts, after a therapeutic decision has been taken, with a first 

appointment where the radiation oncologist prescribes the radiotherapy treatment scheme. Then, 

the patient immobilization to be adopted during treatment is defined and a computerized 

tomography (CT) scan of the patient is acquired, on which the radiation oncologist delineates the 

planning target volumes (PTV) to be irradiated and the organs-at-risk (OAR). To help in this task, 

the CT images may be co-registered with other imaging modalities such as magnetic resonance 

imaging (MRI) and positron emission tomography (PET). Based on the outlined structures and on 

the dose prescription to the PTV and tolerance dose criteria to the OARs, a treatment plan is created 

on a treatment planning system (TPS). After the treatment plan has been evaluated and approved 

by the radiation oncologist, there is a pre-treatment quality assurance (QA) verification to guarantee 

that it can be delivered as intended. Before each treatment fraction, the patient positioning is usually 

checked using an image guided radiation therapy (IGRT) modality. It typically involves the 

acquisition of two dimensional (2D) or three dimensional (3D) image sets that are compared with 

the reference planning images. During and after treatment, the patient is clinically followed by the 

radiation oncologist to evaluate his/her status and the treatment outcome in terms of tumour control 

and normal tissues complications.  

 

2.2 | IMRT overview 

In IMRT, the radiation is delivered using multiple beams of non-uniform intensity (fluence), 

which is achieved by subdividing each beam into beamlets. The use of a multileaf collimator 

enables the delivery of such complex patterns of modulated intensity. This allows for highly 

conformal dose distributions, with steep dose gradients surrounding the target volume, which 
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contribute to a better local control with fewer normal tissue complications. IMRT also permits to 

administrate a higher dose to regions of the target classified as at high risk disease and a lower dose 

to lower risk areas – simultaneous integrated boost. When used in combination with an IGRT 

modality for accurate localization, it enables the escalation of the target dose – hypofractionation. 

Yet, IMRT plans typically require an increased number of monitor units (MU) to deliver a stated 

dose, when compared with 3D-CRT. A higher number of MU is associated with a larger treatment 

time and volume of healthy tissues receiving low doses, which may lead to an increased risk of 

radiation induced malignancies. The complexity of most associated procedures, including basic 

dosimetry, planning process and treatment delivery is also increased. Consequently, QA processes 

required for IMRT are more demanding and time consuming [2,4,5].  

IMRT treatments can be performed using a conventional linear accelerator (linac) or other 

technologies like Helical Tomotherapy. A conventional linac is an isocentric C-arm machine that 

allows to administrate radiation beams in multiple directions by the movement of the gantry, 

collimator and couch. The corresponding rotation axes intercept each other in a point called 

isocenter. The modulation of the beam is enabled by a multileaf collimator. MLCs are composed 

of many individual leaves arranged in pairs with dimensions from a few millimetres up to 1 cm at 

the isocenter level. The MLC leaves can move independently, allowing to create almost any shape 

[6]. Modern linacs are also equipped with one (or two) flat-panel detectors in the beam exit (or 

orthogonally), which by using the treatment beam (MV) or a kV x-ray source, enable for 2D/3D 

patient positioning verification prior to treatment. For 2D verification, at least two orthogonal 

images are acquired that are then compared to digitally reconstructed radiographies. For 3D 

verification, multiple 2D projections are obtained to reconstruct a volumetric dataset – CBCT (cone 

beam computed tomography) – that is then compared with the planning CT. If the treatment beam 

is used, the IGRT modality is known as MV-CBCT. Otherwise, if there is a kV x-ray source and a 

2D detector system mounted perpendicularly to the treatment beam, the modality is called kV-

CBCT [7]. There are other possible IGRT modalities like CT-on rails, where a CT scanner is 

installed in the treatment room [8].  

On conventional linacs, IMRT can be delivered using fixed gantry angles – Step & Shoot and 

Sliding Window IMRT – or having the gantry rotating around the patient while the beam is on – 

Volumetric Modulated Arc Therapy (VMAT). In Step & Shoot IMRT, each incidence includes 

multiple static segments corresponding to different MLC aperture shapes, with the radiation being 

switched off between segments. In Sliding Window IMRT, the MLC leaf pairs continuously move 

while the beam is on [5], for a given incidence. VMAT allows treating partial or full 360° beam 

angle amplitude, with simultaneous variation of the gantry rotation speed, dose rate and MLC 

aperture shape. Like this, it is possible to treat the entire target volume in a single arc rotation, 

although in some complex cases more than one arc may be necessary [4]. The main advantages of 

VMAT in comparison to fixed gantry IMRT are indeed a significant reduction in treatment time 

and total number of MU [9–11].  

Helical Tomotherapy consists in a 6 MV flattening filter free (FFF) linear accelerator mounted 

on a CT-like gantry, O-arm. In HT, the radiation beam produced by a compact linac is collimated 

to a “fan-beam”, with a width of 1, 2.5 or 5 cm, and a maximum lateral extension of 40 cm at 

isocenter, located at 85 cm from the radiation source. The beam intensity is modulated by a binary 

MLC composed by 64 tungsten leaves with a 0.625 cm width at isocenter, which can only be fully 

open or closed and whose movement is driven by a compressed air system. Delivery is done while 

the beam rotates around the patient and the couch translates through the gantry ring – helical IMRT. 

Both the gantry rotation and the couch translation speeds are constant throughout the treatment. In 

the gantry ring there is also an arc shaped detector mounted opposite to the linac that records the 

exit radiation signal. The recorded signal can be used for patient positioning verification through 
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the acquisition of megavoltage computed tomography images (MVCT), plan deliverability 

evaluation or machine quality assurance (QA). A great advantage of HT is that the length of the 

treatment region in the longitudinal direction is only limited by the maximum couch travel, up to 

135 cm, so it can be used to treat extended target volumes or multiple lesions without field junctions 

[12,13].  

IMRT treatment plans are designed using an inverse planning approach. The planner starts by 

defining a few parameters like the number of beam incidences (in static gantry IMRT), the number 

of arcs (in VMAT), or the field width (in HT) and then specifies dose-volume objectives and 

constraints for each PTV and OAR, as well as their relative importance. These descriptors are 

combined in a mathematical objective function that guides the TPS optimization algorithm, which 

iteratively determines the beamlet intensities most likely to give the desired dose distribution. 

During the optimization phase a manual fine tuning of the set parameters is usually required until 

an acceptable plan is obtained [2]. This is a trial and error process that can be quite time consuming 

and that is becoming smoothly replaced by automated solutions [14,15].  

 

2.3 | Plan quality evaluation 

A treatment plan is considered dosimetrically satisfactory when the dose prescription 

requirements set by the radiation oncologist are met. Yet, planners should aim for a solution that 

spares as much as possible the delineated OARs and healthy tissues as long as it uniformly irradiates 

the PTV with the prescription dose. In this process, a number of tentative plans are typically 

generated. 

The most commonly used methods in clinical routine for dosimetric plan quality assessment 

are the visual inspection of the 3D dose distribution overlapped on CT planning images and the 

analysis of the dose-volume histograms (DVH) provided by the TPS for each delineated structure. 

The final evaluation and selection of the “optimal plan” from among competing solutions can thus 

be a cumbersome task due to the large and diverse amount of data to be considered. As a result, it 

is widely recognized that decision-making process is rather subjective, depending on the planner’s 

and eventually radiation oncologist’s knowledge and experience [16,17].  

For making the plan selection process less ambiguous, some potential decision-support tools, 

more or less sophisticated, have been developed over the past decades. Dose-volume quality indices 

were first proposed in the 1990s by the Radiation Therapy Oncology Group to evaluate radiosurgery 

treatment plans, namely the coverage of the target volume by the prescription isodose, the 

conformity of the prescription isodose to the target volume and the homogeneity of the dose 

distribution [18]. Since then, various quality indices have been presented and more complete 

definitions have been described [19–30], considering, for instance, the organs-at-risk/normal tissue 

irradiation, the size and shape of the target volumes and the dose gradient outside the target volume. 

Still, such metrics have never been extensively used in the clinic for IMRT plan quality assessment, 

either due to limitations in their definition or complexity. An alternative approach includes the 

estimation of the outcome of the treatment by calculating some radiobiological indicators (using 

mathematical models) like tumour control probability (TCP) and normal tissue complication 

probability (NTCP). However, uncertainties related to the determination of the parameters needed 

in the biological modelling process still limit their applicability [31]. More recently, some software 

solutions have been presented. Ventura et al. [32], in 2016, have developed a tool called 

SPIDERplan that allows to assess and compare the quality of multiple plans through the 

combination of a graphical representation and the definition of a scoring index. The score functions, 

which are freely configurable, are generally based on the target coverage and OAR sparing, being 
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completely independent of the algorithm, treatment planning system or technique [17,32]. PlanIQTM 

(Sun Nuclear Corporation, Melbourne, FL, USA) is a commercially available software that permits 

not only assessing plan quality based on customizable criteria, but also improving it [33]. PlanIQTM 

provides, before planning, patient-specific feedback on the feasibility of the clinical objectives for 

each delineated structure, indicating how they can eventually be improved [34]. This a priori 

knowledge may contribute to reduce inter-planner variability [35].  

The evaluation of plan quality in ‘end-to-end’ dosimetry audits is a good opportunity to assess 

what is achievable using different treatment technologies/techniques and lead to an improvement 

of the local planning methodologies through knowledge sharing.  

 

2.4 | Plan complexity evaluation 

IMRT allows to obtain highly conformal dose distributions and steep dose gradients via beam 

intensity modulation, which comes at the cost of intrinsic plan complexity [36]. High complex plans 

are associated with larger uncertainties in dose calculation and delivery, which may eventually 

compromise the accuracy and quality of the treatment [37].  

Multiple metrics have been proposed and adapted to quantify the complexity degree of IMRT 

and VMAT plans [38–50]. The total number of MU per Gy (MU/Gy) is a simple and at the same 

time the most widely used indicator. A large MU/Gy is typically related to a higher complexity, as 

it may point to the presence of many small and irregularly shaped apertures [41,43,44]. Fluence 

map-based metrics like the Fluence Map Complexity (FMC) [47] and the Modulation Index (MI) 

[39], were the first proposed and evaluate the variations of intensity in fluence maps. The FMC 

presented by Llacer et al. in 2001, is defined as the normalized root square sum of the variation in 

intensity between each element and its lateral neighbours. The MI, proposed by Webb in 2003, 

accounts only for those differences between neighbours that are greater than a fraction of the 

standard deviation of the entire fluence map. Larger FMC and MI indicate a greater fluence 

heterogeneity that is associated with a higher level of complexity. However, these indices do not 

give indication on the parameters that contribute to obtain such complex patterns and the fluence 

maps may not be available [45,37].  

Several metrics have been developed to directly evaluate treatment plan features, including the 

size, irregularity and location of MLC apertures, and modulation of machine parameters like the 

distance travelled by the MLC leaves as well as gantry speed and dose rate variations. The 

Modulation Complexity Score (MCS) presented by McNiven et al. in 2010 for Step & Shoot IMRT 

[42] and later modified by Masi et al. [48] for VMAT plans, takes simultaneously into account the 

shape, area and weight (MU) of each segment in the beam/plan. Other examples include, the Cross-

Axis Score (CAS) [44] that assesses the amount of off-axis apertures, and the Plan Irregularity (PI) 

[43], which gives an indication on the apertures irregularity or narrowness. Variations of dose rate 

and gantry speed are usually analysed in VMAT plans, since they may be potentially demanding in 

terms of machine performance and MLC motion [49,50]. In this regard, Masi et al. [48] proposed 

an index, called Leaf travel (LT) to evaluate the mean MLC leaves motion per VMAT arc. Park et 

al. in 2013 [40], modified the MI presented by Webb et al. [39], in order to consider the variation 

of the MLC leaves position, gantry speed and dose rate in VMAT, by attributing a variable weight 

to each. Concerning other radiation therapy technologies, such as Tomotherapy, as far as we are 

aware of, no complexity metrics had been defined before those proposed in this thesis.  

Complexity metrics have been mostly utilized to predict the likelihood of a plan to fail pre-

treatment QA verification, with the final purpose of reducing the time allocated to QA measurement 

or eventually skip it. However, the majority of the studies were unable to identify thresholds that 
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would permit the separation between deliverable and non-deliverable beams/plans. These threshold 

values, even when found, strongly depend on the institution’s technology for treatment planning 

and delivery, verification tools, evaluation metrics and acceptability criteria, so other centres cannot 

simply use them in clinical practice. Still, complexity metrics play an important role in treatment 

plans characterization and comparison, and may also contribute to establishing a trade-off between 

plan quality and complexity. As their definition is typically independent of the treatment 

technology/technique, such metrics can be useful in the context of multi-institutional dosimetry 

audits, allowing for comparison of treatment techniques, treatment machines, treatment planning 

systems and planner skills [51–53]. This may help to benchmark institutions with similar 

equipment, drive the medical physicists’ attention to parameters that contribute to over-modulated 

plans, and eventually contribute to an improvement of the planning approaches.   

 

2.5 | Patient-specific QA 

There are multiple identified sources of error that may significantly compromise treatment 

deliverability, i.e. the agreement between the planned and delivered dose distributions, which are 

primarily related to TPS dose calculation, plan transfer, treatment machine performance, patient 

setup errors and internal motion during treatment. Some general aspects that may affect TPS dose 

calculations include modelling of small fields output factors, off-axis profiles, MLC leaf ends, 

tongue-and-groove effects, leaf/collimator transmission, and consideration of heterogeneity 

corrections. Regarding the treatment machine performance, MLC leaf position errors, MLC leaf 

speed, stability of the gantry rotation and couch motion, beam stability and the equipment age are 

some important factors to consider [54]. Given the potential impact of such errors in the patient 

treatment outcome, to introduce IMRT in clinical practice, a complete set of acceptance and 

commissioning tests should be performed and a comprehensive QA program designed and 

implemented [55,56]. The QA program must include periodic tests of the treatment machine 

performance and image guidance tools as well as patient-specific verifications to evaluate the 

deliverability of each plan either prior to treatment – pre-treatment QA verification – or during 

treatment – in-vivo dosimetry [57–59].  

The purpose of pre-treatment QA verification is usually two-folded. First (if applicable), it aims 

at verifying if each treatment plan is properly transferred from the TPS to the treatment machine, 

and second, if it can be delivered as intended. There are multiple  verification tools available that 

include: ionization chamber and other point dose detectors, radiochromic film, 2D and 3D detector 

arrays, treatment machine image detectors, and independent monitor unit (or time) verification 

softwares [54].  

 

 Point dose verification - ionization chamber  

Ionization chambers are used as a reference dosimeter for point dose verification due to their 

long term stability, linear response to absorbed dose and traceability to a primary calibration 

standard. The treatment plan is typically recalculated in a phantom and a cylindrical ionization 

chamber is placed in a homogeneous dose region. As ionization chambers present some volume 

averaging, measurement in high dose gradient regions can lead to large deviations between planned 

and determined doses [54].  
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 2D dose verification  

Radiochromic film  

A dosimetry system composed by radiochromic films and a flatbed document scanner enables 

2D dose measurements with a submilimeter spatial resolution. Radiochromic films are self-

developing and have many attractive characteristics, such as: near-water equivalent composition, 

weak energy dependence in radiotherapy photon MV range, angular independence, and consistent 

response in an extended range of doses. As for ionization chamber measurements, radiochromic 

films are usually placed at a plane of interest inside a phantom [60].  

 

Planar detector arrays 

2D detector arrays such as MapCHECK2 (Sun Nuclear Corporation, Melbourne, FL, USA) and 

MatriXX (IBA Dosimetry, Schwarzenbrook, Germany) consist of small ionization chambers or 

diodes arranged in a matrix with different spacing between them. These devices were firstly used 

for per-beam verification of fixed-gantry IMRT, with the beam incidences perpendicular to the 

measurement plane. When utilized for true composite verifications (either multiple IMRT 

incidences or rotational techniques), their planar design does not allow to fully measure lateral 

beams and there is a directional dependence of the response (anisotropy), which is more pronounced 

for diode-based arrays [61,62]. The planar detectors can also be attached to the gantry to measure 

the beam fluence hence eliminating angular dependence.  

 

 3D dose verification  

“3D” detector arrays  

There are some detector array systems that allow for 3D dose verification, like OCTAVIUS 4D 

(PTW, Freiburg, Germany), Delta4 phantom (Scandidos, Uppsala, Sweden) and ArcCHECK (Sun 

Nuclear Corporation, Melbourne, FL, USA). OCTAVIUS 4D (PTW, Freiburg, Germany) consists 

in a polystyrene cylindrical phantom, which rotates synchronously with the gantry, coupled with a 

planar ionization chamber array. The planar array can have a spatial resolution from 2.5 mm 

(OCTAVIUS Detector 1000SRS) to 1 cm (OCTAVIUS Detector 729) [63]. Delta4 phantom 

(Scandidos, Uppsala, Sweden) is constituted by 1069 diodes disposed along two orthogonal planes 

in a cylindrical PMMA phantom. The diodes spacing is 5 mm in the central area (6×6 cm2) and 1 

cm in the outer area. The measurement is synchronized with the irradiation [64]. ArcCHECK (Sun 

Nuclear Corporation, Melbourne, FL, USA) records the signal of 1386 diodes, spaced by 1 cm, and 

embedded as a helical grid on a PMMA cylindrical phantom [63]. A problem pointed to these 

devices is the limited spatial resolution which may influence the pre-treatment QA results due to 

undersampling effects [65].  

 

 Image detectors: EPID and Tomotherapy detector  

The image detectors already existing in the treatment units enable to measure the exit fluence 

during irradiation before and during treatment. The signal recorded by electronic portal imaging 

devices (EPID) in linacs and the image detector in Tomotherapy can be used to reconstruct the 

delivered dose distribution on a phantom/patient CT set, using manufacturer’s software or third 

party solutions [66].  
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 Independent monitor unit (or time) calculation  

Systems to perform an independent calculation of the treatment monitor units (time) to deliver 

a certain dose to a given point(s) have been used for many years [67]. More sophisticated 

alternatives include the calculation of the 3D dose distribution in the patient anatomy using an 

independent calculation algorithm [68]. 

 

 Comparison of measured and calculated dose distributions 

The Gamma index, introduced by Low et al. in 1998 [69], is one of the most used metrics to 

assess the agreement between measured and planned dose distributions. This method allows to 

compare the dose distributions in a quantitative way, combining percent dose difference and 

distance-to-agreement in one parameter – the gamma index [69]. Basically, the two dose 

distributions to be compared are assigned as the reference and the evaluated distributions. For each 

point in the reference dose distribution, 𝑟𝑅, the distance 𝛥𝑟 and the dose difference 𝛥𝐷 to each point 

in the evaluated distribution 𝑟𝐸 are determined, and the gamma index calculated from:  

 

𝛤(𝑟𝑅 , 𝑟𝐸) = √
𝛥𝑟2(𝑟𝑅 , 𝑟𝐸)

𝛿𝑟2
+ 
𝛥𝐷2(𝑟𝑅 , 𝑟𝐸)

𝛿𝐷2
 (2.1) 

 

where 𝛿𝑟 is the distance-to-agreement and 𝛿𝐷 the dose difference criteria [69,70]. The gamma 

index corresponds to: 

 

𝛾 = 𝑚𝑖𝑛{𝛤(𝑟𝑅 , 𝑟𝐸)} , ∀{𝑟𝐸} (2.2) 

 

If 𝛾 ≤ 1, the acceptance criteria are met. When the dose difference tolerance is relative to the 

local/point dose, the analysis is known as local gamma analysis. When it is relative to a global dose 

value in a low gradient region such as the maximum predicted TPS dose in a dose matrix plane, it 

is named global gamma analysis. It is common practice to report the evaluation results through the 

percentage of points for which the gamma values meet the acceptance criteria (𝛾 ≤ 1), the so-called 

gamma passing rate.  

An AAPM report on methodologies and tolerance limits for IMRT pre-treatment QA 

verification has been recently published [54]. Among other recommendations, it is suggested that 

the agreement between planned and measured dose distributions should be assessed using global 

gamma analysis with 3%/2 mm 10% dose threshold criteria, and an acceptance level of 95%. The 

threshold is used to exclude dose regions with no/limited clinical significance that can bias the 

analysis results [54]. Still, several studies reported that the gamma passing rates can be misleading 

as revealed to be insensitive to clinically significant dosimetric errors, being DVH-based metrics 

suggested as an alternative or at least a complement to the gamma analysis [71–73]. In this line, 

analysis software modules [74–76] have been developed to reconstruct the 3D dose distribution on 

the patient CT images and calculate the DVH for each delineated structure from the performed 

measurements.  

The conclusions regarding treatment plans deliverability may be different, depending on the 

verification systems, analysis methods, criteria and tolerances used [54]. Regular participation in 

dosimetry audits is thus highly advised for independent review of the local practices.  
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2.6 | Dosimetry audits 

Independent dosimetry audits play an important role in patient treatment quality and safety. 

Audits have the potential to identify issues and resolve them, reducing the probability of harmful 

errors to occur. Audits can also support the safe implementation of new techniques and 

technologies, and promote knowledge sharing at a national and/or international level by 

benchmarking centres with similar equipment [77]. Indeed, the IAEA stresses the importance of 

every radiotherapy centre equipped with new machines and those that are going to introduce new 

treatment techniques in clinical practice, participate in dosimetry audits before starting treating 

patients, and regularly after that [78]. Moreover, a recent European Directive (2013/59 Euratom) 

[79] recommends that new radiological procedures should be audited. Independent dose audits are 

also mandatory in many multi-institutional clinical trials in radiotherapy to ensure that participants 

deliver accurate doses and so the reported results are not biased [80–82].  

There are different types of dosimetry audits, performed either at a national level or large scale, 

and including both postal and on-site visits. The dosimetry audit programs vary from machine beam 

calibration measurements in reference conditions to ‘end-to-end’ verifications. ‘End-to-end’ 

approaches simulate with an anthropomorphic phantom all steps of a patient treatment including, 

image acquisition, treatment planning, and dose delivery [77].  

The IAEA has a vast experience in promoting dosimetry audits in radiotherapy, involving both 

postal services and on-site visits. A postal audit program has been conducted in collaboration with 

the World Health Organization (WHO) to check the calibration of high energy photon beams for 

over 50 years [83], using passive luminescent dosimeters. The dosimeters are mailed to the 

participants that irradiate them to a specified dose under reference conditions and then returned to 

the IAEA, which analyses and compares the intended to the measured dose. There are other 

international organizations that conduct this type of audits, as, for example, Imaging and Radiation 

Oncology Core group in Houston (IROC-H) [84] in the United States, and the Equal-Estro 

laboratory (EQUAL) in Europe 1 [85].  

A national ‘end-to-end’ audit program of 3D-CRT treatment techniques was developed by the 

IAEA in 2008 [86]. This audit was carried out in Portugal in 2011/2012 [87], with the IAEA 

assistance. Some methodologies have already been established for IMRT verification at a 

national/regional level [88–93] or on a large scale [85,94–96]. An independent audit of the local 

pre-treatment QA methods has been conducted in the Netherlands [90], where the same set of pre-

defined IMRT/VMAT clinical plans was considered for dose calculation in all institutions. In about 

20% of the evaluated measurements, the results of the audit and the local QA were in disagreement. 

The IROC – Houston QA Center has implemented a remote program for clinical trials credentialing 

of H&N IMRT treatments, using a semi-anthropomorphic phantom [94]. Significant improvements 

in the results have been achieved over the years, but still about 10% of the irradiations fail to meet 

the tolerances of ±7% dose difference for point dose measurement with thermoluminescent 

dosimeters (TLD) and 85% global gamma analysis (7% dose difference/4 mm distance-to-

agreement) for film [97]. The IAEA has also developed a national audit program to review the 

physics aspects of H&N IMRT treatments, following an ‘end-to-end’ approach. Portugal was one 

of the first countries implementing this audit at a national level. The audit methodology comprises 

the dosimetric verification of an H&N IMRT plan created by each participating institution, and a 

set of tests to check small field dosimetry, MLC performance, and the machine beam output [98]. 

                                                           
1 It is now an independent laboratory not linked to the European SocieTy for Radiation and Oncology 

(ESTRO) 
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A few dosimetry audits of SBRT and SRS treatments, which are complex and high risk 

techniques, have already been set-up [99–101]. However, further efforts and developments are 

needed to widespread such methodologies.  

There are also more comprehensive audit programs, like the Quality Assurance Team for 

Radiation Oncology (QUATRO). This program, provided by the IAEA, reviews and evaluates the 

overall quality of all radiotherapy related aspects at an institution, including infrastructure, 

organization, documentation, equipment, procedures, radiation protection aspects, staffing levels 

and training. The audit is carried out by a multidisciplinary team, including a radiation oncologist, 

a medical physicists and a radiotherapy technologist [102].  
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Abstract 

Purpose: The IAEA newly developed “end-to-end” audit methodology for on-site verification of 

IMRT dose delivery has been carried out in Portugal in 2018. The main goal was to evaluate the 

physical aspects of the head and neck (H&N) cancer IMRT treatments. This paper presents the 

national results.  

Methods: All institutions performing IMRT treatments in Portugal, 20 out of 24, have voluntarily 

participated in this audit. Following the adopted methodology, a Shoulder, Head and Neck End-to-

End phantom (SHANE) – that mimics an H&N region, underwent all steps of an IMRT treatment, 

according to the local practices. The measurements using an ionization chamber placed inside the 

SHANE phantom at four reference locations (three in PTVs and one in the spinal cord) and an 

EBT3 film positioned in a coronal plane were compared with calculated doses. FilmQA Pro 

software was used for film analysis.  

Results: For ionization chamber measurements, the percent difference was within the specified 

tolerances of ±5% for PTVs and ±7% for the spinal cord in all participating institutions. Considering 

film analysis, gamma passing rates were on average 96.9%±2.9% for a criterion of 3%/3 mm, 20% 

threshold, all above the acceptance limit of 90%.  

Conclusions: The national results of the H&N IMRT audit showed a compliance between the 

planned and the delivered doses within the specified tolerances, confirming no major reasons for 

concern. At the same time, the audit identified factors that contributed to increased uncertainties in 

the IMRT dose delivery in some institutions resulting in recommendations for quality improvement. 

 

Keywords: intensity modulated radiation therapy, on-site dosimetry audit, head and neck treatment 
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3.1 | Introduction 

Intensity modulated radiation therapy (IMRT), including volumetric modulated arc therapy 

(VMAT), has become a standard treatment technique given the associated benefits [1]. However, 

in comparison to 3-dimensional conformal radiotherapy (3D-CRT), IMRT is more demanding in 

both planning and delivery, requiring a strict quality assurance (QA) program. As a complement, 

many international organizations [2–8], including the International Atomic Energy Agency 

(IAEA), recommend that every institution that intends to introduce such complex techniques in 

clinical practice should participate in an independent dosimetry audit.  

The IAEA has a vast experience in promoting dosimetry audits in radiotherapy to its Member 

States, involving both postal services and on-site visits. A postal audit program has been conducted 

in collaboration with the World Health Organization to check the calibration of high energy photon 

beams for 50 years now [9]. The methodology for a national on-site end-to-end audit of 3D-CRT 

treatment techniques using an anthropomorphic thorax phantom [10] was developed by the IAEA 

in 2008. This audit has been carried out in eight countries in Europe [11], including Portugal [12]. 

With the introduction of IMRT/VMAT in clinical practice, development of audit procedures to 

ensure the safe use of this technique became necessary. Thus, some methodologies have already 

been established and used at a national/regional level [7,13–17] or on a large scale [18–21]. An 

independent audit of the local patient-specific QA systems has been recently conducted in the 

Netherlands [14] where the same set of pre-defined IMRT/VMAT clinical plans was considered in 

all institutions for dose computation. In about 20% of the evaluated measurements, the results of 

audit and the local QA were in disagreement. The Radiological Physics Center in Houston (now 

called Imaging and Radiation Oncology Core, IROC – Houston QA Center) has implemented a 

remote program for clinical trials credentialing of Head and Neck (H&N) IMRT treatments, using 

a semi-anthropomorphic phantom [19]. Thermoluminescent dosimeters (TLD) and radiochromic 

film are used to assess the agreement between the calculated and measured doses. The current 

acceptability criteria is ±7% dose difference for TLD and a passing rate of 85% in global gamma 

analysis (7% dose difference/4 mm distance-to-agreement) for film. Significant improvements in 

the results have been achieved over the years, but still about 10% of the irradiations fail to meet the 

tolerances [22].  

In large scale settings with several hundred facilities to be audited, remote audits are typically 

preferred due to their cost-effectiveness. As part of a multi-step remote audit system, the IAEA has 

disseminated a methodology for postal end-to-end IMRT/VMAT audits using TLDs and film in a 

specially developed solid phantom that is being implemented by some national dosimetry audit 

networks [23]. However, on-site visits have demonstrated advantages over remote postal audits – 

results are typically available without delay and any issues or discrepancies can be discussed 

between the auditor and the auditee, and possibly resolved during the visit; more detailed 

observations can be made, e.g. regarding phantom positioning and the performance of local QA as 

well as the overall process of IMRT delivery at the institution. Usually, postal audits are more 

restricted in terms of the audit scope and program, whereas on-site visits allow more flexibility, e.g. 

additional modalities or delivery techniques can be audited as needed and if time allows. As main 

drawbacks, on-site visits involve substantial travel costs and the auditor’s time. 

Recognizing the complexity associated with the IMRT procedures and being aware of the 

advantages of on-site visits in some national settings, the IAEA has recently developed a national 

audit program to review the physics aspects of H&N IMRT treatments, following an end-to-end 

approach [24]. A specially designed anthropomorphic phantom named Shoulder, Head and Neck 

End-to-End (SHANE – Computerized Imaging Reference Systems (CIRS) Inc., Norfolk, Virginia, 
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USA) [25] and a DICOM set of pre-defined contours are used to represent a patient with a 

nasopharynx tumour. The leading objective of the audit is to verify on-site that the complete 

radiotherapy treatment chain from computed tomography (CT) scanning to dose delivery leads to 

the desired results within the defined tolerances. The feasibility of the methodology was verified 

through a multicentre pilot study in a variety of clinical settings and the feedback by participants 

was carefully considered to fine-tune it [26]. This audit has been carried out in Portugal in 2018 

with the IAEA assistance. The Medical Physics Division of the Portuguese Physics Society was 

designated the national auditing organization and Instituto Portugues de Oncologia Coimbra 

(IPOCFG, E.P.E.) the pilot centre. The national experience and results are presented in this paper. 

 

3.2 | Materials and Methods  

 National characterization  

In Portugal, in 2018, there were 24 radiotherapy institutions equipped with 55 treatment 

machines including, 52 linear accelerators (linacs), one Tomotherapy, one Cyberknife and one 

Gamma Knife. By the time of the audit, twenty institutions had already introduced IMRT in clinical 

practice, with 14/20 having more than 2 years of experience in H&N IMRT. IMRT treatments 

represented about one third of the total external beam radiotherapy treatments in the country. H&N 

patients corresponded on average to 20% of the total number of patients treated with IMRT. 

All 20 institutions voluntarily participated in the audit with one equipment set (linac/TPS) and 

IMRT technique. The treatment units comprised 19 linacs (14 Varian and 5 Elekta) and one 

Tomotherapy. From these, 14 treatment machines were less than 10 years old and 10 of them had 

been installed in the past 5 years. The oldest linac had more than 15 years. Regarding the nominal 

beam energy, 18/20 institutions used 6 MV and two 6FFF MV (Tomotherapy and one linac). The 

IMRT delivery techniques were: volumetric modulated arc therapy – VMAT (15), sliding window 

(3), step & shoot (1) and helical IMRT (1). The treatment planning systems included 13 Eclipse 

(Varian), 5 Monaco (Elekta), 1 XiO (Elekta) and 1 VoLO (Accuray). And finally, the dose 

calculation algorithms were: AAA (12), AcurosXB (1), Monte Carlo (5), fast superposition (1), and 

CCC superposition (1). Dose calculation grid resolution varied between 1 and 3 mm: 1 mm (1), 2 

mm (5), 2.5 mm (11) and 3 mm (3). 

 

 Audit phases  

Before starting the audit program, a kick-off workshop was organized at the pilot centre to 

present the adopted methodology and discuss its implementation. The project encompassed 

different phases that are described in the following subsections. 

 

Pre-visit activities  

Some pre-visit activities were required to be performed by the participating institutions prior to 

the on-site visit. Aiming at speeding up the treatment planning phase, each institution had to create 

a preliminary IMRT plan based on a pre-visit CT dataset of the SHANE phantom and the 

corresponding pre-delineated structures, provided by the IAEA. The structures set included three 

planning target volumes (PTV_7000, PTVn1_6000 and PTVn2_5400) and four organs-at-risk 

(spinal cord, brainstem, left parotid and right parotid). For treatment planning, each institution 

considered the local treatment technique and their typical calculation specifications for H&N (dose 

calculation algorithm, grid resolution, inclusion of the treatment couch, etc.). To guide the 

optimization process, dose-volume constraints were provided (Table S3.1 – Supplementary data). 
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In addition, participants were asked to calculate on their TPS, output factors (OF) for 5 MLC-

shaped fields (10×10 cm2, 6×6 cm2, 4×4 cm2, 3×3 cm2 and 2×2 cm2) to compare with the IROC-

Houston QA Centre’s reference dataset [27,28]. Tolerances of ±3% for the 2×2 cm2 field and ±2% 

for larger fields were considered [24]. Inplane and crossplane profiles for a MLC-shaped 2×2 cm2 

field, at source-axis distance (SAD) of 100 cm, depth of 10 cm, were also calculated in the TPS. 

Field sizes (defined as the normalized dose profile full width at half maximum – FWHM) and 

penumbra widths (20-80%) were recorded.  

 

Pilot centre audit  

The audit at the pilot centre was performed in the presence of an IAEA expert at the 

Tomotherapy unit. Before the SHANE irradiations, a dose comparison was done between the IAEA 

calibrated ionization chamber (IC) and a pilot centre’s dosimetry system composed of a TM31010 

Semiflex 0.125 cc ionization chamber and UNIDOS E electrometer (PTW-Freiburg, Germany) in 

the machine specific reference conditions for Tomotherapy [29]. This aimed at ensuring the 

metrological quality of the pilot centre’s dosimetry system so that it could be used for audit 

measurements at participating centres. The result of the dose comparison was within 0.2%. 

 

On-site visits  

Following the IAEA audit methodology, the national auditor travelled through the institutions 

with the phantom, the audit dosimetry system, a barometer, a thermometer and a box with 

Gafchromic EBT3 films (Ashland Inc., Covington, Kentucky, USA) from a single batch, 

appropriately cut, numbered and marked. All on-site measurements were performed using the audit 

dedicated equipment. After each visit, the equipment integrity and long-term stability of the 

dosimetry system composed by the ionization chamber and electrometer were checked.  

Each on-site visit took two days, the first for phantom scanning and treatment planning and the 

second for dose measurements. 

 

a) CT scan of the SHANE phantom  

The on-site visit started by performing a CT scanning of the SHANE phantom – on-site 

planning CT set – following the local CT scanning protocol for H&N patients. The phantom was 

positioned on the couch and aligned without using any immobilization devices such as head rests 

or thermoplastic masks as per the audit instructions. In the shoulders region of SHANE phantom 

seven reference materials are embedded – lung inhale, lung exhale, water vial, soft tissue, spinal 

cord, trabecular bone and cortical bone – with certified relative electron density (RED)/mass density 

values. After transferring the on-site planning CT set to the local TPS, a CT to RED/mass density 

curve was built to be compared with the one stored in the TPS [24]. Differences between curves of 

±5 Hounsfield Unit (HU) for water and ±20 HU for all other materials were considered acceptable, 

as per the IAEA TRS-430 recommendations for TPS verification [30]. 

 

b) Treatment planning phase 

The pre-visit CT set was co-registered with the on-site planning CT using rigid registration and 

the structures were copied over. The volume of each delineated structure was checked against a 

reference set of expected volume values, provided by the IAEA, to ensure that no major changes 

had occurred. The adopted tolerances were established based on the analysis of data resulting from 

a multicentre study to test the feasibility of the treatment planning exercise [31]. The pre-visit plan 

was then transferred (copied or saved as template) to the on-site planning CT set and re-optimized. 

The provided set of contours included four structures that represented the ionization chamber 
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volume surrogating the measurement reference points. The mean dose over those structures was 

registered.  

Patient-specific QA of the IMRT created plan was performed by the local medical physics team 

using their equipment, analysis metrics, and acceptability criteria as for a typical H&N cancer 

patient. Some institutions considered more than one verification method. A summary of the used 

systems is presented in Table 3.1.   

 

Table 3.1 – Local verification systems used to validate the H&N IMRT audit plan. 

System Manufacturer 
No. of 

institutions 

Image detector dosimetry EPID dosimetry (Varian Medical Solutions, Palo Alto, 

California, USA) 

Dosimetry Check (LifeLine Software Inc., Austin, TX, 

USA) 

8 

MatriXX IBA Dosimetry, Schwarzenbruck, Germany 4* 

ArcCHECK SunNucelar Corporation, Melbourne, FL, USA 4 

Octavius II + PTW 729 array PTW-Freiburg, Germany 1 

Octavius 4D + PTW 1500 array 

+ IC measurements 
PTW-Freiburg, Germany 3 

EBT3 film + IC measurement Ashland Inc., Covington, Kentucky, USA 2 

IC measurements  2** 

Independent MU/dose 

calculation 

RadCalc (LifeLine Software Inc., Austin, TX, USA) 

Mobius3D (Varian Medical Solutions) 
3 

*In 1 institution the MatriXX array was used in combination with a slab phantom and in 3 with MultiCube; in one of 

them it was also attached to the gantry head, and COMPASS software was used to reconstruct 3D dose; **Ionization 

chamber measurement in combination with slab solid water phantom.  

 

c) On-site measurements  

The on-site measurements were performed on the second day. Besides the dosimetric 

verification of the newly created H&N IMRT plan, measurements also included: i) a test to evaluate 

MLC performance; ii) irradiation of an EBT3 film with a 2×2 cm2 MLC-shaped field as configured 

in the pre-treatment phase; iii) beam output verification; iv) irradiation of dose reference strips for 

film calibration, along with verification using the audit dosimetry system. The MLC test used either 

Electronic Portal Imaging Device (EPID) or film, considering an irradiation pattern as per IAEA 

specifications (5 strips of all MLC length, 3 cm gap between strips and the minimum achievable 

leaf opening). Film was placed isocentrically on a solid slab phantom (SAD=100 cm) with at least 

2 cm of build-up. EPID was positioned as close as possible to the isocenter. 

Daily output of the machine was checked against the reference dose calibration modelled in the 

TPS (10×10 cm2 field, SAD=100 cm, depth=10 cm) with the audit dosimetry system. The measured 

dose was determined according to the TRS 398 [32] dosimetry protocol and compared with the 

calculated dose as follows: 

 

𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 [%] = 100 × (𝐷𝑐𝑎𝑙 − 𝐷𝑚𝑒𝑎𝑠)/𝐷𝑚𝑒𝑎𝑠  (3.1) 

 

where 𝐷𝑐𝑎𝑙  is the TPS calculated and 𝐷𝑚𝑒𝑎𝑠  is the measured dose. A tolerance of ±2% was 

considered. 

Dosimetric verification of the created H&N IMRT treatment plan was done through ionization 

chamber measurements performed using the audit dosimetry system and EBT3 film irradiation. The 

ionization chamber was positioned in one of the four measurement reference locations, and at least 
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two irradiations were performed per reference point. The calculated and measured doses were 

compared using equation (3.1) but taking 𝐷𝑐𝑎𝑙 as the corrected calculated dose for daily output 

variation – 𝐷𝑐𝑎𝑙∗. The established tolerances were ±5% for PTVs and ±7% for the spinal cord [26]. 

An EBT3 film was then placed in a coronal plane of SHANE and given three treatment fractions 

as per IAEA methodology [24]. After measurements with SHANE, the reference strips were 

irradiated for film calibration. 

 

Post-visit analysis  

All films irradiated during the on-site visit were analysed centrally by the national auditing 

team at the pilot centre. Calibration and measurement films were scanned at least 48 hours after 

irradiation using a flatbed scanner Epson Expression 10000 XL (Seiko Epson Corporation, Japan). 

To guarantee a stabilized scanner response, 16 empty scans were performed after a warm-up time 

of at least 30 minutes. A glass compression plate was put on films top to ensure film flatness. Red-

Green-Blue (RGB) images were acquired in transmission mode, at 48 bits colour depth, 72 dpi, 

landscape orientation and with all colour corrections turned off.  

For EBT3 film calibration, 10 strips were irradiated to known doses (0, 1, 2, 3, 4, 5, 6, 7, 8 and 

9 Gy) in reference conditions (10×10 cm2 field, SAD=100 cm, depth=10 cm) in a 6 MV photon 

mode at the pilot centre. A calibration curve for each channel (red, green and blue) was obtained 

from the average pixel values of a central region of interest of 1×1 cm2.  

For audit films processing, the conversion from pixel values to dose was performed using the 

generic calibration curve updated by two reference strips at zero dose and 110% over the maximum 

TPS calculated dose in the film plane (irradiated in each institution) [33]. The agreement between 

the film dose distribution and TPS calculated dose was evaluated with FilmQA Pro software 

(Ashland Inc., Covington, Kentucky, USA) using triple channel dosimetry, mimicking IAEA 

practice [23,26]. 2D global gamma analysis was performed, with normalization done to a high dose 

low gradient region. The tolerance limit was a gamma passing rate of 90%, for a criterion of 3% of 

global dose/3 mm distance-to-agreement with 20% dose threshold [26]. TPS dose distribution was 

considered the reference, meaning that the film dose distribution was rescaled to the resolution of 

the TPS dose grid. To minimize the impact of grid size on gamma analysis, the calculated dose 

distribution in the film plane was exported with a resolution of about 1 mm in all institutions, where 

possible.  

To investigate the correlation between ionization chamber (IC) dose differences and gamma 

passing rates for film analysis, an average percent deviation was calculated considering the four 

measurement points, as follows: 
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(3.2) 

 

However, when using equation (3.2) the spinal cord is given the same weight as PTVs, ignoring 

that the corresponding measurement point is located in a low dose high gradient region. Therefore, 

in a second analysis, the last term (SpinalCord) of equation (3.2) was excluded from the average IC 

percent deviation.  

The EBT3 films irradiated with the 2×2 cm2 field after being scanned and converted to dose 

maps, were analysed with RIT113 software v5.1 (Radiological Imaging Technology Inc., Colorado 

Springs, CO, USA), the clinically used software at the pilot centre. The measured field size (defined 
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as the normalized dose profile FWHM) and the penumbra width (20-80%) were compared with 

those calculated in the pre-visit phase. The tolerances were ±2 mm for the field size and ±3 mm for 

the penumbra width.  

MLC tests performed on EPID were analysed using the freeware software Pylinac implemented 

as a web app (https://assuranceqa.herokuapp.com/). Films were analysed using the FilmQA Pro 

software. The maximum leaf bias and the median positioning error were checked. The tolerances 

were ±1 mm for the maximum leaf bias and ±0.5 mm for the median positioning error [34]. 

 

3.3 | Results  

 Small field dosimetry and MLC performance tests 

For the output factors calculated on TPS using 6 MV photon mode, the percent differences to 

IROC-Houston QA Centre’s reference data [27,28] were determined. The average values are 

presented in Table 3.2 as a function of field size. On average, the audited TPSs overestimated OFs 

in comparison to the reference IROC-Houston dataset. Nevertheless, the differences were generally 

within the tolerances, with three institutions having a deviation higher than 2% for 3×3 cm2 field 

size and four exceeding the tolerance of 3% for the 2×2 cm2 field.  

The measured field size and the penumbra widths obtained from analysis of the film irradiated 

with a 2×2 cm2 MLC-shaped field were compared with the ones calculated on TPS. Differences 

were within ±2 mm for both the field size and penumbras in all institutions.  

MLC performance test results were within ±0.5 mm for the individual leaf pairs positioning 

bias in all institutions. The maximum positioning error was on average 0.19±0.11 mm (maximum 

of 0.49 mm) and the average of the median bias was 0.05±0.03 mm (maximum of 0.10). 

 

Table 3.2 – Summary of the relative difference between OFs calculated by TPS and reference dataset. 

 Field size (cm×cm) 

6×6 4×4 3×3 2×2 

Overall (N=18)     

mean 0.1% 0.6% 1.4% 2.1% 

standard deviation (SD) 0.6% 0.6% 0.7% 0.9% 

N exceeding the tolerance - - 3 4 

Varian linac – Eclipse TPS (N=12)     

mean 0.1% 0.9% 1.6% 2.3% 

standard deviation 0.1% 0.3% 0.4% 0.7% 

N exceeding the tolerance - - 2 3 

Elekta linac – XiO/Monaco TPS (N=5)      

mean -0.5% -0.2% 0.6% 1.2% 

standard deviation 0.5% 0.5% 0.5% 0.8% 

N exceeding the tolerance - - - - 

 

 CT to density conversion  

The majority of institution’s CT scanners were radiotherapy dedicated. All involved TPS had 

introduced a customised CT to RED/mass density conversion curve. 

The on-site verification of CT to density conversion with SHANE revealed a general failure in 

trabecular bone (74%) and cortical bone (95%) reference materials. Some other discrepancies were 

noticed and corrected during the on-site visit, being the H&N IMRT plan calculated using the 
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updated CT to density curve. In one institution, a difference of about 212 HU was observed in air 

as the first point of the curve introduced in TPS had a RED of 0.19; a data point corresponding to 

water was added in another institution as a discrepancy of 44 HU was revealed. A major correction 

was done in two institutions where the CT to RED curve was built using a combination of CIRS 

Head & Torso phantom (Model 002H9K) and CATPHAN (Model 600) corresponding reference 

materials. CATPHAN is not a recommended phantom for this purpose but for CT number 

constancy check only [35]. The introduced curve on TPS had a shape as shown in Figure 3.1 – “Cal 

2016 CIRS Head & Torso + CATPHAN” which had not been noticed by the local medical physics 

team. Thus differences up to 239 in trabecular bone and 394 HUs in cortical bone reference 

materials were registered – “Cal 2018 CIRS SHANE”. Data points corresponding to CATPHAN 

materials were then removed and the resulting CT to RED curve – “Cal 2016 CIRS Head & Torso” 

– was similar to the one obtained on-site with SHANE, as can be seen in Figure 3.1. 

 
Figure 3.1 – Comparison between CT to RED conversion curves obtained with data from measurements 

carried out in 2016 and in the IMRT audit in one of the visited institutions. 

 

 Treatment plans 

The treatment planning exercise was considered challenging, although all but three created 

plans fulfilled PTVs coverage and organs-at-risk dose limits. Some characteristics of the H&N 

treatment plans related to the delivery technique are presented in Table 3.3.  

From the 20 H&N IMRT plans, 15 were planned for VMAT, three sliding window, one step & 

shoot and one helical IMRT. Most institutions performing VMAT (10/15) used two arcs. All sliding 

window plans had 9 beams. A great difference (about 2 times, on average) in total number of MU 

between sliding window and VMAT plans was noticed as well as the large spread of total MUs of 

VMAT plans created in Eclipse. For VMAT plans, the number of control points (CP) per arc was 

constant (178) and always higher in Eclipse, while the number of CPs was variable in Elekta plans 

(ranging from 69 to 136). A huge difference was observed between the number of CPs per field for 

the sliding window plan created in Monaco to be delivered by a Varian linac (53.2) in comparison 

to plans created in Eclipse, for the same delivery machine type and technique (187.1 on average).  

Pre-treatment verification of the created plans was performed as per local routine to evaluate 

its deliverability and acceptability of the QA results. All plans were considered deliverable and 

acceptable for treatment. 
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Table 3.3 – Treatment plans characteristics. 

 Delivery technique  

 VMAT (N=15) Sliding Window (N=3) Step & Shoot (N=1) 

# Fields/Arcs 

2 Arcs (N=10);  

3 Arcs (N=2); 

4 Arcs (N=3) 

9 fields (N=3) 7 fields (N=1) 

Total #MU/plan 

Plans Eclipse    

  mean±SD 667.8±164.3 (N=11) 1548.0±49.5 (N=2) - 

  range 478.3 – 961 1513 – 1583 - 

Plans Monaco/XiO    

  mean±SD 775.9±73.4 (N=4)* 1215 (N=1) 843.6 (N=1) 

  range 683.8 – 863.2 - - 

Total #CP/Field/Arc    

Plans Eclipse    

  mean±SD 178 (N=11) 187.1±21.2 (N=2) - 

  range - 172.1 – 202.1 - 

Plans Monaco/XiO    

  mean±SD 105±28 (N=4) 53.2 (N=1) ** 35.4 (N=1) *** 

  range 69 – 136 - - 

*Elekta VMAT plans had only 1 field that encompassed 2 arcs (3 institutions) or 4 arcs (1 institution); ** Plan created in 

Monaco to be delivered by a Varian linac; *** 2 CPs per segment.  

 

 Output check 

In most institutions, 17/20, the daily output of the machine was within the established tolerance 

of ±2% from reference. The percent difference between calculated – 2 Gy – and measured doses 

using the audit dosimetry system was on average -0.6%±0.9% (1SD), varying from -2.4% to 0.8%. 

Beam output on the audit day was taken into account for the subsequent measurements of the 

SHANE phantom. 

 

 IMRT measurements in SHANE phantom 

In total, 20 H&N IMRT plans were verified through ionization chamber measurements and 

EBT3 film irradiation. SHANE phantom was positioned on the treatment couch, and aligned with 

lasers. Phantom positioning was verified according to the local standard H&N image guided 

radiation therapy (IGRT) method. Most of the institutions, 17/20 used kV CBCT, 1/20 used MV 

portal imaging, 1/20 MVCT and in one institution phantom alignment was done based on lasers 

only, as it was not possible to use the local IGRT method (MV portal imaging) due to technical 

problems. 

Percent differences between the calculated doses corrected for the daily output variation and 

the ionization chamber measured doses at each reference point are presented in Figure 3.2. 

Differences were within the established tolerances of ±5% for PTVs and ±7% for spinal cord in all 

institutions, being below ±3% in most of them. Average differences were -0.6±2.0% (1SD) for the 

measurement point in PTV_7000, 0.4±1.9% (1SD) in PTVn1_6000, -0.1±2.0% (1SD) in 

PTVn2_5400 and 0.2±2.2% (1SD) in spinal cord. A major deviation in the point measurement 

located in spinal cord was registered in one institution. The difference between calculated and 

measured dose was -12.7%. The high gradient together with the low calculated dose (mean of ~0.5 

Gy/fraction) and plan complexity were the identified reasons for the deviation. A new treatment 

plan was created afterwards by the local team and a follow-up visit was arranged. The difference 
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was totally resolved, and therefore the initial result was not shown in the graphs and it was excluded 

from the statistics.  

 

 

Figure 3.2 – Percent dose difference between calculated dose corrected for daily output variation - Dcalc* - 

and measured dose in PTVs and spinal cord. 

 

Regarding film analysis, gamma passing rates were on average 96.9±2.9% (1SD), ranging from 

90.3% to 99.1%, all above the acceptance limit of 90% for a criterion of 3% global dose/3 mm, 

20% threshold. The correlation between ionization chamber measurements and film results was 

investigated using equation (3.2). As can be seen in Figure 3.3a) there is clearly a group of 

institutions where higher gamma passing rates (> 95%) correspond to IC measurement results 

within 3%. When considering only PTVs, the separation between the two groups of institution 

results is even more evident – Figure 3.3b). The group of institutions with higher gamma passing 

rates (> 95%) and even lower differences between the IC measured and TPS calculated doses (< 

2%) is clearly separated from a group of institutions with poorer film and IC results. There is also 

a borderline result with a passing rate of 95.1% and IC result >2% located in the upper right 

quadrant in Figure 3.3b). 

 

 

Figure 3.3 – Correlation between film gamma passing rates and average absolute ion chamber deviations: 

a) including all four IC measuring points; b) excluding spinal cord measurement point. 
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3.4 | Discussion  

A comprehensive audit program developed by the IAEA to assess the quality of H&N IMRT 

treatments through on-site visits was implemented in Portugal. To overcome the audit running costs 

a kick-off workshop was organised with an attractive scientific program and technical exhibition 

which helped to raise the required funds.  

The audit established methodology comprises the dosimetric verification of an H&N IMRT 

plan created by each participating institution, and a set of tests to evaluate small field dosimetry, 

MLC performance, the machine beam output and the CT numbers to RED/mass density conversion 

curve. 

The modelling of small fields in TPS is one of most important steps to ensure IMRT dose 

calculation accuracy [36]. To verify its implementation, output factors were calculated for field 

sizes ranging from 2×2 cm2 to 6×6 cm2 and compared with reference data published by the IROC-

Houston [27,28]. This comparison showed that the TPS tended to overestimate OF, being the 

deviations larger with decreasing field size. Moreover, differences for the 2×2 cm2 and 3×3 cm2 

fields were higher in the Varian linac/Eclipse TPS group than in Elekta linac/XiO/Monaco TPS 

one. These results were in line with the findings of an IAEA multinational audit of calculated small 

field output factors that included data from more than 200 different beams [20]. The agreement 

between inplane and crossplane profiles for a 2×2 cm2 MLC-shaped field calculated in the TPS and 

the measured ones with EBT3 film was also evaluated. Both field size and penumbra widths were 

checked and differences were within ±2 mm in all institutions. However, the agreement was less 

satisfying for the crossplane profiles, which may be explained by the modelling of the leaf ends, 

TPS commissioning of small fields and MLC positioning uncertainties [21]. Anyway, a very good 

consistency of data was observed among institutions having the same technology (linac/MLC/TPS).  

Another important factor to take in consideration in IMRT is the MLC leaf positioning accuracy 

as even small deviations can lead to significant dose differences [37,38]. Results of the Picket Fence 

test showed that the maximum and the median leaf bias were well within the established tolerances 

of ±1 mm and ±0.5 mm, respectively.   

CT to density conversion of either relative electron or mass density is essential to calculate dose 

in inhomogeneous media being also verified during the on-site visit. A general failure was observed 

in trabecular and cortical bone reference materials, when considering a tolerance of 20 HU. 

However, this tolerance is probably too strict. Kilby et al. [39] in 2002 and Nakao et al. [40] more 

recently, in 2017, established relative electron density acceptance levels for different tissue types. 

Nakoa et al. proposed a tolerance of ±0.053 in RED difference for 6 MV and ±0.044 for 6FFF MV 

for bone. These would correspond to around ±100 HU and ±80 HU, for 6 MV and 6FFF MV, 

respectively. If adopting these tolerances, the percent of failures would decrease to 5% in trabecular 

bone and 53% in cortical bone. The persisting differences may be due to the use of different 

calibration phantoms, tissue substitute materials and lack of points in the high density region of the 

conversion curves. A recommendation on the revision of the materials utilized in that region was 

given.  

Regarding reference dosimetry and the corresponding daily output checks, a very good 

agreement was obtained with the percent difference between TPS calculated and measured doses 

of -0.6%±0.9% (1SD), averaged among institutions. Nevertheless, some issues have been noticed 

that may have contributed for some of the higher deviations. One example is the dose calculation 

in reference conditions for Monte Carlo based TPSs, which requires a careful assessment namely 

concerning the adopted calculation dose uncertainty and the grid size.  

The dosimetric verification of the created H&N IMRT plan using both ionization chamber and 

EBT3 film showed that all the audit plans were within the established tolerances. Only four 
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institutions had passing rates below 95% and IC differences above 2% in PTVs – Figure 3.3b). The 

greater uncertainty in the IMRT dose delivery for these four institutions may be explained by some 

identified factors that include:  

• Suboptimal plan dose distribution: reference measurement point(s) surrounded by a high dose 

gradient;  

• Treatment plan complexity: much higher number of MUs or lower number of control points 

than other institutions using the same treatment technique;  

• Inclusion of the treatment couch: 3 of these institutions did not account for the couch in 

treatment planning;  

• Phantom positioning verification: alignment according to the lasers only or based just on planar 

MV imaging;  

• Equipment age: audited linac was more than 10 years old in 3 of the 4 institutions; 2 institutions 

had a quite old TPS version which made it impossible to export the dose distribution in the 

coronal SHANE phantom corresponding to film with a resolution of about 1 mm, which could 

have affected the gamma analysis results [41]; 

• Small beam dosimetry modelling in the TPS: in 2/4 institutions, output factors for 3×3 cm2 and 

2×2 cm2 field sizes were out of tolerance;  

• Other factors may include experience of working with a newly installed TPS and consideration 

of all treatment plan parameters and its influence on dose calculation; heavy workload which 

made it difficult to dedicate enough time to perform the pre-visit activities on time and inherent 

audit preparation. 

These four institutions used different IMRT techniques (SW, SS, and VMAT) and TPSs 

(Monaco, XiO, Eclipse). Generally no differences between groups of TPSs were identified in terms 

of deliverability, contrary to what has been reported by Clark et al. [17]. Clark et al., in a multi-

institutional audit of rotational IMRT in the UK have shown that the gamma pass rates obtained for 

measurements performed using the audit system varied between TPS types. Plans created using 

TPSs designed for the manufacturer’s own treatment delivery system (Eclipse and VoLO) gave 

significantly higher passing rates than the ones designed to be independent of the vendor (Monaco, 

OMP, and Pinnacle). It must be stressed that the pre-treatment QA verification had not predicted 

the sub-optimal results in any of these four institutions. Indeed, as other authors have reported, 

patient-specific QA results were poorly correlated with audit measurements [15,42], failing at 

identifying institutions that would not meet the acceptability criteria.  

The audit plans had associated different levels of complexity as suggested by the total plan MU 

and the number of control points. VMAT plans created in Eclipse had a constant number of control 

points, 178, while it was variable in VMAT plans created in Monaco, being here a user definable 

parameter. Overall, no differences in terms of deliverability (audit results) were identified between 

these two groups of plans. Regarding the three sliding window plans, they have been calculated in 

different TPSs but all to be delivered by a Varian linac. The Monaco SW plan had much less control 

points per field (53.2) than the Eclipse SW plans (172.1 and 202.1) and this plan performed poorly 

than the Eclipse SW plans, belonging to the group of institutions with suboptimal results. The 

complexity of the created IMRT/VMAT plans and the correlation with the audit results will be 

further investigated in a future work.  

For film analysis, the methodology proposed by the IAEA was strictly followed to enable 

comparisons among participating institutions from different countries. The influence of choosing 

different film dosimetry protocols and following different methodologies on the audit results, 

namely gamma passing rates, was not highlighted in this paper nor reported as an audit result as it 

was addressed in a previous work [43].  
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Portugal was one of the first countries that have implemented this IMRT/VMAT audit at the 

national level and the results occurred to be more consistent than those of the IAEA multicentre 

pilot study [26] based on which 5% dose agreement and 90% gamma pass rate criteria were 

established. The national audit results in Portugal suggest that tighter tolerances could be adopted 

such as 3% dose difference for ionization chamber measurements and 95% gamma passing rate for 

film analysis, as 80% (16/20) institutions were able to meet these tighter criteria. To-date there have 

been 20 countries in Europe that requested a SHANE phantom from the IAEA for 2018-2021 

together with the assistance of international experts that facilitate the audit by the national auditing 

organization. Once more results from different countries become available, the IAEA established 

pass/fail criteria based on the multicentre pilot may be re-examined.  

 

3.5 | Conclusion  

The IAEA supported national audit methodology for IMRT dose delivery verification has been 

carried out in Portugal in 2018 and covered 100% of radiotherapy institutions performing IMRT 

treatments.  

Analysis of tests to check basic small field dosimetry data and MLC performance showed a 

good compliance with the established tolerances. Verification of the created H&N IMRT plans 

revealed a general good agreement between calculated and measured dose distributions. Overall, 

the audit results showed that the status of TPS calculations and delivery for H&N IMRT in Portugal 

are within the specified tolerances. At the same time the audit identified factors that contributed to 

increased uncertainties in the IMRT dose delivery in some institutions, and the relevant 

recommendations for quality improvement were made.  

This initiative was certainly important to increase the confidence of all involved professionals 

and to strengthen the cooperation among the Portuguese medical physics community, giving place 

for future scientific projects. 
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3.10 | Supplementary materials  

 

Table S.3.1 – Dose-volume constraints for the H&N plan. 

 

*Planning priority: 1-highest, 6-lowest 

  

Structure Volume Dose Planning priority* 

PTV_7000  

(primary nasopharynx) 

  

   

98% >90% (63.0 Gy) 2 

95% >95% (66.5 Gy) 

50% =100% (70.0Gy) 

2% <107% (74.9 Gy) 

PTVn1_6000  

(involved nodes) 

  

98% >90% (54.0Gy) 3 

 95% >95% (57.0Gy) 

50% 60.0-62.0 Gy 

PTVn2_5400  

(elective nodes) 

  

98% >90% (48.6Gy) 4 

95% >95% (51.3Gy) 

50% 54.0-56.0 Gy 

SpinalCord 2% <45Gy 1 

SpinalCord_03 2% <50Gy 

BrainStem 2% <50Gy 1 

BrainStem _03 2% <55Gy 

Parotid_L Mean <24Gy 5 

Parotid_R Mean as low as possible 6 
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3.11 | Adaptation of the audit methodology to tomotherapy  

IMRT treatments are performed at the audit pilot centre, IPOCFG, using helical IMRT in a 

Tomotharapy HD unit (Accuray, Sunnyvale, CA, USA). As the IAEA designed methodology does 

not contemplate helical tomotherapy (HT), some adaptations had to be considered, which may be 

useful for future developments. A set of dedicated tests to check machine beam output, the beam 

model and small beam dosimetry were defined. The H&N plan verification is independent of the 

IMRT technique, therefore no modifications were needed. The MLC performance was also not 

directly assessed.  

Helical Tomotherapy is a pre-commissioned machine in the sense that it comes to the 

installation site with a gold standard beam model that only needs to be verified during the 

commissioning phase [1]. In HT, the reference dosimetry conditions established in conventional 

codes of practice (CoP) [2,3] do not apply, as the 10×10 cm2 homogeneous field cannot be 

configured. The IAEA/AAPM international CoP TRS 483, issued late in 2017, extends reference 

dosimetry to small and non-reference fields by introducing the concept of machine-specific 

reference (msr) field. The reference dosimetry setup in the HT unit corresponds to a 5×10 cm2 static 

field size defined at a source-to-skin distance of 85 cm, and depth of 10 cm [4].  

By the time the HT machine was installed at IPOCFG, in 2016, the TRS 483 had not yet been 

released and the Accuray acceptance tests do not contemplate the concept of reference dosimetry. 

Instead, the machine absolute dose calibration is verified by considering a helical IMRT reference 

plan created in the TPS to deliver a uniform dose to a cylindrical structure in the centre of the 

Tomotherapy phantom (Cheese Phantom), which constitutes a plan-class specific reference (pcsr) 

field [5]. TG-148 [1] also recommends the use of a plan like this for rotational output verification.  

After the launch of TRS 483, the given recommendations were followed at IPOCFG in order 

to determine dose in reference conditions in HT, using the standard dosimetry system composed by 

an Exradin A1SL ionization chamber and a TomoElectrometer (Standard Imaging, Middleton, WI, 

USA) – please see Appendix I. Still, as it is not possible to calculate dose under reference conditions 

in the TPS, the consistency of the machine output with the TPS can only be verified in rotational 

mode [1].  

In the context of the IMRT audit, the machine beam output verification was performed in two 

steps, which can be adopted by any other institution. First, to verify the beam output consistency 

with the TPS, the helical IMRT plan was delivered and the local HT standard dosimetry system 

was used for dose determination, as the auditor’s system did not fit in the Cheese phantom. Second, 

the dose determined using the local and auditor’s dosimetry systems was compared in the machine-

specific reference set-up (field size of 5×10 cm2, depth of 10 cm and SSD of 85 cm). The difference 

between the dosimetric systems was below 1%, therefore, the relative output of the day was taken 

from the measured dose in rotational mode. 

To check the beam model, an independent verification may be performed. At IPOCFG, 

longitudinal and transverse dose profiles for the three field sizes 1, 2.5 and 5 cm lengths were 

measured and compared to the gold standard. That was done using a MP3-T motorized water 

phantom from PTW and two ionization chambers, the Exradin A1SL and a PTW 31016 PinPioint 

3D chamber – Appendix II. For the purpose of the audit, the same procedure can be adopted 

utilizing radiochromic films placed in a water equivalent phantom instead, being the field size and 

penumbras compared to the gold standard beam data, similarly to what has been done for the 2×2 

cm2 field in the conventional linacs.  

The information conveyed in TRS 483 was also explored at IPOCFG to find a sustained way 

of performing relative dosimetry, namely the determination of output factors in HT – please see 

Appendix I. If there were HT machines to be audited in sufficient number to establish a consistent 
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dataset, the measured output factors with radiochromic film, for instance, could then be compared 

with the reference values.  

All the described procedures to check the machine beam output, the beam model and small 

field dosimetry could eventually be considered to extend the audit methodology to HT.  
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Abstract 

Purpose: This work aimed to characterize and compare the complexity of the plans created in the 

context of a national IMRT/VMAT audit. A plan complexity score is proposed to summarize all 

the evaluated complexity features.  

Materials and Methods: Nine complexity metrics have been computed for the audit plans, 

evaluating different complexity aspects. An approach based on Principal Component Analysis was 

followed to explore the correlation between the metrics and derive a smaller set of new uncorrelated 

variables (principal components, PCs). The resulting PCs were then used to calculate a plan 

complexity score. Plan quality was also assessed and the correlation between plan complexity, 

quality and deliverability investigated using the Spearman’s rank correlation coefficient.  

Results: The first two PCs explained over 90% of the total variance in the original dataset. Their 

representation allowed to identify patterns in the data, namely a clear separation between plans 

created using different technologies/techniques. The calculated plan complexity score quantified 

these differences. Sliding window Eclipse plans were found to be the most complex and VMAT 

Eclipse group presented the highest complexity variability, for the evaluated parameters. 

Concerning plan quality, no differences between treatment technology/technique have been 

identified. However, plans with larger number of monitor units tended to be associated with higher 

deviations between calculated and measured doses.  

Conclusions: The proposed plan complexity score allowed to summarize the differences not only 

inter- but also intra-groups of technologies/techniques, paving the way for improvement of the 

planning strategies at the national level through knowledge sharing.  

 

Keywords: IMRT/VMAT audit, plan complexity, principal component analysis, plan complexity 

score 
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4.1 | Introduction 

Intensity modulated radiation therapy (IMRT), including volumetric modulated arc therapy 

(VMAT), has become extensively used to treat cancer patients. However, the known benefits [1,2] 

come along with an increased potential for errors. Recognizing the effectiveness of dosimetry audits 

in identifying discrepancies and reducing uncertainties, the International Atomic Energy Agency 

(IAEA) developed an ‘end-to-end’ audit program to review the physics aspects of Head and Neck 

(H&N) IMRT/VMAT treatments through on-site visits. Portugal was one of the first countries 

implementing this audit at a national level. The national experience, results and findings have been 

recently published [3]. According to the established methodology, all participating institutions had 

to create a treatment plan, based on a common list of planning objectives, which was verified 

afterwards through on-site measurements. However, due to the numerous degrees of freedom 

existing in IMRT, the created plans could have associated different levels of complexity.  

Complexity has been defined as “the frequency and amplitude of fluctuations in intensity 

distribution of a beam” [4]. A high complexity level is generally characterized by a large number 

of monitor units (MU), and small, narrow, off-axis and/or irregularly shaped apertures [5]. As 

reported, the degree of complexity of a beam/plan can significantly compromise treatment 

deliverability, due to multileaf collimator (MLC) positioning accuracy, linear accelerator (linac) 

performance and/or limitations in dose calculation [5,6]. Therefore, when comparing plans with a 

similar dose distribution, less complex ones are typically preferred as the associated uncertainties 

tend to be lower. Having this in mind, many authors have developed and adapted different metrics 

to assess the complexity of static gantry IMRT and VMAT plans [5–12]. Fluence map-based 

metrics, such as the Fluence Map Complexity (FMC) [7] and the Modulation Index (MI) [8], were 

the first proposed and both evaluate the variations between neighbour bixel intensities in the fluence 

maps. Aperture-based metrics like the Modulation Complexity Score (MCS) [6], directly evaluate 

the shape, size, and/or location of individual beam apertures. Parameters such as the leaf travel, and 

variations of the dose rate and gantry speed in VMAT treatments have also been assessed [11,12]. 

Two review papers on complexity metrics have been recently published by Chiavassa et al [13] and 

Antoine et al [14].  

A complexity metric that could a priori identify beams/plans prone to fail pre-treatment quality 

assurance (QA) measurements would be a useful tool regarding the IMRT planning optimization 

and verification process. However, despite the strong efforts being made, the reported correlations, 

when found, depend on the institution's technology, pre-treatment QA verification devices, 

evaluation metrics and acceptability criteria [5,6,12]. Still, complexity metrics play an important 

role in treatment plans characterization, giving important insights into the planning and 

optimization processes, and may also contribute to establish a trade-off between plan quality and 

complexity [13,15,16]. As their definition is typically independent of the treatment 

technology/technique, such metrics can be utilized to compare various complexity aspects 

associated with plans, which may be useful in the context of multi-institutional dosimetry audits. 

In dosimetry audits, a particular scenario is faced, as the same treatment cases and common 

deliverability evaluation tools and criteria are typically involved. Therefore, the complexity and 

quality of the treatment plans can be evaluated and compared in an independent way. Results of the 

analysis may help to benchmark institutions with similar equipment and drive the medical 

physicists’ attention to parameters that contribute to over-modulated plans [15]. There are still few 

publications reporting results from dosimetry audits [15–18]. Hernandez et al [15], for instance, 

using 40 plans from a VMAT audit and 100 clinical plans, have computed multiple complexity 

metrics proposed in the literature and examined the relationship between them. They found that if 
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some indices are strongly correlated, others may lead to a distinct solution when trying to rank the 

plans according to their complexity, concluding that it is not trivial to choose a single metric. 

Indeed, there is not yet a single metric that can incorporate all the complexity aspects of a plan, 

which makes difficult the assessment of plan complexity.  

A promising approach to simplify the complexity analysis is Principal Component Analysis 

(PCA). PCA is a multivariate technique that is broadly used [19–21] to reduce the dimensionality 

of datasets by exploring the correlation between variables, while preserving most of the initial 

information. The dimensionality reduction eliminates redundancy and typically helps to 

summarize, visualize and identify patterns in the data [22].  

This study builds on a previous publication [3] through further analysis of the H&N 

IMRT/VMAT audit plans data and inclusion of complexity metrics. Plan quality was also assessed 

using an in-house software tool [23]. A novel approach based on PCA was followed to characterize 

and compare the complexity of the audit plans, created using different technologies and 

IMRT/VMAT techniques. Multiple complexity metrics were computed and PCA was employed to 

reduce the dimensionality of the original dataset. Based on the new uncorrelated variables, we 

propose a plan complexity score to evaluate the complexity of the audit treatment plans through a 

single indicator that contains all the features embedded in the multiple metrics. 

 

4.2 | Materials and Methods 

 Treatment plans and plan deliverability evaluation 

Nineteen treatment plans were considered in this study resulting from a national IMRT/VMAT 

audit carried out in Portugal with the IAEA assistance [3]. As per the audit methodology [24], an 

H&N phantom named Shoulder, Head and Neck End-to-End (SHANE – Computerized Imaging 

Reference Systems (CIRS) Inc., Norfolk, Virginia, USA) and a set of pre-delineated structures were 

used to simulate a clinical case of a patient with a nasopharynx tumour. Each institution had to 

create a treatment plan considering its IMRT standard planning technique and the usual dose 

calculation settings, taking into account the provided dose prescriptions and constraints. The 

audited treatment planning systems (TPS) were: Eclipse (n=13), Monaco (n=5), XiO (n=1), and 

VoLO (n=1). The IMRT techniques included: VMAT (n=15), sliding window (SW, n=3), step & 

shoot (SS, n=1) and helical IMRT (n=1). Regarding the treatment machines: Varian linacs (n=14), 

Elekta linacs (n=5) and Tomotherapy HD (n=1). Helical IMRT was excluded from this work.  

Plan deliverability, i.e. the agreement between planned and delivered doses, was evaluated 

using the local pre-treatment verification methods, followed by independent audit measurements in 

the SHANE phantom. A summary of the used institution’s pre-treatment verification systems and 

more details about the audit methodology are presented in a previously published paper by Santos 

et al [3]. The audit measurements were performed using a dedicated dosimetry set, including an 

ionization chamber (IC) that was placed at four reference locations (3 planning target volumes – 

PTVs, and spinal cord) inside the SHANE phantom and a Gafchromic EBT3 film (Ashland Inc., 

Covington, Kentucky, USA) to assess the dose distribution in a coronal plane. FilmQA Pro software 

(Ashland Inc., Covington, Kentucky, USA) was used and global gamma analysis performed, 

considering a criterion of 3% dose difference/3 mm distance-to-agreement and 20% threshold (TH). 

The audit established tolerances for IC point dose measurements were ±5% for PTVs and ±7% for 

spinal cord, and a gamma passing rate of 90% for film analysis, defining the criteria for 

deliverability. For the purpose of the present study a stricter criteria of 2%/2 mm 20% TH was also 

considered for gamma analysis. 
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 Plan complexity metrics 

Several metrics that evaluate different complexity features of both static/dynamic IMRT and 

VMAT plans have been computed from the DICOM RT files of the audit plans using an in-house 

developed MATLAB R2017b program (Mathworks, Natick, Massachusetts, USA). Based on the 

information associated to each control point, the following metrics were calculated:  

a. Total plan MU [5]. Generally a larger number of MU is related to higher complexity as it is 

associated with smaller apertures and contributes to increased treatment time.  

b. Modulation Complexity Score (MCS) [6]. MCS evaluates the plan modulation by 

considering the relative variability of the shape and area of the segments, and the 

corresponding weight (the fraction of total MU delivered). MCS varies between 0 and 1, 

and when modulation increases, MCS decreases, so we have used 1-MCS in order to 

harmonize the monotonicity with the other indices.  

c. Plan Modulation (PM) [9]. PM characterizes the area of the segments relative to the union 

area of all segments in the beam/arc. In a plan with many small apertures that are far apart, 

PM tends to 1. 

d. Small Aperture Score (SAS) [5]. SAS quantifies the fraction of MLC leaf pairs with 

openings less than a given value, 10 mm (SAS10) and 20 mm (SAS20), in this study.  

e. Cross-Axis Score (CAS) [5]. CAS assesses the amount of off-axis apertures by determining 

the fraction of MLC leaf pairs that cross the central beam axis.  

f. Mean Asymmetry Distance (MAD) [5]. MAD describes the apertures asymmetry as the 

weighted average of the lateral distance between the centre of every open MLC leaf pair gap 

and the central beam axis.  

g. Plan Irregularity (PI) [9]. PI gives an indication of the apertures irregularity or narrowness 

by evaluating their non-circularity. The PI value becomes higher with increasing 

irregularity/narrowness. 

h. Edge Metric (EM) [10]. EM evaluates the complexity of the MLC apertures by calculating 

the ratio between the length of the MLC leaf sides and the aperture area. High EM values 

mean that the difference between adjacent leaves position is large. 

The dependencies between the computed complexity metrics were investigated through the 

calculation in MATLAB of the Spearman’s correlation coefficients, rs. The correlation between 

each metric and the audit measurement results was also evaluated. Depending on the absolute value 

of rs, the strength of a correlation was classified as: 0-0.19 “very weak”, 0.20-0.39 “weak”, 0.40-

0.59 “moderate”, 0.60-0.79 “strong” and 0.80-1 “very strong”. To account for multiple-testing, 

Bonferroni correction was applied to get the adjusted p-value, defining the level of statistical 

significance, initially set at 5%.   

 

 Plan complexity score using PCA 

PCA is a multivariate technique used to reduce the dimensionality of large datasets by finding 

a new set of uncorrelated variables (principal components, PCs) that result from a linear 

combination of the original ones, and that successively maximize variance. The resulting number 

of PCs is equal to the number of original variables. To decide how many PCs are necessary, a 

common approach consists in considering a predefined cut-off of the cumulative percentage of the 

total variance [22]. 

In this study, PCA was performed in MATLAB, to simplify the complexity analysis by 

reducing the dimensionality of the original dataset, where each complexity metric represents one 

dimension. All computed metrics increased with increasing complexity, and were considered in the 

PCA analysis. This corresponded to a data matrix X with values xij of 9 metrics for the 19 plans. 
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Each column was a vector xj of 19 i values on the jth complexity metric. As some indices had 

different units of measurement and numerical ranges, each data value xij was standardized, as 

follows:  

 

𝑧𝑖𝑗 =
𝑥𝑖𝑗 − 𝑥𝑗̅

𝑠𝑗
 (4.1) 

 

where 𝑥𝑗̅ is the mean of the 19 values of the jth metric and 𝑠𝑗 the associated standard deviation. 

Therefore, X was replaced by the corresponding standardized data matrix Z with values 𝑧𝑖𝑗.  

The output of the PCA analysis consisted of 9 principal components – 𝑃𝐶𝑘, (k=1,…,9):  

 

𝑃𝐶𝑘 = 𝑤1𝑗𝑍1 +𝑤2𝑗𝑍2 +⋯+ 𝑤9𝑗𝑍𝑗 (4.2) 

 

where 𝑤𝑙𝑗 (l=1,…,9; j=1,…9), also known as loadings, are the PCs coefficients and represent the 

weight of each original variable j for the principal component. The PC coefficients can range from 

-1 to 1, being the sum of their square values equal to 1. The higher the absolute value of a PC 

coefficient, the more the associated variable contributes for the PC [22].  

The resulting PCs are uncorrelated as they basically represent orthogonal directions in the 

original multi-dimensional space that maximize the variance, reflecting different dimensions of the 

data. This means that the sum of the cross products of the vector formed by the loadings of a given 

PC with any of the vectors representing the other PCs is equal to zero. The PCs are presented in a 

descending way such that the first PC corresponds the direction of maximum variability. To decide 

how many PCs to retain, a cut-off of 80% of the total variance explained was adopted [22].  

Based on the PCA outcome, a plan complexity score (PCS) is proposed to characterize and 

compare the audit plans through a single indicator. The PCS was computed as the weighted mean 

of the selected principal components: 

 

𝑃𝐶𝑆 =∑
𝑣𝑘
𝑣
× 𝑃𝐶𝑘  

𝑛

𝑘=1

   (4.3) 

 

where 𝑛 is the minimum number of PCs corresponding to a cumulative percentage of the total 

variance explained higher than 80%. 𝑣 is the total variance explained by the retained PCs and 𝑣𝑘 

the percent of variance explained by 𝑃𝐶𝑘.  

This index quantifies the complexity of a plan in a linear scale and it can have both positive 

and negative values. The higher the value of PCS, the greater the plan complexity. However, its 

absolute value may be difficult to interpret. To overcome this, a normalized version of the plan 

complexity score, 𝑛𝑃𝐶𝑆, was calculated for a given plan 𝑖, as:  

 

𝑛𝑃𝐶𝑆𝑖 =
𝑃𝐶𝑆𝑖 −𝑚𝑖𝑛 𝑃𝐶𝑆

𝑚𝑎𝑥 𝑃𝐶𝑆 − 𝑚𝑖𝑛 𝑃𝐶𝑆
   (4.4) 

 

According to this definition, nPCS varies between 0 and 1. nPCS is 0 for a plan having the minimum 

PCS in the studied set (minPCS) and 1 for the plan having the maximum PCS (maxPCS). The 

higher the value of nPCS, the greater the plan complexity for the group of plans considered in the 

study. 
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 Plan quality  

Plan quality of the plans was assessed and compared using a software tool called SPIDERplan 

[23]. This tool allows to obtain a global plan score based on the accomplishment of the individual 

PTVs and organs-at-risk (OAR) dosimetric goals. SPIDERplan was customized for the audit 

purpose as: 1) all structures were divided in three groups – Critical, PTV and SalivaryGlands; 2) a 

relative weight was assigned to each group and structure, according to the audit planning priorities 

and in line with RTOG 0615 criteria [25] – Table 4.1; 3) a score (scalar) was determined for each 

structure as a ratio between the tolerance dose and the planned dose; and finally, 4) a global plan 

score was calculated as the weighted sum of the score of each structure for all groups: 

 

𝐺𝑙𝑜𝑏𝑎𝑙 𝑝𝑙𝑎𝑛 𝑠𝑐𝑜𝑟𝑒 =  ∑𝑤𝑔𝑟𝑜𝑢𝑝(𝑖)∑𝑤𝑠𝑡𝑟𝑢𝑐𝑡(𝑗)𝑠𝑐𝑜𝑟𝑒𝑠𝑡𝑟𝑢𝑐𝑡(𝑗)
𝑗𝑖

 (4.5) 

 

where 𝑤𝑔𝑟𝑜𝑢𝑝(𝑖) and 𝑤𝑠𝑡𝑟𝑢𝑐𝑡(𝑗) are the relative weights assigned to each group i and structure j, 

respectively. The scores associated to the PTVs (scorePTV) and to the OARs (scoreOAR) were 

given by:  

 

𝑠𝑐𝑜𝑟𝑒𝑃𝑇𝑉 = 
𝐷𝑇𝐶,𝑃𝑇𝑉
𝐷𝑃,𝑃𝑇𝑉

 (4.6) 

 

where 𝐷𝑇𝐶,𝑃𝑇𝑉 is the prescribed dose for the PTV and 𝐷𝑃,𝑃𝑇𝑉 is the planned dose; 

 

𝑠𝑐𝑜𝑟𝑒𝑂𝐴𝑅 = 
𝐷𝑃,𝑂𝐴𝑅
𝐷𝑇𝐶,𝑂𝐴𝑅 

 (4.7) 

 

where 𝐷𝑃,𝑂𝐴𝑅 is the planned dose for the OAR and 𝐷𝑇𝐶,𝑂𝐴𝑅 is the tolerance dose. TC stands for 

tolerance criterion. 

 

Table 4.1 – Groups and structures considered for plan quality evaluation using SPIDERplan. The assigned 

relative weights are presented within parentheses.  

Groups Structures 

Name / wgroup (i) Name / wstruct (j) Tolerance dose 

Critical group (50%)  
SpinalCord (50%) D2% ≤ 50 Gy 

Brainstem (50%) D2% ≤ 55 Gy 

PTV group (40%) 

PTV_7000 (44.5%) D98% ≥ 95%* of 70 Gy 

PTVn1_6000 (33.3%) D98% ≥ 95%* of 60 Gy 

PTVn2_5400 (22.2%) D98% ≥ 95%* of 54 Gy 

SalivaryGlands group (10%) 
Parotid_L (75%) Dmean ≤ 24 Gy 

Parotid_R (25%) Dmean ≤ 37 Gy 

*In the audit methodology the defined tolerance dose is D98% ≥ 90%. To make it stricter, we have opted by considering 

D98% ≥ 95%, in this study.  

 

As indicated by the equations (4.6) and (4.7), the structure score is equal to 1 if the dosimetric 

goal (tolerance dose) was achieved, less than 1 if the plan performed better than the tolerance dose 

for that structure, and higher than 1 if the dosimetric goal was not met. Thus, the lower the global 

plan score, the better the plan quality [23].  

Besides the score definition, SPIDERplan also displays all this information by means of 

customized radar plots. The circular area is divided into sectors (3 in this case), being their angular 
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amplitude proportional to the defined group weights. Subsectors within each of these 3 sectors 

reflect the structures relative weights inside the group. Each structure score is marked as a point 

within the corresponding subsector at a distance from the centre equal to its value and the polygon 

resulting from the connection of all points represents the overall plan quality. If a plan does not 

meet the proposed dose-volume constraints for a given structure, the corresponding vertex of the 

polygon comes outside the inner circle that has a radius equal to 1. The closer to the centre the 

polygon is, the higher its plan quality and the lower its global plan score [23]. 

 

 Correlation between plan complexity, quality and audit measurement 

results 

The correlation between the normalized plan complexity score, plan quality score and the audit 

measurement results was investigated using the Spearman’s correlation coefficients, rs. The 

strength of the correlations was evaluated as described in Section 4.2.2, with a significance level of 

5%. In terms of deliverability, the correlation between the local pre-treatment QA verification 

results and the on-site audit measurements was also assessed. 

 

4.3 | Results 

 Plan deliverability  

Results of the dosimetric verification of the IMRT/VMAT audit plans, previously published 

[3], showed that all audit plans met the established acceptance criteria. Ionization chamber 

measurements were within the audit tolerances of ±5% for PTVs and ±7% for the spinal cord in all 

institutions, being below ±3% in most of them. For film analysis, gamma passing rates were on 

average 96.9±3.0% ranging from 90.3% to 99.1%, all above the acceptance limit of 90% for a 

criterion of 3% global dose/3 mm, 20% TH. Only four institutions had suboptimal results, i.e., 

gamma passing rates between 90% and 95% and IC differences above 2% in PTVs. Those 

institutions used different IMRT techniques (SW, SS, and VMAT) and TPSs (Monaco, XiO, 

Eclipse) [3]. When a more stringent criterion (2%/2 mm 20% TH) was utilized for gamma analysis, 

a wider range of passing rates was obtained (mean±SD: 86.6±8.9%), with 9 institutions having 

results below 90%.  

The audit plans deliverability was also verified using the institution's pre-treatment verification 

equipment, evaluation metrics and acceptability criteria. Gamma analysis was the most widely 

employed comparison method and 95% (3%/3 mm) the acceptability criteria adopted in the 

majority of the institutions. The obtained gamma passing rates were on average 98.9±1.1%. No 

correlation between the local patient-specific QA and audit measurement results was identified. 

 

 Plan complexity metrics  

The audit plans presented different characteristics and levels of complexity, despite having all 

met the prescription conditions. For instance, even if most institutions used VMAT as the treatment 

technique, the number of arcs varied between 2 (n=10) and 4 (n=3), with two institutions using 3 

arcs. All SW plans used 9 beams, while the SS had 7. A great difference (about 2 times, on average) 

between the total MU for SW plans in comparison to VMAT ones as well as a large spread in total 

MUs of VMAT Eclipse plans were noticed. For VMAT Eclipse plans, the average number of MUs 

was 667.8±164.3, and 775.9±73.4 for VMAT Monaco. The SW Eclipse plans had 1548.0±49.5 

while the SW Monaco had 1215 MU. The SS plan had 843.6 MU.  
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Concerning complexity metrics, Figure 4.1 represents four pairs (PM vs 1-MCS, SAS20 vs 

SAS10, PI vs EM, and MAD vs CAS) of computed indices. As can be seen, some metrics seem 

correlated and allow to separate different groups of technology. SW Eclipse plans are the ones with 

the highest modulation (PM, 1-MCS) – Figure 4.1a) – and the smallest openings (SAS10, SAS20) 

– Figure 4.1b), while VMAT Eclipse plans have the most irregularly shaped apertures (PI and EM) 

– Figure 4.1c). Regarding the asymmetry, when looking at the mean asymmetry distance (MAD), 

Elekta TPS (Monaco and XiO) plans and non-VMAT plans, tend to have the highest values – Figure 

4.1d). Generally, a wide variability in VMAT Eclipse plans can be observed. 

 

Figure 4.1 – Representation of four pairs of complexity metrics. Each data point corresponds to an H&N 

audit plan. 

 

Figure 4.1 points to the existence of correlation between some of the computed metrics. To 

further explore it, the Spearman’s correlation coefficients rs and corresponding p-values p were 

determined and are presented in Figure 4.2. As the correlation matrix shows, metrics that assess 

plan modulation, namely MU, 1-MCS and PM are strongly correlated (rs>0.6, p<0.006). Regarding 

SAS10 and SAS20 that give information about the percentage of small leaf openings, a very strong 

dependence (rs=0.951, p=0.000) was found, as well as between PI and EM, that quantify the beam 

apertures irregularity (rs=0.937, p=0.000). MAD and CAS that are related with the position of the 

beam apertures, present a moderate dependency (rs=0.586, p=0.010).  

Concerning the correlations between each complexity metric and plan deliverability, Table 4.2 

presents the obtained results. The total plan MUs present a moderate correlation with the average 

IC % difference, though not statistically significant (rs=0.465, p=0.047). We can thus say that plans 
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with a larger number of MU tended to be associated with higher deviations between calculated and 

measured doses. The use of a more stringent criteria in gamma analysis did not contribute to any 

evident difference in the correlation analysis.  

 

 

Figure 4.2 – Spearman’s correlation coefficients rs and corresponding p-values. Strong and very strong 

correlations are marked in light and dark green, respectively. Correlations are considered significant for p < 

0.006 (Bonferroni-corrected).  

 

 

Table 4.2 – Spearman’s rank correlation coefficients rs and their corresponding p-values (within 

parenthesis) between each complexity metric and the deliverability results. Correlations are considered 

significant for p < 0.006 (Bonferroni-corrected). 

 Average 

 IC % difference 

Gamma passing rate 

3%/3 mm 20%TH 

Gamma passing rate 

2%/2 mm 20%TH 

MU 0.465 (0.047) -0.201 (0.409) -0.211 (0.385) 

1-MCS 0.274 (0.256) 0.055 (0.824) 0.125 (0.610) 

PM 0.384 (0.105) 0.044 (0.858) 0.133 (0.585) 

SAS10 0.040 (0.871) 0.157 (0.521) 0.191 (0.431) 

SAS20 0.212 (0.381) 0.000 (1.000) 0.044 (0.860) 

CAS 0.268 (0.265) 0.029 (0.906) 0.088 (0.721) 

MAD 0.367 (0.123) -0.090 (0.714) -0.056 (0.820) 

PI 0.044 (0.860) 0.007 (0.977) 0.144 (0.555) 

EM 0.081 (0.743) 0.044 (0.858) 0.218 (0.369) 
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 Plan complexity score  

From the computed complexity metrics, PCA was performed to obtain a new set of uncorrelated 

variables (principal components, PCs), being the corresponding loadings and cumulative 

percentage of the total explained variance presented in Table 4.3.  

 

Table 4.3 – Loadings and cumulative % of the total explained variance corresponding to the calculated 

PCs. 

 PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8 PC9 

Total MU 0.371 -0.261 -0.187 -0.056 0.592 -0.117 0.594 -0.096 -0.173 

1-MCS 0.405 -0.035 0.248 -0.494 -0.431 -0.489 0.085 -0.289 0.117 

PM 0.400 -0.134 0.266 -0.426 0.003 0.641 -0.115 0.366 -0.110 

SAS10 0.371 0.257 -0.362 0.040 0.048 -0.424 -0.327 0.575 -0.209 

SAS20 0.395 0.152 -0.411 0.025 0.166 0.255 -0.421 -0.540 0.300 

CAS 0.395 -0.113 -0.090 0.595 -0.558 0.199 0.253 -0.048 -0.227 

MAD 0.212 -0.467 0.508 0.413 0.264 -0.222 -0.374 0.044 0.217 

PI 0.096 0.555 0.464 0.114 0.216 -0.003 -0.086 -0.298 -0.558 

EM 0.186 0.533 0.227 0.176 0.080 0.054 0.361 0.241 0.633 

cumulative % 

of total variance 
60.594 90.983 95.901 98.037 99.410 99.656 99.806 99.945 100 

 

The first two PCs together explain over 90% of the total variation in the dataset, 60.594% and 

30.389%, respectively, which is above the predefined cut-off (80%). All loadings in PC1 are 

positive, meaning that the PC increases with the increasing values of all complexity metrics. 

Therefore, this PC can be interpreted as an indicator of the plan global modulation. The variables 

that contribute the most for PC1 are: the total MU, 1-MCS, PM, SAS10, SAS20, and CAS, as they 

have the highest loadings. In PC2, the loadings have both positive and negative signs, which was 

expected because PC1 has only positive signs – orthogonality condition explained in Section 4.2.3. 

PI, EM and MAD are the variables with the highest loadings, but while the value of PC2 increases 

with increasing PI and EM, decreases with MAD. Therefore, PC2 shows a contrast between PI and 

EM that evaluate the apertures irregularity, and MAD that evaluate their asymmetry.  

Figure 4.3 presents a scatter-plot of PC2 vs PC1 for the treatment complexity data, where each 

data point represents an H&N audit plan (primary axis). The PC loading values for each variable 

are overlaid on the same figure, represented by a vector (secondary axis). The x-component of the 

vector is the loading of that variable in PC1 and the y-component is the loading associated with 

PC2. This kind of representation is named biplot.  

In Figure 4.3, plans represented by a point near the origin have values close to the mean for all 

variables. For PC1, less complex plans are represented on the left side and the more complex on 

the right part of the graph. Regarding PC2, less complex plans are shown towards the bottom and 

the more complex towards the top.  

As mentioned above, all loadings of PC1 are positive, and that is clearly visible, as all vectors 

point to the right side of the graph. The difference in the sign between the PI, EM (towards the top 

right of the plot) and MAD (towards the bottom right of the plot) in PC2 is also evident. From 

Figure 4.3 analysis, it becomes also clear that MU, PM, CAS, 1-MCS, SAS10 and SAS20 are the 

variables that contribute the most for PC1, given the small angle that the corresponding vectors 

make with the horizontal axis, and that PI, EM and MAD are the variables that contribute the most 

for PC2. The correlation between any two variables can be evaluated by the corresponding vectors 

angle. If the correlation between two variables is positive and strong, the angle between the vectors 

is small (e.g. PM vs CAS), if the correlation is weak, the angle is around 90° (eg. MU vs EM), and 

if the correlation is negative and strong (eg. MAD vs PI) the angle is closer to 180°.  
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Figure 4.3 – Biplot for the treatment plans complexity data. Each data point represents an H&N audit plan 

(primary axis), being the corresponding ID displayed next to it. The loadings of each variables are 

represented by vectors (secondary axis). The normalized plan complexity score (nPCS) is presented on the 

right, for each of the 19 audited institutions as labelled by I_XX, where XX is the number of the institution. 

 

Looking now at the distribution of the points representing each plan, different groups can be 

clearly identified. Group I, on the left lower quadrant, includes VMAT Monaco plans, and the SS 

XiO plan, having a negative PC1 and PC2. Group II, on the right lower quadrant, comprises the 

SW plans, which have positive PC1 and negative PC2. Group III, in the top, encompasses all 

VMAT Eclipse plans and have a positive PC2. This group can be further divided into two groups, 

one with positive PC1, and another with negative PC1. The higher the values of each PC, the greater 

the complexity, which means that SW Eclipse plans are the most complex for PC1, and VMAT 

Eclipse plans the most complex for PC2. In other words, SW Eclipse plans have higher global 

modulation, evaluated by PC1, while VMAT Eclipse plans have more irregularly shaped apertures 

(PI and EM) and lower mean asymmetric distances (MAD), evaluated by PC2. 

To summarize and give a global meaning to the information provided in the biplot, the plan 

complexity score was calculated as the weighted of the first two PCs. The normalized version of 

the PCS (nPCS) was used to rank of plans according to their relative complexity, being also 

presented in Figure 4.3 (on the right side). According to the definition, the plan with minimum PCS 

is from institution #13, a VMAT Monaco plan, and the most complex is from institution #5, an SW 

Eclipse plan. The two SW plans created in Eclipse are indeed the most complex audit plans. VMAT 

Eclipse plans are amongst the most complex plans (top), but also amongst the less complex ones 

(bottom), which illustrates the variability that can be observed for plans created using the same 

technique and technology. 

 

 Plan quality 

The plan diagram obtained for the plans using SPIDERplan is presented in Figure 4.4, as well 

as the quality global plan score. In the radar plot, each polygon represents a different plan and the 

color code is the same as in the previous figures.  
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From Figure 4.4 analysis, it is visible that all institutions had a similar quality performance in 

the PTVs, being the spread higher for the organs-at-risk, mainly in the spinal cord and right parotid. 

The global plan score, on the right of the image, indicates that apart from the two best plans, the 

treatment plans quality did not differ much among institutions, with a great number of institutions 

(n=10) having a global plan score between 0.921 and 0.940. The VMAT plans were generally 

better, with the top 5 occupied by 4 VMAT Eclipse and 1 VMAT Monaco plan.  

 

 

Figure 4.4 – Plan diagram obtained in SPIDERplan. Each polygon represents the quality of a different 

plan. The global plan score is presented on the right side, for the 19 audited institutions. The color code is 

the same as in previous figures: VMAT Eclipse (blue), VMAT Monaco (green), SW Eclipse (gray), SW 

Monaco (yellow), SS XiO (red).  

 

 Correlation between the plan complexity, plan quality and audit 

measurements  

The correlations between the plan complexity score, the plan quality and deliverability were 

investigated through the calculation of the Spearman’s rank correlation coefficients. Starting with 

the analysis of the dependency between plan complexity and quality, Figure 4.5 presents the global 

plan score versus the normalized plan complexity score for the audit plans. The Spearman’s 

correlation coefficient and corresponding p-values are also shown. 

No significant correlation between plan quality and complexity has been identified. As can be 

seen in Figure 4.5 and as mentioned above, the quality of the audit plans did not differ much as 

opposed to the plans complexity, which explains the lack of correlation. Yet, it is of note that the 

two plans having a remarkably better quality (lower global plan score) are among the most complex 

plans.  
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The relationship between plan complexity and deliverability, considering each PC (PC1 and 

PC2) separately and the global score, was also investigated, but no significant correlations were 

identified. Regarding the analysis of the relationship between plan quality and deliverability, the 

global plan score and the film gamma passing rates presented a significant correlation, for both 

3%/3 mm 20% TH, rs=-0.488, p=0.034, and 2%/2 mm 20% TH criteria, rs=-0.560, p=0.013. This 

means that plans with a higher quality tended to perform better in terms of gamma passing rates. 

 

 

Figure 4.5 – Global plan score versus the normalized plan complexity score for the audit plans. 

 

4.4 | Discussion 

The calculation of multiple metrics makes it possible to assess different complexity aspects of 

treatment plans. However, having an overview of the global complexity and the differences 

between groups of technologies/techniques in a simple way is not usually feasible, especially when 

considering a large number of metrics. In this study, multiple complexity metrics have been 

computed for the IMRT/VMAT plans of a national audit project. An approach based on principal 

component analysis was followed to reduce the dimensionality of the original dataset to their most 

descriptive components, allowing the visualization of the information in two dimensions. 

Moreover, a global plan complexity score was proposed to summarize all complexity aspects 

associated with a plan, based on a methodology already followed to calculate socio-economic status 

indices [26,27]. The main advantage of computing a global score over the commonly used approach 

of analysing each metric individually (or in pairs) is that only independent variables are considered 

in its calculation, being much easier to find common trends. Moreover, this score allowed to rank 

the plans according to their complexity, which can be a useful application in benchmarking 

exercises, such as multi-institutional studies/audits.  

PCA has already been utilized in the context of plan complexity analysis, playing different 

roles. Chun et al [28] investigated the impact of some modulation indices and plan parameters on 

the results of pre-treatment verification considering a set of 758 VMAT plans. In that study, PCA 

was used to examine the dependencies between variables. Valdes et al [29] developed an algorithm 

to predict a priori the results of the patient-specific QA verification. This study involved 498 sliding 
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window plans and their complexity was characterized by 78 metrics. Due to the large amount of 

data, PCA was used to facilitate data visualization.  

In the present study, a set of 19 IMRT/VMAT plans created in the context of a national audit 

and 9 complexity metrics were considered for PCA analysis. The reduced number of plans does not 

represent a limitation for PCA application, despite larger sample sizes tend to be considered more 

robust [30–32]. The first two PCs explained over 90% of the variability in the dataset. Therefore, 

the representation of PC2 vs PC1 is a good approximation of the original scatter plot in 9 

dimensions, and allowed to identify groups that were clearly separated. SW Eclipse plans had 

higher global modulation, evaluated by PC1, while VMAT Eclipse plans had the most irregularly 

shaped apertures and lowest mean asymmetry aperture distances, evaluated by PC2.  

The global plan complexity score computed as the weighted mean of the PC1 and PC2, 

summarized the information provided in the two-dimensional representation of the PCs, allowing 

to compare the relative complexity of the audit treatment plans and rank the plans accordingly – 

Figure 4.3. In the top 5 there were two SW Eclipse and three VMAT Eclipse plans. VMAT Eclipse 

plans were amongst the most complex plans (top), but also amongst the less complex ones (bottom), 

which illustrates the variability that can be observed between plans created using the same 

technique and technology. This variability can be attributed to differences in planning strategies 

and/or planner’s skills. The VMAT Monaco plans are generally less complex than the VMAT 

Eclipse ones. As the computed metrics were all aperture-related, it can be concluded that VMAT 

Eclipse tend to put more demand on the MLC when compared with VMAT Monaco plans. These 

findings are consistent with the ones reported by Hernandez et al [15]. According to the authors, 

VMAT Monaco plans can reduce the MLC demand as they further modulate the gantry speed and 

the dose rate. Even though no evaluation of the gantry speed and dose rate variations was included 

in the present study, this was confirmed.  

No clear differences between the quality of the plans created using different technologies and 

treatment techniques were identified in this study. Indeed, apart from plans from institutions #17 

and #19, the plans quality did not differ much. Both institutions #17 and #19, used Eclipse TPS and 

VMAT. Institution #19 was one of the 3 institutions that created a VMAT plan with 4 arcs and this 

was by far the most complex VMAT plan, as indicated by the normalized PCS. Arcs 3 and 4 were 

particularly complex, with much smaller and irregular segments given a high weight, in comparison 

with other VMAT plans. Institution #17 plan had 2 arcs, and it is also in the top of the most complex. 

This institution put a great demand on the spinal cord in the optimization phase, as they typically 

do in clinical practice, and the difference in the near-max dose (D2%) is notorious in Figure 4.4. In 

spite of the high level of complexity of these two plans, no issues regarding deliverability were 

identified. However, this was not the case of institution #4. Institution #4 created a plan with 4 arcs 

that was among the most complex plans. But, the ‘excess’ of complexity in this case did not 

contribute to obtain an improved dose distribution. Moreover, this institution was in the group of 

institutions presenting suboptimal results, with a gamma passing rate of 91.3% and IC average 

deviation of 3.1%. Together with other factors that were identified in a previous publication [3] and 

that will be mentioned below, the plan complexity may have contributed to the suboptimal results. 

The other institution that had a plan with 4 arcs, was institution #9. This was the most complex plan 

among the VMAT Monaco group but it was also the one in that group with poorer quality and with 

the highest audit measurement deviations – gamma passing rate of 95.1% and IC average deviation 

of 2.6%. To summarize, this comparison drives the attention to two important aspects. First, it 

corroborates the idea that higher complex plans do not necessarily imply improved dose 

distributions. Second, that an increased complexity may compromise the treatment deliverability, 

and ultimately the treatment outcome [15,16].  
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The results of the correlation analysis between complexity and audit measurements showed that 

only the total number of MU and the average percent ionization chamber deviation presented a 

moderate dependency. Plans with larger number of MU tended to be associated with a higher 

difference between calculated and measured doses.  

The total plan MU is the simplest and at the same time the most widely used indicator of 

complexity. In the context of the IMRT/VMAT audit methodology, the total number of MU was 

used to classify the plans complexity in different levels, depending on the treatment technique as 

‘High’, ‘Medium’, and ‘Low’ [24,33]. In this work, a more detailed analysis was performed and 

the results generally agreed with the assessment based on the total MU. To illustrate this, the VMAT 

plans were considered. Starting with the largest group, the VMAT Eclipse, plans from institutions 

#4 and #17 were classified as ‘High’ complex, based on the total MU, being among the most 

complex for this group, as indicated by the normalized PCS – Figure 4.3. Complexity of the plans 

from institutions #6, #12 and #16 was classified as ‘Low’ and these are indeed the VMAT Eclipse 

plans with the lowest normalized PCS. Considering the four VMAT plans created in Monaco TPS, 

one of them was considered ‘High’ complex – institution #9 – and the other three as ‘Medium’. 

The plan from institution #9 has shown to be the most complex VMAT plan for this group, but it is 

less complex than most of the VMAT Eclipse plans – Figure 4.3. These results generally support 

the use of the total number of MU as a simple indicator of plan complexity for the purpose of the 

audit to alert the local medical physicists’ team for possible over-modulation. Nevertheless, the 

reported findings demonstrate the importance of performing a more comprehensive analysis when 

comparing plans created using different technologies, even for the same treatment technique.  

The lack of significant correlations in multi-institutional studies was also reported by other 

authors. Hernandez et al [15] in a study involving 40 audit and 100 clinical VMAT plans from 

various institutions, did not find any correlation between plan quality and complexity, nor between 

plan complexity and the results of independent QA measurements. Glenn et al [18] could neither 

identify any dependency between a single complexity metric out of the 16 computed and the results 

of IROC H&N phantom irradiations. On the other hand, McGarry et al [17] in an analysis of the 

complexity of 39 VMAT plans resulting from a dosimetry audit in the UK, showed that both MCS 

and MU of plans created to be delivered by Varian linacs, were correlated with the results of the 

QA phantom irradiations. MU was also significantly correlated with the plan quality for another 

specific group of technology. 

In dosimetry audits, the clinical cases, planning objectives, verification tools, and evaluation 

methods tend to be standardized. However, there are many factors that may contribute to increased 

uncertainties in different ways making it difficult to find strong correlations between audit 

measurement results and complexity. Generally, some of those factors are related with dose 

calculation in TPS (beam modelling, commissioning inaccuracies), phantom positioning 

verification or machine performance [18]. The verification devices and evaluation methods and 

criteria, mainly gamma analysis, may also not be sensitive enough, as reported by some authors 

[34–36]. More specifically, in the national IMRT/VMAT audit conducted in Portugal, some factors 

were identified that may had contributed to increased uncertainty in dose delivery, which could 

have masked the impact of plan complexity on deliverability. Those factors included: no 

consideration of the treatment couch (11/19 institutions did not account for the couch in treatment 

planning), equipment age (6/19 linacs were more than 10 years old) and small beams modelling in 

the TPS (in 4/19 institutions the calculated output factors for 3×3 cm2 and/or 2×2 cm2 fields were 

out of the tolerance, when comparing with a reference dataset [37,38]) [3]. 

In this work, PCA was the starting point to calculate a global plan complexity score. The 

proposed score is relatively easy to compute but its construction involves some phases of subjective 

analysis, such as the initial selection of the complexity metrics, the approach followed to deal with 
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missing values (if any) and the decision of how many PCs to retain. The original variables may also 

need to be initially standardized as variance is affected by the data scale. This makes the PCA 

results sensitive to modifications of the original dataset, such as the inclusion of new variables 

and/or new plans. Moreover, this score is a relative measure of the complexity between the 

considered plans, not providing information on absolute level of complexity nor on the potential 

impact of each metric on plan deliverability. The subjacent analysis is useful to understand how the 

various metrics contribute to the differences between plans, and if any of them is strongly associated 

with the plan deliverability. The proposed plan complexity score should be interpreted as a single 

indicator that summarizes all the evaluated aspects, allowing to compare in an easy way any set of 

plans, summarizing similarities and differences.  

The applied statistical approach suggested that it is possible to simplify the plans complexity 

analysis and comparison among groups, but still further investigation of its utility and applicability 

using a large set of plans is needed.  

 

4.5 | Conclusion 

The complexity of the H&N IMRT/VMAT plans created during an on-site audit carried out in 

Portugal in 2018 was evaluated and compared for the different groups of technologies and 

IMRT/VMAT treatment techniques involved in the project. A statistical approach based on 

principal component analysis was followed to simplify the analysis of the complexity of the plans, 

allowing to clearly identify groups of different techniques and technologies. Based on the PCA 

results, a global plan complexity score was proposed to characterize the complexity through a single 

indicator. This global score summarized the differences in complexity between and within the 

different groups of audit plans, paving the way for improvement of the planning strategies at the 

national level through knowledge sharing. Moreover, the proposed methodology can be applied to 

any given plans set and the resulting scores may be taken as indicators to compare the global 

complexity among those plans. 
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Abstract 

Purpose: Multiple metrics are proposed to characterize and compare the complexity of helical 

tomotherapy (HT) plans created for different treatment sites.  

Methods: A cohort composed of 208 HT plans from head and neck (105), prostate (51) and brain 

(52) tumour sites was considered. For each plan, 14 complexity metrics were calculated. Those 

metrics evaluate the percentage of leaves with small opening times or approaching the projection 

duration, the percentage of closed leaves, the amount of tongue-and-groove effect and the overall 

modulation of the planned sinogram. To enable data visualization, an approach based on principal 

component analysis was followed to reduce the dataset dimensionality. This allowed the calculation 

of a global plan complexity score. The correlation between plan complexity and pre-treatment 

verification results using the Spearman’s rank correlation coefficients was investigated.  

Results: According to the global score, the most complex plans were the head and neck tumour 

cases, followed by the prostate and brain lesions irradiated with stereotactic technique. For almost 

all individual metrics, head and neck plans confirmed to be the plans with the highest complexity. 

Nevertheless, prostate cases had the highest percentage of leaves with an opening time approaching 

the projection duration, whereas the stereotactic brain plans had the highest percentage of closed 

leaves per projection. Significant correlations between some of the metrics and the pre-treatment 

verification results were identified for the stereotactic brain group.  

Conclusions: The proposed metrics and the global score demonstrated to be useful to characterize 

and quantify the complexity of HT plans of different treatment sites. The reported differences inter- 

and intra- group may be valuable to guide the planning process aiming at reducing uncertainties 

and harmonize planning strategies.  

 

Keywords: Helical tomotherapy, plan complexity, principal component analysis, plan complexity 

score 
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5.1 | Introduction  

Intensity modulated radiation therapy (IMRT) is becoming a standard treatment technique for 

cancer patients, using either conventional linear accelerators (linac) or dedicated technologies such 

as helical tomotherapy (HT). In HT, the radiation beam produced by a compact linac is collimated 

to a fan-beam. Delivery is done while the beam rotates around the patient and the couch translates 

through the gantry ring. Both the rotation and translation speeds are constant throughout the 

treatment. Modulation of beam intensity is accomplished by a pneumatically driven binary 

multileaf collimator (MLC). An arc-shaped detector array, mounted opposite to the linac, records 

the exit radiation signal, which can be used for patient positioning verification, plan deliverability 

evaluation or machine quality assurance (QA) 1.  

For treatment planning, parameters like the field width, the pitch and the initial modulation 

factor are manually set, while each MLC leaf open time per projection (51 by gantry rotation) is 

determined during the optimization phase. As many authors have reported 2–5, a suboptimal choice 

of these parameters can compromise plan quality and deliverability, as well as increase treatment 

time. Therefore, several optimal values and planning approaches have been suggested. For instance, 

Kissick et al. 4 proposed a rule to choose the pitch values and minimize the longitudinal ripple effect 

– thread effect – characteristic of HT plans. Shimizu et al. 6 presented a method to derive an initial 

modulation factor and a site-specific upper limit for this parameter to reduce the delivery time 

without compromising plan quality. Westerly et al. 2, using a subset of plans with unexpectedly 

poor pre-treatment QA results, found that these plans had a high percentage of small leaf open times 

(LOT), being the mean LOT less than 100 ms. After replanning, the mean LOT became higher than 

100 ms and the deviations between calculated and measured dose fell within ±3%. This could have 

happened due to the inaccuracies associated with the modelling of the MLC leaf latency in the 

treatment planning system (TPS) whose impact is higher for short leaf open times. MLC leaf latency 

and tongue-and-groove/penumbra effects have indeed been pointed as factors that can affect plan 

deliverability 2,7. 

More comprehensive studies for different treatment sites, including a wider set of TPS reported 

parameters, such as the couch travel, couch speed, number of gantry rotations, gantry period and 

treatment time, have been carried out 8,9. Bresciani et al. 8, using 384 HT plans of multiple treatment 

sites, found no strong correlations between some of these factors and the results of pre-treatment 

QA verification. Binny et al. 9 have used multiple statistical process control methods on a set of 

head and neck (28), pelvic (19) and brain (23) plans, to define lower and upper limits for planning 

parameters, like the modulation factor, gantry period, and couch speed, based on acceptable pre-

treatment QA results. The established ranges were specific to each treatment site and contributed 

to improve the treatment efficiency at their institution. 

Given the numerous degrees of freedom existing in HT, plans created for the same site may 

have different degrees of complexity, which may not be fully characterized by the TPS reported 

parameters. The evaluation of radiotherapy plans complexity has been widely researched. Multiple 

metrics have been proposed for static-gantry IMRT and volumetric modulated arc therapy 10–15. 

Complexity analysis has demonstrated to play a role in treatment plans characterization and 

comparison, contributing to adapt and improve the planning, optimization and QA processes. To 

date, a comprehensive evaluation of the helical tomotherapy plans complexity, through the 

definition and extension of some existing metrics is lacking in the literature. Thus, this study aims 

to quantify, evaluate and compare the complexity of HT plans created for various treatment sites 

by calculating several metrics. These metrics include some commonly evaluated parameters and 

novel indices that assess different aspects of the HT plans which may directly or indirectly 
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contribute to increased uncertainties in dose calculation and delivery. The potential effect of 

complexity on the plans deliverability was also investigated. 

 

5.2 | Materials and Methods 

 Treatment plans and deliverability evaluation 

A total of 208 plans from patients that underwent helical IMRT treatments at our institution 

were retrospectively analysed. The considered treatment sites included head and neck (105), 

prostate (51) and brain tumour cases (52). The head and neck plans were generated with 

simultaneously integrated boost, for two or three dose levels. The prescription dose per fraction to 

the high-risk planning target volume (PTV) was 2 or 2.12 Gy. In prostate tumour cases, only plans 

aiming to irradiate the prostate and seminal vesicles or the involved fossa, with a dose per fraction 

ranging from 2 to 2.5 Gy were selected. Metastatic brain tumours were irradiated with stereotactic 

radiosurgery, with the prescription doses varying between 19 and 22 Gy in a single fraction.  

All plans were created in the Tomotherapy treatment planning system v.5.1.1.6 (Accuray Inc., 

Sunnyvale, CA, USA) to be delivered by a Tomotherapy HD unit (Accuray Inc., Sunnyvale, CA, 

USA). A field width of 2.5 cm in dynamic jaw mode 16 was considered for head and neck and 

prostate cases and 1 cm for stereotactic brain plans. The initial modulation factor was set according 

to the planner’s preferences and the adopted pitch values were based on published guidelines 4,5. 

To evaluate plan deliverability, i.e., the agreement between planned and measured dose, pre-

treatment QA verification results were retrospectively collected. All plans had been recalculated in 

the Tomotherapy phantom (Cheese phantom) and delivered with the couch out of the bore. 

Dosimetry Check software v.5.5 (LifeLine Software Inc., Austin, TX, USA) was used to reconstruct 

the measured dose distribution from the acquired sinogram 17,18. 3D global gamma analysis was 

performed with 3% of maximum dose/3 mm distance-to-agreement criteria and 10% dose threshold 

(TH) for head and neck and prostate, and 3%/2 mm 10% TH for stereotactic brain plans. The 

passing rate acceptance limit was 95%. For the purpose of this work, more stringent criteria were 

also adopted, namely 3%/2 mm 10% TH for head and neck and prostate and 2%/2 mm 10% TH for 

stereotactic brain cases. For stereotactic brain plans, a Gafchromic EBT3 film (Ashland Inc., 

Covington, Kentucky, USA) was also used to assess the dose distribution in a coronal plane of the 

Cheese phantom. Films were scanned in a flatbed scanner Epson Expression 10000 XL (Seiko 

Epson Corporation, Japan) and a home-made software was utilized for film processing, applying 

triple-channel dosimetry 19. Global gamma analysis was performed with a criterion of 3%/2 mm, in 

a dedicated Tomotherapy station. The passing rate acceptance limit was again 95%. Point dose 

measurements were also performed using an Exradin A1SL chamber (Standard Imaging, 

Middleton, WI, USA) placed in the same phantom at the centre of the emulated brain lesion. A 

difference between the planned and measured dose of ±3% was considered acceptable. 

 

 Complexity metrics  

For each plan, 14 complexity metrics, including some commonly evaluated parameters and 

novel metrics, have been computed from the planned sinogram using an in-house program 

developed in MATLAB R2017b (Mathworks, Natick, Massachusetts, USA). The planned sinogram 

is a two-dimensional matrix with information on the fraction of time that a given MLC leaf is open 

per projection, relative to its duration and it is saved in the DICOM RT plan.  

The computed parameters included the actual modulation factor (MF). The MF is defined as 

the ratio between the maximum leaf open time and the mean of all non-zero leaf opening times. A 
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higher MF allows a larger range of beamlet intensities 6. The mean LOT (in ms), the percentage of 

open leaves with an opening time below 100 ms (%LOT < 100 ms), 50 ms (%LOT < 50 ms), 30 

ms (%LOT < 30 ms), and the percentage of leaves with an opening time close to the projection 

duration (%LOT > pT-20 ms) were also calculated to characterize the leaf open times distribution. 

As reported 2,5,7 the linear model assumed for the MLC leaf latency is violated for small leaf open 

times and LOTs approaching the projection duration, which may compromise plan deliverability. 

Therefore, plans with a lower mean LOT and a higher percentage of leaves with a short LOT and/or 

approaching the projection time were considered more complex. 

The treatment time divided by the prescribed dose per fraction – TT/Gy – is here presented as 

a simple indicator of complexity. It depends somehow on the longitudinal extension of the target 

volume and on the pitch. Plans with a higher TT/Gy may be considered more complex.  

To evaluate the modulation of the entire planned sinogram, i.e., the differences in leaf open 

times, three metrics are proposed. These are extensions to HT of indices previously defined for 

conventional IMRT techniques. The leaf open time variability (LOTV), adapted from 12, is 

calculated for each leaf that opens at least once during the treatment as: 

 

𝐿𝑂𝑇𝑉𝑙𝑒𝑎𝑓 = 
∑ 𝑡𝑚𝑎𝑥 − |𝑓𝐿𝑂𝑇(𝑘, 𝑙𝑒𝑎𝑓) − 𝑓𝐿𝑂𝑇(𝑘 + 1, 𝑙𝑒𝑎𝑓)|
𝑁𝐶𝑃−2
𝑘=1

(𝑁𝐶𝑃 − 2) × 𝑡𝑚𝑎𝑥
 (5.1) 

 

where 𝑡𝑚𝑎𝑥 is the maximum LOT for that leaf across all control points (CP), 𝑓𝐿𝑂𝑇 is the matrix 

corresponding to the planned sinogram and 𝑁𝐶𝑃 the total number of control points that is equal to 

the number of projections +1. The plan LOTV corresponds to the average over all leaves. This 

index ranges from 0 to 1, being 1 when all leaves have the same opening time. The higher the 

LOTV, the lower the variations in leaf open times along the treatment, and therefore, the lower the 

plan modulation.                                                                                                                                                                                                                                                                                                     

The Plan Time Sinogram Variation (PSTV), an adaptation of the plan intensity map modulation 

score proposed by Coselmon et al. 11, is computed for a given control point by summing the LOT 

differences in two directions: 

 

PSTV𝐶𝑃 = ∑|𝑓𝐿𝑂𝑇(𝐶𝑃, 𝑗) − 𝑓𝐿𝑂𝑇(𝐶𝑃, 𝑗 + 1)| + |𝑓𝐿𝑂𝑇(𝐶𝑃, 𝑗) − 𝑓𝐿𝑂𝑇(𝐶𝑃 + 1, 𝑗)| 

𝑁𝑙−1

𝑗=1

 (5.2) 

 

where 𝑁𝑙  is the total number of MLC leaves (64). The PSTV for the plan is calculated as the mean 

of all 𝑃𝑆𝑇𝑉𝐶𝑃, as all the other indices defined hereafter. The larger the PSTV score the higher the 

MLC leaves open time variation, and therefore the plan modulation. 

The Modulation Index (MI) 10 was here modified to quantify the leaf open time variations in 

the planned sinogram in the directions defined by the MLC leaves (𝑥), the projections/control 

points (𝑦)  and the corresponding diagonals (𝑥𝑦, 𝑦𝑥). The number of LOT changes (Δt) between 

adjacent elements in the four directions that exceed a certain fraction (𝑓) of the standard deviation 

(𝜎 ) of the entire planned sinogram was calculated 𝑁(𝑓; 𝛥𝑡 > 𝑓𝜎)  and hence the mean per 

projection: 

 

𝑍𝑥(𝑓) =
1

𝑁𝐶𝑃 − 1
𝑁𝑥(𝑓; 𝛥𝑡𝑥 > 𝑓𝜎)          (5.3.1) 

 

𝑍𝑦(𝑓) =
1

𝑁𝐶𝑃 − 1
𝑁𝑦(𝑓; 𝛥𝑡𝑦 > 𝑓𝜎)          (5.3.2) 

 



68 |  On the complexity of helical tomotherapy treatment plans 

 

𝑍𝑥𝑦(𝑓) =
1

𝑁𝐶𝑃 − 1
𝑁𝑥𝑦(𝑓; 𝛥𝑡𝑥𝑦 > 𝑓𝜎)     (5.3.3) 

 

𝑍𝑦𝑥(𝑓) =
1

𝑁𝐶𝑃 − 1
𝑁𝑦𝑥(𝑓; 𝛥𝑡𝑦𝑥 > 𝑓𝜎)     (5.3.4) 

 

where the total number of projections is equal to 𝑁𝐶𝑃 − 1 and 𝑓 = 0.01: 0.01: 2 10. The total 𝑍(𝑓) 

represents the spectrum of such changes in the entire sinogram and it is given by: 

 

𝑍(𝑓) =
𝑍𝑥(𝑓) + 𝑍𝑦(𝑓) + 𝑍𝑥𝑦(𝑓) + 𝑍𝑦𝑥(𝑓)

4
 (5.4) 

 

The modulation index corresponds to the area under the spectrum:  

 

𝑀𝐼 = ∫ 𝑍(𝑓) 𝑑𝑓
2𝜎

0

 (5.5) 

 

The larger the value of MI, the higher the plan modulation 10. 

To assess the amount of tongue-and-groove effect in HT, two novel metrics are defined. The 

leaves with zero open neighbors score (L0NS) and the leaves with one open neighbor score (L1NS) 

are calculated for a given control point as:  

 

𝐿0𝑁𝑆𝐶𝑃 (%) =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑝𝑒𝑛 𝑙𝑒𝑎𝑣𝑒𝑠 𝑤𝑖𝑡ℎ 𝑧𝑒𝑟𝑜 𝑜𝑝𝑒𝑛 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠𝐶𝑃

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑝𝑒𝑛 𝑙𝑒𝑎𝑣𝑒𝑠𝐶𝑃
 × 100 (5.6) 

 

𝐿1𝑁𝑆𝐶𝑃  (%)  =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑝𝑒𝑛 𝑙𝑒𝑎𝑣𝑒𝑠 𝑤𝑖𝑡ℎ 𝑜𝑛𝑒 𝑜𝑝𝑒𝑛 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝐶𝑃

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑝𝑒𝑛 𝑙𝑒𝑎𝑣𝑒𝑠𝐶𝑃
  × 100 (5.7) 

 

Due to the tongue-and-groove/penumbra blur effects, the primary fluence under a given MLC 

leaf varies according to the state of its neighbors. Such differences are taken into account in the 

TPS during the end-of-planning process, through a leaf-by-leaf basis correction 2,20. The presented 

indices quantify the number of times that those corrections need to be applied, and eventually their 

accuracy.  

The closed leaf score (CLS), adapted from 13, is computed per control point as the ratio of 

closed leaves to all MLC leaves (64): 

 

𝐶𝐿𝑆𝐶𝑃  (%) =  
∑ (𝑓𝐿𝑂𝑇(𝐶𝑃, 𝑗) = 0)
𝑁𝑙
𝑗=1

𝑁𝑙
   × 100 (5.8) 

 

The CLS can vary between 0 and 100%, being 100% when all leaves are closed during the 

treatment. This index is partially related to the target volume. However, when the number of closed 

leaves per CP is high, it is assumed that a plan can be considered more complex due to the possible 

significant impact of mechanical errors and dose calculation uncertainties.  

The percentage of closed leaves within the so-called treatment area, defined by the right most 

and left most open leaves in a given control point was also calculated (CLSin). It gives an indication 

of the complexity of the irradiation pattern, due to the target volume irregularity and/or its proximity 

with critical structures. Thus, the higher the CLSin the greater the plan complexity. 
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 Statistical Analysis  

Statistical analysis was performed in MATLAB. The mean and standard deviation of the 14 

complexity metrics were calculated for the three groups of plans. As each plan is characterized by 

a vector of 14 features, as many as the considered complexity metrics, it is difficult to summarize, 

visualize and identify patterns in the data, namely differences between the groups. To reduce the 

dimensionality of the dataset and enable graphical representation of the distribution of plans, 

principal component analysis (PCA) was performed 21. PCA is a multivariate technique widely used 

in dataset dimensionality reduction to increase interpretability while preserving most of the initial 

information 22-24. For that, PCA finds a new set of uncorrelated variables (principal components, 

PCs) that result from linear combinations of the original ones and that successively maximize 

variance. The weight of each variable for every PC is known as its loading. The resulting number 

of PCs is equal to the number of original variables. To decide how many PCs to retain, a common 

approach consists in defining a cut-off (70%-90%) of the cumulative percentage of the total 

variance explained and consider the minimum number of PCs that exceed that cut-off. Another 

possibility consists in representing by the so-called scree plot, the variance associated with each PC 

vs PC number and base the decision on the analysis of the slope change between adjacent line 

segments 21.  

In this study, all the 14 complexity metrics were considered for PCA analysis that corresponded 

to a data matrix X with 14 metrics (columns) for the 208 plans (rows). Those metrics had different 

units of measurement and numerical ranges, which affects the variance. To ensure that all variables 

would contribute equally to the analysis, data was standardized before performing PCA, such that 

all metrics had a mean of 0 and variance of 1 25. The PCA analysis output consisted of 14 principal 

components. To determine the number of PCs to keep for data representation, a cut-off of 70% of 

the total variance explained was adopted 21. The scree plot for the HT complexity data is given in 

Supplementary Materials (Figure S5.1).  

Still using PCA, after modifying some metrics such that all increased with increasing 

complexity, the methodology proposed by the authors in a previous work 25 was followed to 

compute a global plan complexity score (PCS). This score aims at characterizing and comparing 

the treatment plans through a single indicator and it is calculated as the weighted mean of the 

selected principal components:  

 

𝑃𝑙𝑎𝑛 𝐶𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦 𝑆𝑐𝑜𝑟𝑒 =∑
𝑣𝑙
𝑣
× 𝑃𝐶𝑙

𝐿

𝑙=1

 (5.9) 

 

where 𝐿 is the minimum number of PCs corresponding to a cumulative percentage of the total 

variance explained higher than 70%, 𝑣 is the total variance explained by the retained PCs and 𝑣𝑙 

the percentage of variance explained by 𝑃𝐶𝑙.  

The absolute value of the PCS may not be easy to interpret, as explained in Santos et al. 25. 

Therefore, a normalized version of this score, 𝑛𝑃𝐶𝑆, was calculated for a given plan 𝑖 within the 

set of plans as: 

 

𝑛𝑃𝐶𝑆𝑖 =
𝑃𝐶𝑆𝑖 −𝑚𝑖𝑛 𝑃𝐶𝑆

𝑚𝑎𝑥 𝑃𝐶𝑆 −𝑚𝑖𝑛 𝑃𝐶𝑆
 (5.10) 

 

nPCS is 0 for the plan with the minimum PCS (min PCS) and 1 for the plan with the maximum 

PCS (max PCS). The higher the value of nPCS, the greater the plan complexity for the set of plans 

considered in the study.  
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The correlation between pre-treatment QA verification results, obtained for each group of 

plans, computed complexity metrics, and nPCS values was investigated using Spearman’s rank 

correlation coefficients, for a significance level of 5%. Depending on the absolute value of rs, the 

dependency was classified as: 0-0.19 “very weak”, 0.20-0.39 “weak”, 0.40-0.59 “moderate”, 0.60-

0.79 “strong” and 0.80-1 “very strong” 26. 

 

5.3 | Results 

 Treatment plans  

Some of the TPS reported parameters for the considered groups of plans (head and neck, 

prostate and stereotactic brain) are summarized in Table 5.1. It can be seen that stereotactic brain 

plans have the longest gantry period and the highest number of gantry rotations, as well as the 

smallest pitch (0.100 for all plans), couch speed and couch travel. This is expected due to the high 

dose delivered in a single fraction (19-22 Gy) and the small target volume (5.9±5.1 cc, on average). 

Head and neck cases, on the other hand, present the highest pitch, fastest gantry period and couch 

speed. The couch travel gives an indication of the craneocaudal extension of the treatment region, 

being higher for the head and necks plans. 

 

Table 5.1 – Summary of some conventional parameters (mean ± standard deviation) for the three groups of 

HT plans. 

 Head and Neck Prostate Stereotactic Brain 

(n=105) (n=51) (n=52) 

Pitch 0.408±0.032 0.348±0.042 0.100±0.000 

Gantry period (s) 16.4±1.6 23.6±3.4 46.9±5.3 

Gantry rotations 18.1±2.4 12.2±2.1 26.9±7.1 

Couch travel (cm) 18.5±1.8 10.5±1.6 2.8±0.7 

Couch speed (cm/s) 0.0629±0.0068 0.0376±0.0060 0.0023±0.0002 

 

 Complexity metrics 

Plans from various treatment sites were included in this study to appreciate the differences in 

terms of complexity between them based on the analysis of the planned sinogram. Figure 5.1 

displays a representative example of a planned sinogram for each group. As Figure 5.1 illustrates, 

the head and neck plans typically have a more complex irradiation pattern. The prostate cases 

usually have a smaller number of projections whereas, the stereotactic brain plans are characterized 

by a low number of MLC open leaves per projection.  

The visual differences in the planned sinogram complexity were quantified through the 

calculation of several metrics. Four pairs of those metrics are presented in Figure 5.2. Figure 5.2a) 

shows that the percentage of leaves with an open time close to the projection time (%LOT > pT-20 

ms) tends to be higher for plans with a lower modulation factor (MF), especially when considering 

head and neck and prostate plans. Nevertheless, there are no obvious differences in the modulation 

factor between the groups. In Figure 5.2b) the percentage of leaves with an opening time below 100 

ms (%LOT < 100 ms) is generally the highest in the head and neck plans and the lowest in 

stereotactic brain ones. No clear correlation was identified between the modulation factor within 

each group and the percentage of small LOT. Figure 5.2c) indicates that the modulation index 

allows a clear distinction between the groups of plans. LOTV did not change much among the 

groups meaning that the individual leaf open time variations along the treatment are generally quite 

smooth. The closed leaf score (CLS) was, on average, higher for the stereotactic brain plans as 
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could be anticipated due to the small volume of the metastatic lesions – Figure 5.2d). The 

percentage of leaves with one open neighbor evaluated by the L1NS is also the highest in this group, 

which is also somehow expected. As the number of open leaves per projection is reduced, the leaves 

in the extremities of the treatment area have more impact in its calculation.  

A summary of the complexity metrics computed for the three groups of HT plans is presented 

in Table 5.2.  

 

 

 

Figure 5.1 – Planned sinograms for a typical head and neck (a), prostate (b) and stereotactic brain (c) case. 

Each image element (row, column) represents the fraction of time (0-1) that a given MLC leaf is open 

relative to the projection duration.  
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Figure 5.2 – Representation of four pairs of complexity metrics for the three treatment sites. 

 

 

Table 5.2 – Average of the complexity metrics (mean ± standard deviation) for the three groups of HT 

plans. 

 Head and Neck Prostate Stereotactic Brain 

(n=105) (n=51) (n=52) 

Modulation Factor (MF) 2.096±0.173 1.966±0.184 2.027±0.151 

TT/Gy (s/Gy) 141.6±20.6 133.2±28.5 60.1±12.9 

Mean LOT (ms) 153.2±9.4 234.7±26.7 452.7±35.1 

%LOT < 100 ms (%)  27.9±3.6 15.5±6.3 5.9±4.5 

%LOT < 50 ms (%) 9.7±1.8 5.8±2.7 2.9±2.4 

%LOT < 30 ms (%) 3.7±0.8 2.3±1.0 1.3±1.1 

%LOT > pT-20 ms (%) 8.7±3.7 11.2±5.2 1.8±2.2 

LOTV 0.931±0.010 0.939±0.016 0.960±0.010 

PSTV 5.4±0.7 3.4±0.7 1.8±0.5 

Modulation Index (MI) 10.7±0.9 6.6±0.8 4.3±0.9 

CLS (%) 76.7±3.0 84.6±2.9 93.4±1.2 

CLSin (%) 10.3±4.5 5.4±4.0 0.2±1.5 

L0NS (%) 0.9±0.5 1.4±1.2 0.0±0.1 

L1NS (%) 22.8±3.8 26.2±5.2 51.7 ±9.7 
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From the computed metrics, PCA was performed to reduce the dataset dimensionality. In PCA, 

the first two principal components together explained 76.5% of the total variance, 65.2% and 

11.3%, respectively, which is above the predefined cut-off (70%). Therefore, the resulting two-

dimensional representation of the data can be considered a good approximation of the original 

scatter plot in 14 dimensions.  

Figure 5.3 presents the PC2 vs PC1 for the HT data, where each point corresponds to a plan 

(primary axis). The metrics are also displayed, as vectors, where the x-component represents the 

weight of that variable for the PC1 and y-component the weight for the PC2 (secondary axis). This 

kind of representation provides information on the correlation between the 14 complexity metrics 

for the entire set of plans. If two variables have a large positive association, the corresponding 

vectors are close together; if it is weak, the angle between them is around 90° and when negative 

and strong the angle is close to 180°. For instance, metrics that assess the percentage of leaves with 

small leaf open times (%LOT < 100 ms, %LOT < 50 ms and %LOT < 30 ms) present a very strong 

dependency, rs>0.8. These indices are in turn, negatively correlated with the mean LOT, which 

indicates, as expected, that plans with a smaller mean LOT have a higher percentage of short leaf 

open times. None of these parameters is associated with the modulation factor (MF). The %LOT > 

pT-20 ms, on the contrary, confirmed to be negatively correlated with the modulation factor. To 

further illustrate this inverse relationship, the TPS LOT histograms of three prostate cases are 

provided in the Supplementary Materials – Figure S5.2. Regarding the indices that evaluate the 

variations of leaf open times, the relationship between the modulation index (MI) and the LOTV is 

negative, rs=-0.691, whereas it is positive with the PSTV. These indices (MI, LOTV and PSTV) are 

in turn, strongly associated with the CLSin that evaluates the percentage of closed leaves within the 

treatment area. Finally, the L1NS presents a very strong relationship with the CLS, rs=0.891, as 

referred above.  

 

 

Figure 5.3 – Biplot for the HT treatment plans data. Each data point corresponds to a plan and the weights 

of each variable are represented by a vector.  

 



74 |  On the complexity of helical tomotherapy treatment plans 

 

From the distribution of the data points, three clusters can be fairly identified, corresponding to 

the considered groups of plans, indicating that they have generally different levels of complexity. 

Further analysis of the relative position of the data points and the variables can explain groups' 

separation. PC1, represented by the horizontal axis, accounts for 65.2% of the total variation of the 

dataset and it is indeed the PC that more clearly separates the groups of plans. Plans on the left side 

of the graph, having large negative values for PC1, tend to have higher values for the variables with 

larger negative loadings for that PC and lower values for the variables with large positive loadings. 

Therefore, stereotactic brain plans, on the left side of the figure, must have the highest mean LOT, 

percentage of closed leaves per projection (CLS), L1NS and LOTV. Head and neck plans, on the 

right side, tend to have the highest percentage of small leaf open times (%LOT < 100 ms, %LOT < 

50 ms and %LOT < 30 ms), MI, PSTV, and percentage of closed leaves within the treatment area 

(CLSin). These findings are corroborated by the information in Table 5.2. Prostate plans are mostly 

in between the other two groups, except some cases that are overlapped with the head and neck one. 

Looking now at the vertical axis, PC2, the modulation factor (MF), and the %LOT > pT-20 ms are 

the variables that mostly contribute to this PC. But while plans on the top of the figure tend to have 

a higher modulation factor, those towards the bottom have a higher percentage of leaves with an 

open time close to the projection duration.  

To summarize the information provided in the biplot and compare the global complexity inter- 

and intra- group of plans, the normalized plan complexity score (nPCS) was calculated – Figure 

5.4. As the median line of each boxplot in Figure 5.4 lies outside the other boxes, the groups of 

plans can be considered different in terms of global complexity. The head and neck plans are 

generally the most complex, followed by the prostate and the stereotactic brain ones. Stereotactic 

brain plans have the highest interquartile range whereas the prostate group presented the largest 

spread of nPCS, as indicated by the extreme values of the corresponding boxplot.  

 

 

 

Figure 5.4 – Boxplots summarizing the normalized plan complexity score (nPCS) obtained for the three 

groups of plans. On each box, the bottom and top edges indicate the 25th and 75th percentiles, respectively 

– interquartile range. The median value is represented by a white horizontal line and the mean value by a 

white ‘o’. The whiskers go down to the minimum and up to the maximum data values within 1.5 times the 

interquartile range.  
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 Correlation between the complexity metrics and pre-treatment QA results 

Pre-treatment verification results were acceptable for all plans, with no significant differences 

between the groups. The 3D global gamma passing rate for the head and neck cases was on average 

98.6±1.0% and 97.6±1.9% for the prostate plans, considering a 3%/3 mm, 10% TH criteria. The 

average results for the stereotactic brain group were: 98.7±2.5% – 3D global gamma passing rate 

(3%/2 mm, 10% TH), 0.1±1.1% – IC % difference, and 98.5±1.5% – film gamma passing rate 

(3%/2 mm).  

The correlation between each complexity metric/global complexity score and the results of pre-

treatment QA verification obtained for each group of plans was investigated through the calculation 

of the Spearman’s rank correlation coefficients. For the head and neck and prostate cases, no 

significant correlations have been identified, neither when considering each metric individually nor 

the nPCS (Table S5.1 in Supplementary Materials). For the stereotactic brain group, the obtained 

Spearman’s rank correlation coefficients and corresponding p-values are presented in Table 5.3. 

Some moderate and strong dependencies have been obtained for this group of plans. The 

correlations tended to be stronger when more stringent analysis criteria were adopted for 3D global 

gamma analysis. Nevertheless, ionization chamber results were not related with any of the 

computed metrics.  

 

Table 5.3 – Spearman’s correlation coefficients, rs, and corresponding p-values (within brackets) between 

3D gamma passing rates with various criteria, ionization chamber percent difference (IC %diff), film results 

and the complexity metrics/nPCS for the stereotactic brain plans. Correlations were considered statistically 

significant for a p-value < 0.05. Values in bold correspond to significant moderate or strong correlations. 

 3D global gamma analysis 
IC %diff 

Film 

3%/2 mm  3%/2 mm 10% TH 2%/2 mm 10% TH 

Modulation Factor  0.148 (0.294) 0.320 (0.021) -0.076 (0.594) 0.385 (0.008) 

TT/Gy  -0.346 (0.012) -0.659 (0.000) -0.185 (0.189) -0.463 (0.001) 

Mean LOT -0.035 (0.804) 0.327 (0.018) 0.138 (0.330) 0.203 (0.176) 

%LOT < 100 ms  -0.144 (0.307) -0.373 (0.006) 0.056 (0.692) -0.329 (0.025) 

%LOT < 50 ms  -0.168 (0.233) -0.353 (0.010) 0.080 (0.575) -0.363 (0.013) 

%LOT < 30 ms  -0.215 (0.127) -0.387 (0.005) 0.119 (0.399) -0.393 (0.007) 

%LOT > pT-20 ms  -0.303 (0.029) -0.463 (0.001) -0.082 (0.565) -0.440 (0.002) 

LOTV 0.278 (0.046) 0.349 (0.012) -0.041 (0.772) 0.303 (0.040) 

PSTV -0.291 (0.036) -0.436 (0.001) 0.111 (0.432) -0.337 (0.022) 

Modulation Index (MI) -0.231 (0.100) -0.329 (0.018) 0.091 (0.522) -0.023 (0.878) 

CLS 0.378 (0.006) 0.655 (0.000) 0.103 (0.466) 0.353 (0.016) 

CLSin -0.011 (0.937) 0.030 (0.832) -0.039 (0.786) 0.018 (0.908) 

L0NS 0.029 (0.839) 0.041 (0.775) -0.009 (0.952) -0.064 (0.671) 

L1NS 0.395 (0.004) 0.678 (0.000) 0.089 (0.532 0.329 (0.025) 

     

nPCS -0.253 (0.070) -0.434 (0.001) 0.024 (0.867) -0.442 (0.002) 

 

Plans with a higher total treatment time per Gy (TT/Gy) were significantly associated with 

poorer verification results, such that rs=-0.463, p-val=0.001 for film. The negative relationships 

observed for %LOT > pT-20 ms also suggest that a high percentage of leaves with an opening time 

close to the projection duration may compromise plans deliverability. As for the metrics proposed 

to evaluate the variation in leaf open times, a significant dependency was observed between the 

PSTV and the 3D global gamma passing rates, rs=-0.436, p-val=0.001. The positive and strong 
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dependency for the L1NS index and the more stringent 3D gamma analysis may indicate that the 

amount of tongue-and-groove does not have any influence on treatment deliverability. The same 

rationale applies to the CLS index that evaluates the percentage of leaves closed per control point. 

Lastly, the normalized plan complexity score showed a moderate association with the verification 

results (rs>0.4, p-val=0.000). 

The correlation between some of the TPS reported plan parameters, namely, the pitch, the 

gantry period, the number of gantry rotations, the couch travel and the couch speed and the pre-

treatment QA results was also investigated (Table S5.2 in Supplementary Materials). But once 

again, no significant dependencies have been identified for the head and neck and the prostate 

groups. Nevertheless for the stereotactic brain plans, all parameters, except pitch (0.100 for all 

plans) were significantly associated with the film gamma passing rates (rs>0.4, p-val<0.05). The 

correlation was negative with the number of gantry rotations, couch speed, and couch travel and 

positive with the gantry period. 

 

5.4 | Discussion 

In this study, the complexity of a set of helical tomotherapy plans from head and neck, prostate 

and brain treatment sites was characterized and compared. To our knowledge, this is the first work 

that attempts to comprehensively extend the current discussion on plan complexity to HT, through 

both the definition of individual metrics and the calculation of a global complexity score.  

In total, 14 complexity metrics were computed, including some commonly evaluated 

parameters and novel indices with the aim of assessing different features of the treatment plans. 

Due to the high number of metrics, an approach based on principal component analysis was 

followed to explore the correlation between them to find a subset of the most representative 

components. The visual representation of the data in two-dimensions allowed the identification of 

similarities and differences between the considered treatment sites.  

The head and neck plans were found to be the most complex for almost all the computed 

complexity indicators. Plans from this group had, for instance, the highest percentage of leaves with 

short opening times and the lowest mean LOT. Among the considered groups, the head and neck 

plans had the fastest gantry period which confirms the known influence of this parameter in the 

amount of leaves with small LOTs 2,27. The score that evaluates the percentage of closed leaves 

within the treatment area (CLSin) indicated that the head and neck plans had also the most complex 

irradiation patterns which was confirmed by the calculated modulation indices, LOTV, PSTV and 

MI. The prostate plans had the highest percentage of leaves with an opening time approaching the 

projection duration (%LOT > pT-20 ms). The %LOT > pT-20 ms has shown to be inversely 

correlated with the modulation factor, which is in accordance with the findings by Binny et al. 27 

and Sevillano et al. 7. The stereotactic brain plans had the highest percentage of closed leaves per 

projection, with just about five open leaves, on average, as well as the largest L1NS, which 

quantifies the amount of tongue-and-groove effect.  

To summarize the information given by all complexity metrics, a global plan complexity score 

(nPCS) was calculated, following the methodology proposed by Santos et al. 25 in the context of a 

national IMRT audit 28. The nPCS combines the multiple metrics into a single numerical score, 

allowing for the comparison of the relative complexity of the entire set of plans. Based on the nPCS 

values, the head and neck plans confirmed to be the most complex, followed by the prostate and 

the stereotactic brain ones. A higher complexity variability was observed for the prostate cases, 

presenting the larger range of nPCS values. This can be explained, in part, by the inclusion of 

patients with femoral prosthesis, demanding an adaptation of the typical planning strategy to reduce 
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dose calculation uncertainties. The number of planners was also higher for the prostate group (6) 

than for the head and neck (3) and stereotactic brain (2) groups, being the adopted planning 

strategies largely dependent on the planners' skills and approaches 29. Yet, the reported differences 

in plan complexity intra- and inter-group may also be due to factors such as variations in patient 

anatomy, PTV shape and/or volume, and in the dose constraints that may differ from one clinician 

to another. Plans complexity is also partially determined by the optimization algorithm that works 

like a black box. In HT, only the initial modulation factor, pitch and field width are set, and the 

actual modulation factor, number of projections and leaf open times result from the optimization 

process 9.  

The plans deliverability was weakly correlated with both the computed complexity metrics and 

the usual plan parameters for head and neck and prostate groups. Regarding the stereotactic brain 

plans, some moderate dependencies have been identified. Stereotactic brain plans with a higher 

total treatment time per Gy (TT/Gy) and/or with a higher percentage of leaves with opening times 

approaching the projection duration (%LOT > pT-20 ms) were significantly associated with a 

poorer agreement (although within tolerance) between planned and measured dose. Plan parameters 

like the couch speed and the number of gantry rotations were also inversely correlated with the pre-

treatment QA results. These findings may be useful to establish clinical guidelines for planning of 

stereotactic brain cases at our institution. Accordingly, planners should carefully evaluate the TPS 

LOT distribution during the planning phase and aim to achieve a %LOT > pT-20 ms less than the 

reported mean. The TT/Gy can also be easily assessed and it should be compared with the values 

obtained for similar clinical cases belonging to this group. The same rationale applies to the 

planning parameters.  

All the 208 plans considered in this study had pre-treatment QA results within the established 

tolerances, which is perhaps the main reason for the reported lack of significant correlations, mainly 

for the head and neck and prostate groups. A pool of plans with poorer verification results would 

perhaps allow for a clearer insight into the relationship between complexity and deliverability. Still, 

there are some factors that can mask the effect of complexity on delivery verification results. The 

first one is related to the pre-treatment QA methods used. For the head and neck and prostate cases, 

the verification was based on 3D dose reconstruction using the signal recorded by the exit detector 

during delivery with the couch out of the bore. This methodology even having been deeply tested 

against film and ionization chamber measurements 18, may raise some questions related with the 

detector resolution, the dose calculation algorithm used (pencil beam) and even the sensitivity of 

the global gamma analysis 30,31. TPS dose calculation (beam modeling, MLC modeling, 

commissioning inaccuracies) and MLC performance are also some potential sources of errors.  

The impact of HT plan parameters on the pre-treatment QA results has already been 

investigated by other authors 2,8,9. Westerly et al. 2, for instance, found that plans with a mean LOT 

below 100 ms, i.e. using predominantly small leaf open times, were more likely to present 

significant deviations (>3%) between the calculated and the measured doses, in an analysis of six 

plans treated in a Tomotherapy Hi-Art II system. Bresciani et al. 8 have taken a pool of 384 HT 

plans to investigate if there were any treatment sites and/or plan parameters more likely to lead to 

poorer verification results. A wide variety of treatment sites were included, such as gynecological, 

head and neck, breast, lung, rectum, but no significant differences were noticed. As for the plan 

parameters, the correlations were rather weak. Binny et al. 9 in a retrospective study with 28 head 

and neck, 19 pelvic and 23 brain HT plans, found no correlations between the TPS reported 

parameters, such as the gantry period and the percentage of leaf open times less than 100 ms, and 

the pre-treatment QA results. 

The characterization of HT plans complexity is particularly challenging. Due to the system 

particularities, defining what is more or less complex and which features to assess is not trivial. As 
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most parameters reported by the TPS are intimately linked with each other and depend on the target 

volume and dose per fraction, it was decided not to include them in this study as complexity metrics. 

Also, new indices were defined that evaluate different aspects of the plans that may directly or 

indirectly contribute to increased uncertainties in dose calculation and delivery. These indicators 

demonstrated to be effective in quantifying the complexity of the plans. The reported differences 

inter- and intra- group suggest that it may be appropriate to define site-specific recommendations 

to guide the planning and the QA processes. The values of both planning parameters and complexity 

metrics may be generally adopted as reference levels at our institution, as the pre-treatment QA 

results of the plans included in this study were all clinically acceptable.  

Some of the proposed complexity metrics, namely the modulation factor, TT/Gy, mean LOT, 

%LOT < 100 ms, %LOT < 50 ms, %LOT < 30 ms and the %LOT > pT-20 ms can be directly 

assessed during the planning phase. Their comparison against local reference values may be used 

as a guide for planning and eventually contribute to harmonize local planning strategies. Planners 

should, along this line, carefully evaluate the percentage of leaves with a LOT approaching the 

projection duration and keep it as close as possible to the reference value for each site. Namely, in 

prostate cases where some atypically high values (>20%) have been identified and in stereotactic 

brain plans where a significantly correlation with the pre-treatment QA results has been noticed. 

The indices that evaluate the plan sinogram modulation and the amount of tongue-and-groove 

effect, on the contrary, can only be calculated after planning. Their calculation would not 

necessarily increase the time allocated to the QA process. Again, the comparison of the obtained 

values for a new plan with the reference ones may be useful to flag plans with a complexity higher 

than usual, which would be subject to a more rigorous QA. 

 

5.5 | Conclusion  

In this study, the complexity of HT plans from different treatment sites was characterized and 

compared through the calculation of a set of metrics that evaluate multiple features of the planned 

sinograms. A statistical approach based on principal component analysis was followed to simplify 

data interpretation, allowing to explore the correlations among the proposed indices and quantify 

the differences in complexity between the studied groups of plans. Generally, head and neck plans 

were found to be the most complex for almost all metrics, which was confirmed by the computed 

global plan complexity score. The prostate plans had the highest complexity variability, which can 

be a result of a wider range of planning approaches.  

The presented characterization of the differences inter- and intra- group of treatment sites may 

be useful to guide the treatment planning and the QA processes eventually reducing uncertainties 

and harmonizing local planning strategies. 
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5.9 | Supplementary materials  

 

Table S5.1 – Spearman’s correlation coefficients, rs, and corresponding p-values (within brackets) between 

3D gamma passing rates with various criteria and the complexity metrics/nPCS for the head and neck and 

prostate plans.  

 Head and Neck Prostate 

 3%/3 mm  

10% TH 

3%/2 mm  

10% TH 

3%/3 mm  

10% TH 

3%/2 mm  

10% TH 

Modulation Factor (MF) 0.110 (0.263) 0.070 (0.481) -0.159 (0.265) -0.189 (0.184) 

TT/Gy  0.221 (0.023) 0.249 (0.010) -0.367 (0.008) -0.332 (0.017) 

Mean LOT -0.263 (0.007) -0.264 (0.006) 0.119 (0.406) 0.100 (0.486) 

%LOT < 100 ms  -0.202 (0.039) -0.201 (0.040) -0.332 (0.017) -0.260 (0.066) 

%LOT < 50 ms  -0.292 (0.003) -0.287 (0.003) -0.222 (0.117) -0.162 (0.255) 

%LOT < 30 ms  -0.291 (0.003) -0.300 (0.002) -0.127 (0.373) -0.068 (0.636) 

%LOT > pT-20 ms  -0.285 (0.003) -0.256 (0.008) -0.194 (0.173) -0.132 (0.356) 

LOTV 0.351 (0.000) 0.339 (0.000) 0.315 (0.000) 0.357 (0.001) 

PSTV -0.349 (0.000) -0.338 (0.000) -0.326 (0.020) -0.248 (0.080) 

Modulation Index (MI) -0.141 (0.150) -0.148 (0.132) 0.029 (0.842) 0.047 (0.746) 

CLS 0.144 (0.143) 0.160 (0.103) -0.291 (0.038) -0.266 (0.059) 

CLSin -0.109 (0.270) -0.140 (0.156) -0.399 (0.004) -0.325 (0.020) 

L0NS -0.048 (0.624) -0.025 (0.799) -0.357 (0.001) -0.383 (0.006) 

L1NS -0.038 (0.703) -0.039 (0.694) -0.367 (0.008) -0.318 (0.023) 

nPCS -0.325 (0.001) -0.328 (0.001) -0.369 (0.001) -0.385 (0.005) 
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Table S5.2 – Spearman’s correlation coefficients, rs, and corresponding p-values (within brackets) TPS reported parameters and the pre-treatment QA results for the head 

and neck, prostate and SRS plans. Values in bold correspond to significant moderate or strong correlations. 

 pitch Gantry period Gantry rotations Couch travel Couch speed 

Head and Neck      

3D global gamma analysis       

3%/3 mm 10% TH -0.136 (0.165) -0.101 (0.303) 0.322 (0.001) -0.294 (0.002) -0.077 (0.433) 

3%/2 mm 10% TH -0.126 (0.200) -0.137 (0.165) 0.377 (0.000) 0.373 (0.000) -0.035 (0.725) 

      

Prostate      

3D global gamma analysis       

3%/3 mm 10% TH 0.199 (0.160) -0.057 (0.690) -0.106 (0.458) 0.178 (0.210) 0.312 (0.026) 

3%/2 mm 10% TH 0.175 (0.220) -0.100 (0.483) -0.057 (0.692) 0.209 (0.141) 0.343 (0.014) 

      

Stereotactic brain      

3D global gamma analysis      

3%/2 mm 10% TH - 0.079 (0.580) -0.342 (0.013) -0.347 (0.012) -0.079 (0.580) 

2%/2 mm 10% TH - 0.410 (0.003) -0.657 (0.000) -0.660 (0.000) -0.410 (0.003) 

Film 3%/2 mm - 0.068 (0.632) -0.182 (0.196) -0.186 (0.187) -0.068 (0.632) 

IC %diff - 0.397 (0.006) -0.489 (0.001) -0.486 (0.001) -0.397 (0.006) 
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Figure S5.1 – Scree plot of the principal components for the HT treatment plans data. The eigenvalues give 

the variance explained by each PC. 
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Figure S5.2 – TPS leaf open time histogram for three similar prostate cases. Plans were created to irradiate 

the prostate and seminal vesicles with 2 Gy per fraction. a) MF of 2.445 and %LOT > pT-20 ms = 3.2%; b) 

MF of 2.007 and %LOT > pT-20 ms = 11.4%; c) MF of 1.809 and %LOT > pT-20 ms = 23.0%. 
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Abstract 

A dosimetry system composed by GafchromicTM EBT films and a flatbed document scanner is 

a valuable tool for patient-specific quality assurance (QA) of complex external beam radiotherapy 

treatment plans. However, it is still not widely used in clinical practice. The need for a 

comprehensive characterization of the film-scanner performance and the establishment of a 

complex dosimetry protocol may be one of the causes of this weak adhesion. The purpose of this 

work is to shed light on how to establish a reliable film dosimetry system for dose verification in 

external photon beam radiotherapy. The practical aspects to take into account are reviewed and the 

advantages and limitations of the different approaches are critically discussed according to the 

current state of the art, working as a guide for new users.  

 

Keywords: Radiochromic film dosimetry, external photon beam radiotherapy, patient-specific QA  
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6.1 | Introduction  

Radiochromic films are a versatile 2D dosimeter for many clinical tasks in radiation oncology 

given the associated characteristics, such as: an unrivaled high spatial resolution, near-water 

equivalent composition, weak energy dependence from kV to MV range, angular independence, 

and consistent response in an extended range of doses (Niroomand-Rad et al., 1998). Radiochromic 

films may also be immersed in water for short time periods, cut into several pieces and are relatively 

low cost.  

Primarily used for external photon beam dosimetry (Distefano et al., 2017; Iqbal et al., 2018; 

Liu et al., 2015; Lopes et al., 2019; Santos et al., 2019a), radiochromic film based dosimetry 

systems are finding increasing application in brachytherapy (Ayoobian et al., 2016; Gholami et al., 

2016), particle beam radiotherapy (Anderson et al., 2019; Avanzo et al., 2020; Kern et al., 2020), 

diagnostic radiology (Costa et al., 2017; Soliman et al., 2018), and radiobiological studies 

(Rutherford et al., 2019; Torres del Río et al., 2019). In external photon beam radiotherapy, 

radiochromic films commercially designated by GafchromicTM EBT films and manufactured by 

Ashland, Inc., Wayne, NJ, USA have demonstrated to be a valuable tool for dose verification of 

intensity modulated radiotherapy (IMRT) and stereotactic treatment plans (Colodro et al., 2017; 

Cusumano et al., 2015; Marrazzo et al., 2015; Wen et al., 2016). IMRT and stereotactic treatment 

plans typically present steep dose gradients, use small fields and require an increased accuracy. 

Patient-specific quality assurance (QA) verifications should thus be performed prior to treatment to 

assess the agreement between the measured and the planned dose distributions (Hodapp, 2012). 

Despite the promising potential, radiochromic film based dosimetry systems are not a widely 

adopted tool for pre-treatment QA in clinics (Mehrens et al., 2020), probably due to what seems to 

be a cumbersome system characterization and the implementation of complicated dosimetry 

protocols. Indeed, to introduce a radiochromic film based dosimetry system in the clinical practice 

it is necessary to carefully select and characterize both the film and the scanner responses as well 

as to establish and follow a comprehensive and strict dosimetry protocol. The dosimetry protocol 

should give detailed instructions on films storage, handling, irradiation, scanning, image analysis, 

and absorbed dose determination (Devic et al., 2016). There are also many sources of uncertainty 

to consider for accurate dose measurements, arising from the film, film-scanner interaction and the 

scanner itself.  

When GafchromicTM EBT films are exposed to radiation, an image is formed through a post-

irradiation process, resulting from a solid-state polymerization of the sensitive component (lithium-

10,12-pentacosdiynoate – LiPCDA). The most widely used devices to measure the film response 

to radiation are flatbed color document scanners, mainly due to the low cost and ease of use. The 

measured response is commonly quantified in terms of the scanned pixel values (PV), optical 

density (OD), or the change of optical density of the film scanned before and after irradiation 

(netOD) (Aldelaijan and Devic, 2018). To relate the film response to absorbed dose, the first step 

is to establish a calibration curve per each scanner color channel (red – R, green – G and blue – B) 

through the irradiation of one or more films with known doses, under specific (reference) 

conditions, defined by dosimetry protocols such as TRS-398 (IAEA, 2001) or TG-51 (Almond et 

al., 1999). Once having a calibration curve, the response of any irradiated film from the same 

production lot can be converted into a dose map using either single channel or multichannel 

algorithms. Single channel methods are based on the application of the calibration curve 

corresponding to a given color channel. Multichannel algorithms combine the information provided 

by the different channels to determine a single dose value per pixel (Micke et al., 2011). Several 

multichannel methods have been proposed (Aldelaijan et al., 2019; Mayer et al., 2012; Méndez et 
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al., 2018, 2014; Micke et al., 2011; Pérez-Azorín et al., 2014) and demonstrated that they may 

contribute to an improved accuracy over single channel dosimetry, compensating for some sources 

of uncertainty such as film spatial heterogeneities (variations in sensitive layer thickness, scratches, 

fingerprints, dust), and scanner non-uniform response (Micke et al., 2011). Still, there are many 

factors that may vary between the calibration and the measurement phases. Those factors include 

for instance, post-irradiation darkening, changes in film response due to temperature, humidity and 

UV-light, intra-lot variabilities arising from differences in composition/thickness of the sensitive 

layer of the films and inter-scan variations of the scanner response (Aldelaijan et al., 2016; Lewis 

et al., 2012; Lewis and Devic, 2015; Palmer et al., 2015b; Rink et al., 2008). All these factors should 

be addressed when establishing a dosimetry protocol. 

There are some software packages commercially available for film dosimetry, such as FilmQA 

PRO (Ashland ISP Inc., Covington, KY, USA), Radiochromic.com (a web application), or Verisoft 

(PTW-Freiburg, Germany) that may come with detailed instructions on how to establish an efficient 

protocol. Nevertheless, the users have an important role in their commissioning and 

implementation. If medical physicists teams prefer to take control on all the involved steps they 

should develop their own protocol. In any case, it is important that the users have a full insight and 

critical thoughts on every single step of the process.  

Radiochromic film dosimetry has been a research area of interest, as demonstrated by the 

number of papers published on the topic over the past thirty years. The last review on film dosimetry 

was issued in early 2016, with only three bibliographic references after 2014 (Devic et al., 2016). 

The authors discussed the technical aspects associated with the implementation of a radiochromic 

film dosimetry system, presenting useful guidelines. From January 2015 to May 2020, dozens of 

peer-reviewed articles have been published on practical aspects of film dosimetry for high energy 

photon beams. This turns into a huge and complex amount of information that newcomers to the 

field should carefully read and analyse, especially when aiming to develop in-house protocols. With 

this concern, Howard et al. (2020) have recently published a methodology for film dosimetry 

strictly based on their own clinical experience.  

The purpose of the present review is to shed light on how to establish or improve a reliable and 

accurate film dosimetry system for absolute dose verification in external photon beam radiotherapy. 

A literature search was conducted in PubMed and Scopus on peer-reviewed original research 

articles written in English published from January 2015 to May 2020. The used keywords were: 

“radiochromic” or “gafchromic” or “EBT” or “film dosimetry”. From the identified articles, only 

those referring factors related with the characterization and set-up of radiochromic film dosimetry 

systems for dose verification in high energy photons beams were considered. Fifty five articles 

were selected, forming the basis for this work. Yet, older publications since the issue of 

GachromicTM EBT film are also referred either to provide a background on a certain subject or 

because the reported methods are still considered up to date. 

The practical aspects related to film dosimetry, namely to the three main components, film 

model, scanner model and dosimetry protocol, are reviewed according to the current state of the 

art, highlighting the different issues to be considered and the available options, hopefully working 

as a guide for new users. 

 

6.2 | Radiochromic film dosimetry system  

 Radiochromic film models  

The first radiochromic film models used for clinical dosimetry in radiotherapy (HD-180, MD-

55, MD-55-2, HS) had several limitations, including a relatively low sensitivity, lack of uniformity, 
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small size and high price, preventing their generalized use (Devic, 2011). The release in 2004 of 

the EBT (External Beam Therapy) GafchromicTM film (Ashland ISP Inc., Covington, KY, USA), 

with improved sensitivity and uniformity properties, represented a paradigm shift, definitely 

replacing the labor-intensive silver halide radiographic films in external beam radiotherapy dose 

measurements (Sankar et al., 2006). 

 

6.2.1.1 | GafchromicTM EBT film 

The EBT film was composed by two 17 µm thick active/sensitive layers, with a 6 µm surface 

layer in between, and coated with a 0.97 µm polyester sheet at each side. The active layers contained 

the radiation-sensitive component (lithium-10,12-pentacosdiynoate in crystalline form), dispersed 

on it (Devic et al., 2005). Since its release, the properties of EBT film were extensively studied, 

seeking continuous improvements, which led to the development of EBT2, EBT3 and EBT-XD 

films in 2009, 2011 and 2015, respectively. 

 

6.2.1.2 | GafchromicTM EBT2 film 

The EBT films were replaced by the model GafchromicTM EBT2 in which the active part of the 

films was reduced to a single layer 28 μm thick and a thin topcoat applied to a 175 μm polyester 

substrate. Moreover, the coated layers are over-laminated with polyester. According to 

manufacturer, some of its main advantages include a higher tolerance to visible/ultraviolet light 

exposure and it can correct non-uniformity of the active layer thickness using a yellow marker dye. 

For these films, the non-symmetric structure leads to a new dependence on the ‘front-back’ film 

orientation (Carrasco et al., 2013). 

 

6.2.1.3 | GafchromicTM EBT3 film 

The EBT3 films can be considered a refinement of the EBT2 model with a symmetric 

configuration, consisting of the same active layer as ETB2 films but sandwiched between two 

polyester layers (125 μm) – Figure 6.1 – that promote the stiffness of the film and permit its use in 

water. The active layer is made of the active compound (LiPCDA crystals with 1-2 μm in diameter 

and 15-25 μm in length (Lewis and Chan, 2016)), the marker dye, and other stabilizers and additives 

that minimize the energy dependence of the film (Ashland, 2020a). The polyester substrate has a 

special surface treatment containing microscopic silica particles, that prevents the formation of 

Newton ring-like artifact during scanning (Casanova Borca et al., 2013), reported for previous EBT 

models (Ashland, 2020a). EBT3 symmetric structure contributes to reduce the face-up/down 

scanning response variation (Casanova Borca et al., 2013; Moylan et al., 2013). GafchromicTM 

EBT3 film optimal dose range varies from 0.2 to 10 Gy, but using the information provided by the 

three color channels it is possible to extend the film dynamic range up to 20 Gy (Ashland, 2020a). 

This extension comes along with an increased uncertainty at high doses (> 10 Gy) mainly due to 

the shallow slope of the calibration curves (Ashland, 2020a; Palmer et al., 2015b). 

 

6.2.1.4 | GafchromicTM EBT-XD film 

The EBT-XD film, released in 2015, presents an optimal performance in the dose range 0.4-40 

Gy, with declared better performance for hypofractionated treatments verification, including 

stereotactic radiosurgery and stereotactic body radiotherapy. The EBT-XD has the same structure 

as EBT3 film (Ashland, 2020b; Palmer et al., 2015b), with a thinner active layer (25 µm) – Figure 

6.1 – and different chemical composition: the LiPCDA crystals are 1-2 μm in diameter and 2-4 μm 

in length (Lewis and Chan, 2016) – Table 6.1. This reduction in size of the active particles decreases 

scattering and light polarization (León-Marroquín et al., 2019a). 
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Figure 6.1 – Structure of GafchromicTM EBT3 and EBT-XD films. Adapted from (Ashland, 2020a, 2020b). 

 

Table 6.1 – Dose range (optimum and dynamic), and active layer composition of GafchromicTM EBT3 and 

EBT-XD films. Adapted from (Palmer et al., 2015b). 

Film model 

Optimum 

dose range 

Dynamic 

dose range 

Active layer composition (atomic %) 

H Li C N O S Na Cl Al 

EBT3 0.1 to 10 Gy 0.1 to 20 Gy 56.8 0.6 27.6 - 13.3 - - - 1.6 

EBT-XD 0.4 to 40 Gy 0.1 to 60 Gy 57.0 0.6 28.5 0.4 11.7 0.1 0.1 0.1 1.4 

 

6.2.1.5 | Comparison between EBT3 and EBT-XD films  

Several comparative studies have recently been published on EBT3 and EBT-XD film 

properties characterization for high energy photon beams (Grams et al., 2015; Khachonkham et al., 

2018; León-Marroquín et al., 2019a; Miura et al., 2016; Palmer et al., 2015b; Schoenfeld et al., 

2016a). Aspects such as the absorption spectra, dose response, sensitivity, and energy and dose rate 

dependence were analysed. León-Marroquín et al. (2019a) in a comparison of the spectroscopic 

characteristics of EBT3 and EBT-XD films, have shown that the absorption spectra of both films 

present two main peaks centered at around 636 nm and 585 nm. These absorption peaks are indeed 

characteristic of the EBT model. The spectroscopic characteristics of the films do not change with 

beam energy and dose rate. However, they seem to be dependent on dose level and films production 

lot (León-Marroquín et al., 2019a, 2019b). Palmer et al. (2015b) have evaluated the 

calibration/dose-response curves for EBT3 and EBT-XD films in a dose range up to 40 Gy. They 

demonstrated that EBT-XD films are less dense for the same dose than EBT3, as a higher dose is 

necessary to reach the same response. Moreover, the red and green channels dose-response curves 

for EBT-XD are well separated from each other and have a steep gradient for high doses, in contrast 

to EBT3 curves which present a shallow slope, tending to saturation. Both curves separation and 

their gradient are crucial for improved accuracy in single- and multi- channel dosimetry techniques 

(Palmer et al., 2015b). To illustrate this, an example of R, G, B dose-response curves obtained for 

both EBT3 and EBT-XD films is provided in Figure 6.2. 

Palmer et al. (2015b) have also analysed the gradient of the dose-response curves for each color 

channel to establish the dose regions of maximum sensitivity for each film model. They reported 

that at doses higher than approximately 5 Gy and 8 Gy, the gradient of the EBT-XD dose-response 

curves corresponding to the red and green channels, respectively, surpass that of EBT3 films. The 

higher slopes presented by EBT-XD films in the red and green channels for the high dose range, 

make them more reliable for high doses verification (Ashland, 2020b). For EBT3 films, the green 

channel has shown an improved sensitivity for doses higher than 8-10 Gy (Khachonkham et al., 
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2018; León-Marroquín et al., 2019a; Wen et al., 2016). Regardless the film type, the blue channel 

dose-response curve exhibits a lower gradient at any dose. Indeed, its response is more dependent 

on the thickness of the active layer rather than on the dose as the yellow marker dye absorbs light 

in the blue part of the spectrum. These findings were corroborated by other authors (Khachonkham 

et al., 2018; León-Marroquín et al., 2019a; Lewis and Chan, 2015; Miura et al., 2016), evidencing 

the higher sensitivity of EBT3 films for low doses (< 10 Gy) and the improved sensitivity of EBT-

XD films for high doses (> 10 Gy).  

The response of both EBT-XD and EBT3 films is weakly dependent on energy and dose rate 

(DR) in a range from 100 kV to MV photon energies. Miura et al. (2016) have analysed the EBT-

XD film response dependence on energy and dose rate by irradiating film strips at doses from 0.5 

to 40 Gy for 6 MV (DR=600 MU/min), 6 MV FFF (DR=1400 MU/min), 10 MV (DR=600 

MU/min) and 10 MV FFF (DR=2400 MU/min) photon beams. The netOD differences were within 

1.5%. Grams et al. (2015) reported differences in OD below 0.8% for EBT-XD film strips irradiated 

with 6-18 MV photon beams with doses up to 30 Gy. Khachonkham et al. (2018), in a comparative 

study, have shown that both EBT3 and EBT-XD films exhibit a similar response in the kV to MV 

photon energies range. 

 

 
Figure 6.2 – Red, green and blue dose-response curves for GafchromicTM EBT3 and EBT-XD films. 

 

 Flatbed document scanners 

The most widely used devices to measure the film response to radiation are the commercially 

available flatbed document scanners, adapted to operate in both reflection and transmission modes. 

Transmission mode is the most commonly employed scanning method in clinical practice. 

Nevertheless, some authors suggested that using reflection mode could be advantageous due to the 

improved film sensitivity and lower cost of the scanners without the transparency option (Méndez 

et al., 2013; Papaconstadopoulos et al., 2014; Park et al., 2012). Aldelaijan and Devic, 2018 in a 

recent comparison between the response of EBT3 film for doses up to 11 Gy in reflection and 

transmission modes, confirmed that the reflection mode provides an improved sensitivity and 

accuracy, but in a limited dose range (up to 5 Gy), while the associated uncertainties tend to be 

higher (Aldelaijan and Devic, 2018). In the present review, we will just focus on transmission mode.  

The scanners used in film dosimetry are typically equipped with a linear charge couple device 

(CCD) array detector, and depending on the scanner model, the light source may be a fluorescent 
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lamp or light emission diodes (LED). Regardless the light source technology, the measured signal 

results from a convolution of three factors: the light source emission spectrum, the film absorption 

spectrum and the sensitivity of the linear CCD detector array (Aldelaijan et al., 2019). This means 

that, even for the same scanner model, the response and sensitivity of the film-scanner system may 

be different. Flatbed scanners with a fluorescent lamp such as Epson Expression 10000 XL/11000 

XL and Epson Perfection V700 have been utilized in film dosimetry for many years. LED-based 

scanner models, like Epson Expression 12000 XL and Epson Perfection V800 were recently 

released, replacing the former ones in the market. The performance of both scanner types seems to 

be generally comparable, yet the LED-based ones appear to present a more pronounced non-

uniform response (Lárraga-Gutiérrez et al., 2018; Shameem et al., 2020), but the associated noise 

tends to be lower (González-López et al., 2017; Vera-Sánchez et al., 2018). Shameem et al. (2020), 

for instance, showed that the Epson Perfection V800 scanner presents a non-uniform response in 

the three color channels about 2% greater than the V700 scanner. González-López et al. (2017), 

found the random noise in the Epson Perfection V800 to be about one half of that of the Epson 

Expression 10000 XL, for all color channels and resolutions under study. 

The use of flatbed scanners in clinical practice, demands a comprehensive film-scanner 

performance characterization, and the establishment of a scanning protocol, including optimal 

parameters like color bit depth and spatial resolution (Tagiling et al., 2018). Aspects such as scanner 

lamp  warm-up, noise, inter-scan variations, orientation effect and scanner non-uniform response 

should also be addressed (Devic et al., 2016; Ferreira et al., 2009; Paelinck et al., 2006).  

It is common practice to use scanners in 48-bit RGB mode with 16 bits per color channel, with 

all color corrections turned off. Regarding the scanning spatial resolution however, a consensus 

does not exist, with values as different as 50 and 254 dpi being reported in the current literature 

(Akdeniz and Yegingil, 2019; Aldelaijan et al., 2016; Bennie and Metcalfe, 2016; González-López 

et al., 2017; León-Marroquín et al., 2019a; Méndez et al., 2018, 2016; Palmer et al., 2015b; Ruiz-

Morales et al., 2017; Tagilingl et al., 2018). Anyway, 72 dpi seems to be the most widely adopted 

scanning resolution. On one hand, the selection of the scanning resolution determines the spatial 

resolution of the measured dose distribution. But on the other hand, it affects the noise level in the 

scanning image, i.e., the higher the resolution the higher the noise variance (González-López et al., 

2017; Méndez et al., 2016; Vera-Sánchez et al., 2016). It is also well described that the noise level 

may eventually impact the agreement between the measured and planned doses, during the pre-

treatment verification phase (Huang et al., 2014). Therefore, the use of de-noising techniques such 

as taking the average image of multiple scans – time averaging – and/or the application of a 2D 

adaptive Wiener filter over the scanned images has been highly advised (Devic et al., 2016; Ferreira 

et al., 2009; Vera-Sánchez et al., 2016). There are authors that use median filters instead (Méndez, 

2015; San Miguel et al., 2018). Moreover, scanning at a high resolution (> 100 dpi) and then 

downscaling to the deemed resolution can be an advantageous option, as suggested by Devic et al. 

(2016) and Méndez et al. (2016). This approach allows to characterize each image pixel by a mean 

value and standard deviation, appraising noise and spikes in the measured signal (Devic et al., 

2016). In addition, it seems to prevent the formation of the so-called “grid pattern” artifact that 

results from the periodical variation of the noise in both scanner bed axis and has been identified 

for scanning resolutions up to 96 dpi (Méndez et al., 2016). The dosimetric impact of the “grid 

pattern” was studied by Méndez et al. (2016) and has shown to depend on the color channel, dose, 

scanner repeatability and resolution. The blue channel is the most affected, with the reported 

relative dose uncertainty varying between 6% and 8%, for a dose of 100 cGy and a scanning 

resolution of 96 dpi. For the red and green channels, the relative dose uncertainty was mostly below 

2%, for all doses (100 cGy, 200cGy, 300 cGy and 400 cGy) and scanning resolutions under study 

(50 dpi, 72 dpi, 96 dpi and 150 dpi). Some investigators reported on the scanner warming up effect 
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due to temperature changes of the scanner lamp. To ensure a stabilized response, it is recommended 

to perform a certain number of pre-scans prior to its use, as soon as the in-built scanner warm-up 

time has elapsed, or after long pauses (Ferreira et al., 2009). The number of required pre-scans 

should be assessed for each scanner by the users.  

Inter-scan variations of the scanner response have recently been addressed (Lewis and Devic, 

2015; Méndez et al., 2016; Palmer et al., 2015a; Vera-Sánchez et al., 2016) and various methods 

have been proposed to compensate for them. Inter-scan variations may be caused by changes in the 

stability of the CCD detectors and of the electronic circuitry of the scanner, effect of temperature 

differences, and variations in the film-to-light source distance (Lewis and Devic, 2015). Such 

changes may compromise the dose-response relationship between the calibration and the 

subsequent measurement scans and thus should be corrected for. To mitigate the effect of film-to-

light distance variation that is mainly due to the effect of the natural film curling, Palmer et al. 

(2015a) and Lewis and Devic (2015) advised the use of a glass compression plate (3-4 mm thick) 

on top of the films to be scanned. Regarding the other sources of variation, corrections may be 

carried out by means of a control film piece or a recalibration process, as discussed in section 

6.2.3.1. 

Two well-known artifacts associated with film digitization in flatbed scanners are the so-called 

‘orientation effect’ and ‘lateral response artifact’. The orientation effect is characterized by a change 

in response as a function of the orientation of the film on the scanner bed, whose magnitude depends 

on the dose and the scanner (Schoenfeld et al., 2016b, 2014; van Battum et al., 2016). A difference 

in PV of approximately 8% for a rotation of 90° has been reported by Khachonkham et al. (2018) 

for EBT3 films at a dose of 2000 cGy, scanned using an Epson 11000 XL. The orientation of the 

film during exposure has not discernible impact on the dose response. Flatbed scanners present a 

non-uniform response orthogonally to the scanning direction, which induces the so-called lateral 

response artifact (LRA). The LRA is characterized by a parabolic decrease in PV as a function of 

the lateral distance from the center of the scanning area (Schoenfeld et al., 2016b; van Battum et 

al., 2016). The response difference at a given lateral position increases with decreasing PV, i.e. 

increasing dose, being very pronounced for high doses (above 10 Gy). Palmer et al. (2015) verified 

a reduction in the PV of about 28% for EBT3 films irradiated to 20 Gy and placed at the edge (15 

cm off-axis) of an Epson 11000 XL scanner. Lewis and Chan (2016) have reported that the 

differences in response are more noticeable for the red than for the green and blue channels, and 

demonstrated that the LRA effect can be mitigated using multichannel dosimetry. This effect varies 

from scanner to scanner but typically scanners with a large scanning area are preferred, as the LRA 

effect is reduced when films are digitized at the center of the bed. Multiple scanner non-uniform 

response correction methods can be found in the literature (Ferreira et al., 2009; Lewis and Chan, 

2015, 2016; Li et al., 2017; Méndez, 2015; Menegotti et al., 2008; Pérez-Azorín et al., 2016; 

Poppinga et al., 2014; Wen et al., 2016). Wen et al. (2016), for instance, generated a non-uniform 

response correction map for the scanner based on the registration and comparison of the film 

measured dose with the dose map measured by an ionization chamber array, taken as reference. 

Lewis and Chan (2015) have proposed a simple correction method that can be established at the 

moment of the scanner commissioning, as it demonstrated to be independent of the film production 

lot and dose. This method assumes that for each color channel X, the measured response of a film 

irradiated to a known dose D and at a lateral position L is related to the response at the scanner 

center C by: 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒(𝐶, 𝐷, 𝑋) = 𝐴𝐿,𝑋 + 𝐵𝐿,𝑋 ∙ 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒(𝐿, 𝐷, 𝑋) , where 𝐴𝐿,𝑋  and 𝐵𝐿,𝑋 .are 

correction coefficients. The correction coefficients are determined from the measured response at 

the scanner center and at least six lateral positions of two films exposed to known doses, such as 0 

Gy and the maximum dose of interest for clinical use. The values for intermediate lateral positions 

are determined by linear interpolation (Lewis and Chan, 2015).  
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The orientation and LRA effects also depend on the film model, as a significant reduction for 

EBT-XD films in comparison with EBT3 films has been noticed (Khachonkham et al., 2018; Lewis 

and Chan, 2016; Palmer et al., 2015b; Schoenfeld et al., 2016b; van Battum et al., 2016). 

Khachonkham et al. (2018) reported that for an 8 cm lateral off-axis position in an Epson 11000 

XL scanner, the difference in PV relative to the center for a dose of 200 cGy was 5% for EBT3 and 

2% for EBT-XD films. For a dose of 2000 cGy, the difference was 17% for EBT3 and 6% for EBT-

XD. Regarding the orientation effect measured in PV, a reduction of 3.1% for EBT-XD in 

comparison to EBT3 was verified for a dose of 2000 cGy. Such differences can be justified by the 

decrease of the polarization effects and practically complete loss of the anisotropy of the light 

scattered by an EBT-XD exposed film, as pointed by Schoenfeld et al. (2016a).  

The orientation effect can be mitigated by adopting a constant film scanning orientation, 

whereas the need for a LRA correction has to be carefully assessed, based on the dimensions of the 

irradiated area, dose of interest, film type (EBT3 or EBT-XD) and applied dosimetry method (either 

single channel or multichannel) (Li et al., 2017; Micke et al., 2011; Palmer et al., 2015b). 

 

 Dosimetry protocol  

A film dosimetry protocol consists in a set of instructions on film storage, handling, irradiation, 

scanning, image analysis, absorbed dose determination, and uncertainty estimation and should be 

strictly followed during both calibration and measurement phases (Niroomand-Rad et al., 1998). 

Films should be handled with gloves, kept in black envelopes when not being used to minimize the 

exposure to light and may be stored at room ambient temperature (20°-25°C), or ideally at 

refrigerator temperature (Ashland, 2020c). 

 

6.2.3.1 | Calibration phase  

GafchromicTM EBT films used in the clinical routine are typically available in boxes of 25 

sheets (8×10 inches in size) from a certain production lot. As the chemical composition of the films 

and the thickness of the active layer may vary between lots, to convert the measured film response 

to absorbed dose, a dose-response curve per lot for each channel should be established. That is 

typically accomplished through the irradiation of strips from one or more films with known doses, 

under specific (reference) conditions, defined in dosimetry codes of practice like TRS-398 (IAEA, 

2001) or TG-51 (Almond et al., 1999). The calibration process should ideally be repeated for each 

new box, even when the lot number is the same (Devic et al., 2016). Plan-based calibration methods 

consisting in the irradiation of a film sheet with different dose levels have also been used and 

demonstrated to be faster and more convenient than the strip-based method though less precise, 

being not generally so common (Li et al., 2017; Méndez et al., 2013). In the present review, we will 

just focus on strip-based calibration. 

The definition of dose-response functions specific to each film lot/box, scanner, scanning 

conditions and color channel, is a critical step in film dosimetry. The users have to: 1) decide how 

many strips to irradiate and to what doses; 2) choose a quantity to express the film response to 

radiation; and 3) find an analytical function for the calibration curve fitting. Regarding the number 

of strips, there is not a rule, so far, but they should ideally fit in a row in a single scan, to avoid 

inter-scan variations. Either a guillotine paper cut or a regular scissors with sharp edges can be used 

to cut the film in strips. When using a scissors, extra care should be taken as delamination of the 

film may cause unusable edge effects, making the measurements close to the film edges unreliable 

(Devic et al., 2016). 

Prior to the calibration strips irradiation, the radiation beam output must be measured. During 

the calibration strips irradiation, one option is to place an ionization chamber below the film plane 
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to determine the dose delivered to the film, following a dosimetry reference code of practice. 

Calibration film strips are then digitized, according to a previously established dosimetry protocol, 

taking into account the considerations made in Section 6.2.2. Briefly, the users have to select the 

color bit depth, spatial resolution, and turn-off all color corrections options. Films should be 

centered at the scanner bed, forming a single row in the scanning direction, and at a consistent 

orientation. A glass plate should be placed on the film top for flattening its surface (Palmer et al., 

2015a). 

The elapsed time between irradiation and scanning is an important factor to consider in film 

dosimetry, due to the film post-irradiation darkening. Studies on the characterization of the post-

irradiation darkening of EBT3 and EBT-XD films, from few minutes up to 72 h, have shown that 

the response changes rapidly in the first 6 h after exposure, while it nearly stabilizes after 24 h, with 

differences in netOD from 24 h to 48 h of about 2% (Khachonkham et al., 2018; Miura et al., 2016). 

In order to guarantee an adequate stability for film dosimetry, many authors recommend to scan 

films 24 h or even 48 h after irradiation. Moreover, this waiting time should be ideally the same for 

both calibration and subsequent irradiated films in order to further minimize dose uncertainties. In 

alternative, a recalibration protocol can be used. Lewis et al. (2012) established a measurement 

protocol – “Efficient protocol” – based on the scan of the irradiated film (measurement film) 

together with two reference strips (preferably cut from the same film), one irradiated to a known 

dose and the other non-irradiated that are used to adjust the established dose-response curves. The 

authors demonstrated that this protocol allows to obtain accurate dose values (dose error < 0.5%), 

after a period equal to four times the waiting time between the irradiation of the measurement film 

and the reference strips. Similar findings were reported by Shimohigashi et al. (2015) and Calvo-

Ortega et al. (2017) in a comparison of the accuracy achieved using the Efficient protocol and the 

conventional approach of scanning the films 24 h after irradiation, in dose verification of test and 

clinical IMRT plans (Calvo-Ortega et al., 2017; Shimohigashi et al., 2015). This is of great benefit 

when performing patient-specific QA verifications, as the processing time may be reduced from 

days to a few hours. 

After scanning, the images should be processed using an imaging processing software like 

MATLAB (Mathworks, Natick, MA, USA) dedicated routines, or directly in the software packages 

commercially available for film dosimetry. The amount of noise should be reduced, by taking the 

mean of several scans (typically 4 or 5) and/or applying a 2D adaptive Wiener filter (Devic et al., 

2016; Ferreira et al., 2009; Vera-Sánchez et al., 2016). A region of interest (ROI) is defined at the 

center of the exposed areas, and the average PV recorded. The ROI dimensions vary widely across 

the published protocols, with sizes as diverse as 0.5×0.5 cm2 and 4×4 cm2 (Akdeniz and Yegingil, 

2019; Howard et al., 2020; Méndez et al., 2018; Palmer et al., 2015b; Ruiz-Morales et al., 2020; 

Spelleken et al., 2018; Wen et al., 2016). That choice is rather subjective and depends on the 

dimensions of the irradiated strips, the field size, but also on the acceptable dose uncertainty 

(Bouchard et al., 2009). According to the EBT films manufacturer’s (Micke et al., 2011), the 

selected area should be such that the measured values are not particularly affected by any 

disturbance, however, the beam homogeneity should also be taken into account. Devic et al. (2016) 

proposed an alternative approach based on the selection of multiple ROIs around the center of the 

exposed area. The final response is calculated as a weighted mean over those ROIs values.  

The film response to radiation has been expressed mainly in terms of PV, OD and netOD, 

though some authors consider other quantities such as transmittance (Akdeniz and Yegingil, 2019; 

Devic et al., 2016; Méndez, 2015; Méndez et al., 2018; Micke et al., 2011). The use of netOD has 

demonstrated to partially mitigate spatial heterogeneities, mainly differences in the film active layer 

thickness, when there is a perfect match between the images of the film scanned before and after 

irradiation (Méndez, 2015). Méndez et al. (2018) reported a generally increased accuracy when 
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using netOD in comparison with OD and PV, for both single and multichannel methods. However, 

this choice has associated a greater uncertainty and implies an increased workload, which may not 

be justified specially when using triple channel dosimetry techniques (as discussed later) (Méndez, 

2015; Méndez et al., 2018). Aldelaijan et al. (2018) have explored the option of using the readout 

from a non-irradiated strip scanned together with the irradiated films, for background signal 

definition (fog). They found negligible differences in terms of accuracy and uncertainty between 

both approaches. The authors also reported that the use of normalized PV calculated as: 

 

𝑃𝑉̅̅ ̅̅ =
𝑃𝑉𝑢𝑛𝑖𝑟𝑟

𝑃𝑉𝑖𝑟𝑟
− 1   (6.1) 

 

linearizes the dose-response and contributes to an increased sensitivity over netOD based dose-

response functions (Aldelaijan and Devic, 2018). Linearization of the calibration functions allows 

to perform relative dose measurements using film with no need to go through the entire calibration 

process (Devic et al., 2019, 2012). 

Various analytical functions for the calibration curve fitting of the measured dose-response data 

points have recently been applied, including multi-parameter polynomial, power, exponential, 

logarithmic, and rational forms, depending on the used response quantity and on the independent 

variable – Table 6.2. The most popular are rational functions that present a qualitative behavior 

similar to that of the film response to radiation, which may contribute to reduce the number of 

calibration points (Lewis et al., 2012). Regardless the functional form, the most suitable calibration 

function is the one that monotonically varies with increasing dose and minimizes the relative fitting 

uncertainty, as stated by Devic et al. (2016). New functional forms of calibration curves have also 

been recently published (Aldelaijan et al., 2019; Campajola et al., 2017; Casolaro et al., 2019; 

López-Fidalgo and Amo-Salas, 2020; Martin-Viera Cueto et al., 2015; Spelleken et al., 2018; 

Tamponi et al., 2016). Aldelaijan et al. (2019) proposed a single R-G-B dose-response function that 

is based on a weighting sum of the normalized PV obtained for the three channels, and linearizes 

the response for doses up to 40 Gy. Méndez et al. (2018) and Wen et al. (2016) use natural cubic 

splines to model the dose-response functions per channel. The dose accuracy and precision achieved 

using some of these calibration curves have been recently evaluated (Akdeniz and Yegingil, 2019; 

Aldelaijan and Devic, 2018; San Miguel et al., 2018; Tamponi et al., 2016). 

 

6.2.3.2 | Measurement phase 

Once having a calibration curve per color channel, they can be used for the determination of an 

unknown dose distribution. The measurement films should be digitized using the same scanning 

protocol as for the calibration strips. The image analysis should also be performed in the very same 

way. To convert the film response into dose, one of two formalisms have been employed so far, 

which are single channel and multichannel methods. Multichannel dosimetry methods have shown 

potential to improve the dosimetric accuracy over single channel dosimetry, compensating for 

variations in the thickness of the film active layer, non-uniform response of the scanner and other 

artifacts such as fingerprints, scratches and dust (Akdeniz and Yegingil, 2019; Dufek et al., 2019; 

Marrazzo et al., 2015; Mayer et al., 2012; Méndez, 2015; Méndez et al., 2014; Micke et al., 2011; 

Pérez-Azorín et al., 2016; San Miguel et al., 2018). Yet, there are other factors, such as the post-

exposure growth and film-scanner response, which may change between the calibration and the 

measurement phases that should be accounted for to obtain accurate dose values. The mitigation of 

these effects may be accomplished by means of two different approaches as the use of a control 

film piece or recalibration methods (Aldelaijan et al., 2016; Lewis et al., 2012; Lewis and Devic, 

2015; Méndez et al., 2016; Ruiz-Morales et al., 2017). 
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Table 6.2 – Review of calibration functions used in radiochromic film dosimetry, where x is the 

independent variable, y is the dependent variable, and a, b, c, d are fitting parameters. 

Function Response Independent 

variable 

References 

Rational 
𝑦 =

𝑎𝑥

𝑏𝑥 + 1
 

net transmittance  response  (Aldelaijan et al., 2016; 

Devic et al., 2016) 

net transmittance,  

netOD, normalized 

PV  

response  (Aldelaijan and Devic, 

2018) 

𝑦 =
𝑎 + 𝑏𝑥

𝑥 + 𝑐
 

PV dose (Bennie and Metcalfe, 2016) 

OD dose (Shimohigashi et al., 2015) 

netOD response (San Miguel et al., 2018) 

𝑦 = 𝑎 +
𝑏

𝑥 − 𝑐
 

PV dose  (Lewis and Devic, 2015; 

Marrazzo et al., 2015; 

Palmer et al., 2015b; Ruiz-

Morales et al., 2020, 2017; 

Vera-Sánchez et al., 2018, 

2016) 

𝑦 =
𝑎𝑥

𝑥 − 𝑏
 

netOD response (San Miguel et al., 2018) 

Power  𝑦 = 𝑎𝑥 + 𝑏𝑥𝑛 netOD response (Devic et al., 2016; Lárraga-

Gutiérrez et al., 2018; Ruiz-

Morales et al., 2020, 2017; 

Tagiling et al., 2018) 

dose  (León-Marroquin et al., 

2016; León-Marroquín et 

al., 2019a, 2018) 

Polynomial  

𝑦 = ∑𝑏𝑛𝑥
𝑛

3

𝑛=1

 

 

OD  response (Chung et al., 2016; Ruiz-

Morales et al., 2020, 2017) 

netOD response (San Miguel et al., 2018) 

𝑦 = ∑𝑏𝑛𝑥
𝑛

4

𝑛=0

 

PV response (Méndez, 2015) 

netOD response (San Miguel et al., 2018) 

𝑦 = ∑𝑏𝑛𝑥
𝑛

5

𝑛=1

 

OD  response (Campajola et al., 2017) 

Logarithmic  
ln (
𝑏 + 𝑥
𝑏

)

𝑎
 

netOD,  

net transmittance  

dose (Akdeniz and Yegingil, 

2019) 

Exponential 𝑦 = 𝑎 ∙ 𝑒𝑏𝑥 + 𝑐 ∙ 𝑒𝑑𝑥 PV dose  (Khachonkham et al., 2018) 

𝑦 = 𝑐 − 𝑎 ∙ 𝑒−𝑏𝑥 OD dose (Li et al., 2017) 

 

Single and multichannel dosimetry methods  

In single channel methods, the dose value at each pixel in the scanned images is obtained by 

the direct application of the dose-response curve corresponding to the chosen channel (R, G, B). 

The suitable channel depends on the dose range of interest and on the film model (either EBT3 or 

EBT-XD), as discussed in Section 6.2.1. Multichannel methods consider data from the different 

channels to derive a single dose value, aiming to compensate for spatial inhomogeneities of the 

film-scanner response, particularly differences in the film active layer thickness and lateral response 

artifact (Mayer et al., 2012; Méndez, 2015). Whereas triple channel methods combining the 

information of the three color channels are the most used, green to blue, red to blue ratios have also 
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been utilized (García-Garduño et al., 2016; Mayer et al., 2012; Méndez et al., 2014, 2013). The 

simplest proposed triple channel method consists in taking the average or weighted average of the 

dose derived from all channels (Mayer et al., 2012; Méndez et al., 2013). Nonetheless, the current 

standard are perturbation models, which turn to be conceptually and/or mathematically more 

complicated, preventing their generalized implementation and full understanding.  

Perturbation models assume that the estimated dose per pixel (for each channel) deviates from 

the “true” dose value due to a small local perturbation of the film-scanner response (Méndez, 2015). 

Micke et al. (2011) were pioneers in this field, defining a model that demonstrated to be effective 

in separating the non-dose dependent artifacts due to the pair film-scanner from the dose map. This 

method is implemented in FilmQA Pro software (Ashland, 2020d), made available by the film 

manufacturer, and is worldwide used in the clinical practice (Dufek et al., 2019; Howard et al., 

2020; Iqbal et al., 2018; Khan et al., 2019; Marrazzo et al., 2015). The model definition presented 

by Micke et al. (2011) was rather conceptual which lead Mayer et al. (2012) to publish a closed-

form solution that can easily be programmed. Méndez et al. (2014) moved one step forward 

defining a generalized channel-independent perturbation (CHIP) model that included the Micke-

Mayer model as a particular case. Basically, assuming that the perturbation is small and 

approximately equal for all channels, the absorbed dose D at each film pixel 𝑟 can be derived from: 

 

{
 
 

 
 
     𝐷(𝑟) = 𝐷𝑅(𝑧𝑅(𝑟)) + 𝐷𝑅̇(𝑧𝑅))∆(𝑟) + 𝜖𝑅(𝑟)     

 
     𝐷(𝑟) = 𝐷𝐺(𝑧𝐺(𝑟)) + 𝐷𝐺̇(𝑧𝐺))∆(𝑟) + 𝜖𝐺(𝑟)     

 
     𝐷(𝑟) = 𝐷𝐵(𝑧𝐵(𝑟)) + 𝐷𝐵̇(𝑧𝐵))∆(𝑟) + 𝜖𝐵(𝑟)     }

 
 

 
 

 (6.2) 

 

where 𝐷𝑘 is the calibration function for each channel (𝑘 = 𝑅, 𝐺, 𝐵) , 𝑧𝑘  is the measured film 

response,  𝐷𝑘̇ is the first derivate of 𝐷𝑘 with respect to 𝑧𝑘, ∆(𝑟) represents the perturbation and 𝜀𝑘 

is an error term accounting for the difference between the “true” dose value, 𝐷(𝑟), and the dose 

obtained after correcting for the perturbation (Méndez et al., 2014). As ∆(𝑟)  and 𝜀𝑘(𝑟)  are 

unknown, the determined dose values 𝐷(𝑟) depend on the assumed probability density functions 

(pdf) for both terms and the authors propose and analyse some examples. The Truncated Normal 

distribution model assumes that the pdf of the perturbation term ∆ follows a truncated normal 

distribution, and the 𝜀𝑘  may be different. In the Micke-Mayer model the pdf of ∆ is a uniform 

distribution and the pdf of all 𝜀𝑘 are equal (Méndez et al., 2014). The general model presented here 

can be classified as an additive channel-independent perturbation model, as the perturbation in the 

response is additive and approximately equal for all the channels (Méndez et al., 2018).  

Pérez-Azorín et al. (2014) have also defined an additive perturbation model, but the 

perturbation is considered to be a sum of two factors, one that depends on the color channel and 

another that is channel-independent. Whereas the authors have claimed a potential improved 

accuracy over the Micke-Mayer method (Mayer et al., 2012; Micke et al., 2011), it has not been 

widely adopted.  

Méndez et al. (2018) have recently defined a new category of channel-independent perturbation 

model – the multiplicative CHIP perturbation model – which considers that the perturbation is 

multiplicative and approximately equal for all the channels. Once again, the determined absorbed 

dose depends on the assumed pdf for the perturbation and error terms. The same authors also 

proposed a novel method called “Multigaussian”, which builds on the assumption that the pdf of 

the measured response for all channels obeys a multivariate Gaussian distribution (Méndez et al., 

2018; Vera-Sánchez et al., 2018). The Multigaussian method is implemented in Radiochromic.com, 

a cloud computing web application (Radiochromic.com, 2020).   
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Multiple studies have been conducted on the comparison of the achieved accuracy when using 

both single and triple channel dosimetry methods (Akdeniz and Yegingil, 2019; Dufek et al., 2019; 

Marrazzo et al., 2015; Mayer et al., 2012; Méndez, 2015; Méndez et al., 2018, 2014; Micke et al., 

2011; Pérez-Azorín et al., 2014; Ruiz-Morales et al., 2020; San Miguel et al., 2018). San Miguel et 

al. (2018), for instance, have compared the red channel dosimetry results against four perturbation 

models: the Micke-Mayer’s, (Mayer et al., 2012; Micke et al., 2011), the Truncated Normal 

distribution (Méndez et al., 2014), the Pérez-Azorín’s model (Pérez-Azorín et al., 2014) and a 

hybrid solution combining both Méndez’s and Pérez-Azorín’s ones. The authors analysed the 

gamma passing rates obtained for IMRT and volumetric modulated arc therapy (VMAT) plans from 

multiple sites, including conventional and hypofractionated regimens, using EBT3 films. They 

found that triple channel methods contributed to a better agreement between measured and 

calculated dose distributions, with the Pérez-Azorín model providing the most consistent results 

(San Miguel et al., 2018). Méndez et al. (2018) compared the accuracy achieved with the 

Multigaussian method against additive and multiplicative CHIP models as well as single channel 

dosimetry, for doses up to 16 Gy (with EBT3 films) and 32 Gy (with EBT-XD films), by 

considering the relative difference between film doses and doses measured with MatriXX (taken as 

reference). Globally, the Multigaussian model provided the most accurate dose estimates. Mean 

absolute errors as low as 1% and 0.8% were reported for the Multigaussian method using PV and 

net response, after applying lateral corrections (Méndez et al., 2018). The application of lateral non-

uniformity corrections, which depend on the scanner width and film model being analysed, 

contributed to obtain more accurate film doses for all methods under study. The improvement was 

especially pronounced for single channel methods (R, G, B), with a reduction in the mean absolute 

error of about 2% (averaged over all channels). Using the response change instead of the raw PV 

improved the results for single channel methods, being the mean absolute error reduction of about 

1%, on average. However, this was not verified for all triple channel algorithms under study 

(Méndez et al., 2018).  

A comprehensive evaluation of the ability of multichannel methods to reduce the effect of 

different sources of noise in comparison with single channel dosimetry was performed by 

González-López, et al. (2017). The authors concluded that if de-noising techniques are not applied, 

random noise may be a significant source of uncertainty in radiochromic film dosimetry even when 

using multichannel dosimetry (González-López et al., 2017). 

 

Use of a lot control film piece and recalibration methods 

Lewis and Devic (2015), Aldelaijan et al. (2016) and Méndez et al. (2016) recommended the 

use of an unexposed film piece from a given box/lot, scanned at a fixed position to correct for 

eventual film-scanner response changes between the calibration and the subsequent scans of films 

from that same box/lot. Using such control film piece, the change of the response (per color 

channel) between scans may be used to derive multiplicative factors to correct the PV of the scanned 

images (Aldelaijan et al., 2016; Méndez et al., 2016). However, the application of these correction 

factors should be based on an accuracy vs uncertainty analysis (Aldelaijan et al., 2016). 

The first recalibration method to be proposed was the so-called “Efficient protocol” (Lewis et 

al., 2012). According to this protocol, a generic calibration curve is established per lot/box for each 

color channel by fitting a rational function to the dose-response data: 

 

N(𝐷) =
PV(𝐷)

PV(0)
= 𝑎 +

𝑏

𝐷 + 𝑐
 (6.3.1) 
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N(𝐷) =
PV(𝐷)

PV(0)
= 𝑎 +

𝑏𝐷

𝐷 + 𝑐
 (6.3.2) 

 

where a, b, c are fitting parameters and N(𝐷) = PV(𝐷)/PV(0) is the normalized film response 

calculated as the ratio of the read PV for each irradiated strip to the unexposed strip readout. To 

obtain a specific calibration curve for a given measurement film, two reference strips ideally cut 

from that film are considered. One of the reference strips remains unexposed while the other is 

irradiated to a dose 10-30% over the maximum dose in the calculated dose map. Both strips are 

scanned together with the measurement film and the specific calibration curve is determined from 

the generic calibration function by linear scaling: X(𝐷) = 𝐴 + 𝐵𝑁(𝐷), where the parameters A and 

B can be calculated from the two dose-response pairs (𝑋𝑖, 𝐷𝑖) obtained from the reference strips. 

When using more than two recalibration strips, the parameters A and B can be determined by 

minimizing the quadratic sum of the differences between the predicted and measured values for 

each reference strip: 

 

∑ (𝑋(𝐷𝑖) − 𝑋𝑖)
2

𝑖
 (6.4) 

 

More recently, two novel recalibration methods have been presented by Ruiz-Morales et al. 

(2017), the so-called “Parameter Escalation” and “Axis Escalation”. According to the authors, these 

methods are independent of the dose-response function, film response and dependent variable 

choices. Thus, the calibration function for a given channel is generically defined as 𝑦 = 𝑓(𝑥; 𝑎𝑖) 

where y represents the film response and x the dose values, or vice-versa and 𝑎𝑖 , 𝑖 = 1, … ,𝑁 are 

the fitting parameters. In the recalibration process, M ≥ 2 pairs of film-response and dose values 

are obtained (𝑋𝑗, 𝑌𝑗), 𝑗 = 1,… ,𝑀. In the Parameter Escalation method, the adjusted calibration 

curve is given by: 𝑦 = 𝑓(𝑥; 𝜆𝑖 ∙ 𝑎𝑖) and the multiplicative factors 𝜆𝑖, 𝑖 = 1,… ,𝑁 are obtained by 

minimizing:  

∑(𝑌𝑗 − 𝑓(𝑋𝑗;𝜆𝑖 ∙ 𝑎𝑖))
2

𝑀

𝑗=1

 (6.5) 

 

In the Axis Escalation method, three factors, 𝜆1, 𝜆2, 𝜆3  are considered to adjust the calibration 

curves, such that: 𝑦 = 𝜆1 ∙ 𝑓(𝜆2. 𝑥; 𝑎𝑖) + 𝜆3. The 𝜆1, 𝜆2, 𝜆3 are again determined by minimizing the 

quadratic sum of the differences between the recalibration data and the predicted values: 

 

∑(𝑌𝑗 − (𝜆1 ∙ 𝑓(𝜆2 ∙ 𝑋𝑗;𝑎𝑖) + 𝜆3))
2 

𝑀

𝑗=1

 (6.6) 

 

Ruiz-Morales et al. (2017) have reported, in a recent comparison study, an improvement in 

dose accuracy when using either a control film strip or the aforementioned recalibration methods 

(Efficient Protocol, Parameter Escalation and Axis Escalation) in comparison with the uncorrected 

dose estimates. Regarding the differences between the use of recalibration methods and a lot control 

film piece, the former ones contributed to a consistently better accuracy and reproducibility, with a 

reported mean improvement of about 1%, depending on the dose range and color channel under 

study. Indeed, the authors demonstrated that the first approach mitigates inter-scan variability and 

film response changes due to environmental factors such as temperature, humidity and UV light, 

although post-exposure darkening and differences in composition between films from the same 
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lot/box are not entirely compensated for. The recalibration methods, on the contrary, contribute to 

the mitigation of all these variability effects (Ruiz-Morales et al., 2017).  

Ruiz-Morales et al. (2020) went a step further in the study of the recalibration methods by 

analyzing the impact of the number of recalibration strips and their exposure doses on the level of 

the achieved accuracy. They concluded that the use of three calibration strips may be advantageous, 

depending on the employed recalibration method (either Parameter Escalation or Efficient 

Protocol). The Parameter Escalation method in combination with at least three recalibration strips 

provided the most accurate dose estimates (Ruiz-Morales et al., 2020). 

 

 Dose uncertainty analysis  

When implementing a radiochromic film dosimetry system, a method to estimate the 

uncertainty in measurement of an unknown dose should be established. Some studies (Aldelaijan 

et al., 2016; Bouchard et al., 2009; Chiu-Tsao and Chan, 2009; Devic, 2011; Devic et al., 2016, 

2009, 2005; Ferreira et al., 2009; Garcia and Azorin, 2013; Girard et al., 2012; Lárraga-Gutiérrez 

et al., 2018; León-Marroquin et al., 2016; Martisíková et al., 2008; Papaconstadopoulos et al., 2014; 

Saur and Frengen, 2008; Sorriaux et al., 2013; Tamponi et al., 2016, 2015) can be found in the 

literature on dose uncertainty estimates for single channel dosimetry, using the error propagation 

analysis as proposed by Devic et al. (2004). According to the authors, the total dose uncertainty 

𝜎𝑡𝑜𝑡  for each color channel, can be estimated as the contribution of two main sources, the 

experimental uncertainty 𝜎𝑒𝑥𝑝 and the fitting uncertainty 𝜎𝑓𝑖𝑡:  

 

𝜎𝑡𝑜𝑡 = √𝜎
2
𝑒𝑥𝑝 + 𝜎

2
𝑓𝑖𝑡   (6.7) 

 

The experimental uncertainty results from the uncertainties associated with film irradiation and 

scanning procedures, including: linac output variations and beam dose calibration, film uniformity, 

intra-lot variabilities arising from differences in composition/thickness of the sensitive layer of the 

films, changes in film response due to temperature, UV-light and temporal mismatch, response 

measurement reproducibility, scanner non-uniform response, and noise. The fitting uncertainty is 

that associated with the calibration curves fit procedure (Devic et al., 2004). Some comprehensive 

summaries of the sources of uncertainty that may affect film dosimetry, possible actions to 

minimize them and expected magnitudes can be found in the literature (Bouchard et al., 2009; Chiu-

Tsao and Chan, 2009; Devic et al., 2016; León-Marroquin et al., 2016; Papaconstadopoulos et al., 

2014; Sorriaux et al., 2013). The reported total uncertainty values depend on the protocol, the 

considered sources of uncertainty, on the dose range of interest, color channel and even on the 

scanner and film model. An overall uncertainty of about 2% (one sigma), for single channel 

dosimetry (R, G) can be expected.  

When using multichannel algorithms for dose determination, the law of propagation of 

uncertainties may not be easy to implement, as the film responses of the three color channels and 

their correlations (González-López et al., 2016), as well as the multichannel algorithms 

particularities should be considered (Vera-Sánchez et al., 2018). Indeed, studies presenting an 

uncertainty budget for dose determination using multichannel dosimetry are lacking in the 

literature. To address this apparently unresolved issue, Vera-Sánchez et al. (2018), have proposed 

a multi-stage model and the application of a Monte Carlo approach that demonstrated to be valid 

for both single channel and multichannel algorithms. The authors have considered a set of EBT3 

films irradiated with doses up to 10 Gy and two scanner models representing different light sources 

technologies (Epson V800 and Epson 10000 XL) to estimate the uncertainty in dose determination 
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using single channel (R, G, B) and two triple-channel methods (Mayer et al., 2012; Micke et al., 

2011). The reported total uncertainty for the red, green and triple-channel methods was around 2-

3% in the entire dose range, except for very low doses (< 1 Gy), which were associated with a 

higher uncertainty. The blue channel presented the highest uncertainty, as expected. Regarding the 

scanner model, for Epson V800 scanner, multichannel algorithms were found to provide lower 

uncertainties than single channel algorithms (R,G), whereas with the Epson 10000 XL scanner, 

lower uncertainties were verified using single channel dosimetry (R, G), for doses higher than 4 Gy 

(Vera-Sánchez et al., 2018). Besides its successful implementation, this method does not seem of 

straightforward use in clinical routine and therefore, users should try to keep all uncertainties as 

low as possible when performing multichannel dosimetry, as recommended by Devic et al. (2016).  

When using commercially available tools, the establishment of a comprehensive uncertainty 

budget may even be more complicated, as there are many software particularities that may not be 

controlled and/or known by the users. Almady et al. (2016) for instance, in a comparative study of 

three software tools (FilmQA Pro, Radiochromic.com and Verisoft) have reported differences up 

to 2.4% in global and 3.1% in local gamma analysis, for a set of head and neck IMRT/VMAT plans 

(Almady et al., 2016), but with no information on the achieved precision.  

 

6.3 | Summary  

Radiochromic film based dosimetry systems are a versatile 2D dosimeter, which can provide 

accurate absolute dose measurements, based on a comprehensive characterization of the film and 

scanner responses, and the implementation of a strict dosimetry protocol.  

When implementing a film dosimetry system in the clinical practice, there are a few essential 

questions that the medical physicist team should answer and that are related with both the 

components and the procedures:  

 Which film model, EBT3 or EBT-XD?  

 Which scanner model?  

 Calibration phase: how many strips and to what irradiation doses to establish a calibration 

curve? What quantity to use to express the film response to radiation? Which calibration 

function form?  

 Scanning: How to define a scanning protocol?   

 Dose determination: single channel or multichannel dosimetry?  

 Measurement phase: use a reference unexposed strip or a recalibration method? Which 

recalibration method? How many recalibration strips?  

 Uncertainty analysis: how to establish a comprehensive uncertainty budget? Which 

uncertainty sources to consider?  

The answer to each of these questions was discussed in the present review in the light of the 

current state of the art. The choice of the film model, either EBT3 or EBT-XD will depend on the 

dose range of interest. Studies show that EBT3 films perform optimally in the dose range up to 10 

Gy, making it more appropriate for the verification of conventional fractionated treatments, while 

EBT-XD films are more suitable for hypofractionated treatments verification, such as stereotactic 

radiosurgery and stereotactic body radiotherapy (Palmer et al., 2015b). There are however some 

groups (Cusumano et al., 2017; Palmer et al., 2015b; Ruggieri et al., 2019; San Miguel et al., 2018; 

Santos et al., 2019b, Wen et al., 2016) that have used EBT3 films for high dose verifications, using 

either single channel or triple channel dosimetry methods. Wen et al. (2016) have established a film 

dosimetry protocol for stereotactic radiosurgery and stereotactic body radiotherapy QA using EBT3 

films for doses up to 15 Gy. They proposed the red channel for doses below 10 Gy and the green 
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channel for higher doses in order to reach an overall accuracy of about 1.5%. Palmer et al. (2015b) 

in a comparison between EBT3 and EBT-XD films, have reported that both film types may be 

suitable for high dose radiotherapy verification, although EBT-XD films contributed to improved 

results, for both single and triple channel dosimetry. Regarding EBT3 films, single channel 

dosimetry lead to a better agreement between planned and measured doses, in comparison with 

triple channel dosimetry (98.0% vs 71.0%, global gamma passing rate for 3%/2 mm criteria). These 

differences can be explained by the shallow gradient and lack of separation of the calibration curves 

for high doses, which turns into an increased uncertainty in the use of triple channel methods.  

Regarding the scanner model, flatbed color document scanners with a large bed are advised for 

film digitization, as the impact of the lateral scanner response uncertainty can be minimized when 

films are at a central position, forming a single row in the scanning direction, and at a consistent 

film orientation. 

The dosimetry protocol established by the user will determine the achieved precision and 

accuracy of the dose measurements for the selected film and the scanner models. The calibration 

process should be repeated for each new lot of films and the accuracy of the established calibration 

curves evaluated. For that, additional film strips may be irradiated to known doses in the calibration 

range, and the differences between the measured and expected values assessed. Eventually, any 

combination of number of film strips, film response quantity and dose-response function is possible, 

as long as the choice is based on an uncertainty vs dose error analysis. A formalism for uncertainty 

estimation can be established based on the work published by Devic et al. (2004). A comprehensive 

scanning protocol needs to be implemented and followed in both the calibration and the 

measurement phases, such that optimal scanning parameters are defined including the number of 

scans necessary to achieve a stabilized scanner response after the warm-up time has elapsed, the 

number of scans to perform per film, the scanning resolution, and the image pixel depth (Ferreira 

et al., 2009). The need for a lateral non-uniform response correction has to be carefully assessed, 

based on the dimensions of the irradiated area, dose of interest, film type (EBT3 or EBT-XD) and 

applied dosimetry method (either single channel or multichannel). The application of a de-noise 

technique is highly recommended, namely a 2D adaptive Wiener filter, especially for high 

resolutions (Vera-Sánchez et al., 2016). Regarding the use of single channel or multichannel 

dosimetry methods for dose determination, multichannel methods may have improved accuracy 

over single channel dosimetry, compensating for some sources of uncertainty such as film spatial 

heterogeneities and scanner non-uniform response. However, a comprehensive assessment of the 

achieved accuracy and precision when using single channel and multichannel methods should be 

performed as it may vary depending on the film and scanner models, as well as on the dose range 

of interest (Dufek et al., 2019). As for the multichannel method to consider, various closed-form 

solutions have been proposed (Mayer et al., 2012; Méndez et al., 2014; Pérez-Azorín et al., 2014), 

which can in principle be easily programmed. Other approaches are perhaps conceptually or 

mathematically more complicated, being available in commercial software (Méndez et al., 2018; 

Micke et al., 2011). The use of a recalibration method is advised as it allows to meet the immediate 

conditions and force the calibration into agreement at reference levels, contributing to an improved 

accuracy and to speed up the processing phase.  

To establish a comprehensive uncertainty budget for absolute dose determination, the works 

published by Devic et al. (2004) and Bouchard et al. (2009), may be used as a guide, even though 

no considerations on multichannel dosimetry are provided, as discussed.  

A summary of the aspects to consider when implementing a film dosimetry system in clinical 

practice is given in Table 6.3. 
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Table 6.3 – Summary of the components to consider and few remarks on how to establish a radiochromic 

film dosimetry system for dose verification in external beam radiotherapy. 

Scanner model Flatbed document scanner with preferably a large scanning bed 

Film model  EBT3 or EBT-XD, depending on the dose range of interest 

Dosimetry protocol  All related procedures should be optimized in order to obtain the most 

accurate results with the lowest associated uncertainty 

Calibration phase 1. Cut and label the calibration strips  

2. Irradiate calibration strips to known doses, under reference conditions  

3. Scan the film strips as per the established protocol   

4. Image processing – use a de-noising technique, apply a lateral artifact 

correction method  

5. Create a calibration curve per channel  

6. Assess the goodness of the calibration function by performing an 

uncertainty vs error analysis  

Measurement phase  1. Cut and label the measurement film to ensure a consistent orientation 

with the calibration films 

2. Irradiate the measurement film 

3. Scan the film together with at least two reference strips to apply a 

recalibration method (Efficient Protocol, Axis Escalation or Parameter 

Escalation) or with a lot control film piece  

4. Use the same scanning protocol as in the calibration phase  

5. Image processing in the very same way as in the calibration phase  

6. Determination of the unknown dose using either single channel (red, 

green) or multichannel methods  

7. Estimate the associated uncertainty in dose determination  

 

6.4 | Conclusion 

Radiochromic film based dosimetry systems composed by GafchromicTM EBT films and a 

flatbed document scanner are an accurate, reliable and flexible tool for absolute dose verification 

in external beam radiotherapy. However, as the film-scanner response can be affected by many 

factors revisited in this review, the achieved precision and accuracy of the dose measurements, 

strongly depend on the established procedures, i.e. the dosimetry protocol. The dosimetry protocol 

should be comprehensive and strictly followed during both the calibration and measurement phases. 

For that, it is important that the users have a full insight and critical thoughts on every single 

procedure, and base their choices on an error vs uncertainty analysis. This review intended to serve 

as a guide in the practical implementation of a film based dosimetry system, highlighting the 

different issues to be considered and the different available options, based on the actual state of the 

art.  
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Abstract 

Purpose: To provide a practical protocol for absolute dose verification of stereotactic body 

radiotherapy (SBRT) and stereotactic radiosurgery (SRS) treatment plans, based on our clinical 

experience.  

Methods: Procedures for film handling, storage, calibration, scanning, image analysis, and 

conversion to dose are described in detail for a dosimetry system composed by GafchromicTM EBT-

XD films and a flatbed document scanner. Factors that affect the film-scanner response, such as the 

lateral response artifact, are also revised and accounted for. The accuracy of the adopted 

methodology was assessed by taking a set of strips irradiated to known doses over the calibration 

range, in reference conditions. The film response was converted to dose using red channel and triple 

channel dosimetry. To illustrate the proposed methodology, pre-treatment verification of ten SBRT 

and SRS helical tomotherapy plans was performed. The agreement between the planned and 

measured dose distributions was evaluated using global gamma analysis with a criteria of 3%/2 mm 

10% threshold (TH) and 2%/2 mm 20% TH.  

Results: The relative differences between the determined dose from the strips analysis and the 

expected doses were 0.9±0.6 % for the red channel and 1.1±0.7% for the triple channel method. 

Regarding the SBRT/SRS plans pre-treatment verification, the gamma passing rates obtained using 

the single red channel were comparable with those from triple channel dosimetry. The mean gamma 

passing rates were 99.5±1.0 % vs 99.1±1.6 % (3%/ 2 mm 10% TH) and 98.6±1.8 % vs 97.8±2.1 % 

(2%/2 mm 20% TH) for red and triple channel dosimetry, respectively. 

Conclusions: The proposed film dosimetry protocol allows for accurate absolute dose verification 

of SBRT/SRS treatment plans, applying both single channel and triple channel methods. It may 

work as a quick start guide for users that intend to implement a film based dosimetry system in 

clinical practice. 

 

Keywords: Film dosimetry protocol, SBRT/SRS treatment plans, pre-treatment QA 
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7.1 | Introduction  

Stereotactic radiotherapy, including stereotactic body radiotherapy (SBRT) and stereotactic 

radiosurgery (SRS) is becoming standard of care for typically small, well-defined and either 

intracranial or extracranial lesions [1]. Inherent to this technique are small fields and steep dose 

gradients, as well as increased accuracy and precision requirements, given the high doses delivered 

in a single or in a few fractions. Pre-treatment quality assurance (QA) verifications should thus be 

performed to verify the agreement between planned and measured dose distributions [1]. The 

measurement of such dose distributions is challenging, as it is the selection of a reliable dosimetry 

system, being the detector resolution a crucial feature. Radiochromic film based dosimetry systems 

are a potential option as they present a submillimeter spatial resolution, near-water equivalent 

composition, weak energy dependence in the radiotherapy MV photon energy range, and angular 

independence [2].  

The use of radiochromic film based dosimetry systems is however not widespread [3]. The need 

for the implementation of a demanding dosimetry protocol may be the main reason. Indeed, the 

dosimetry protocol should contemplate several aspects, including film calibration and absorbed 

dose determination. Multiple factors that affect the film-scanner response like post-irradiation 

darkening, intra-lot variabilities, inter-scan variations, non-uniform response of the scanner, and 

dependence of the measured response on the film orientation on the scanner bed, should also be 

taken into account [4]. An AAPM Task Group Report (TG-235) [2] on radiochromic film dosimetry 

has just been released, providing useful guidelines on its use for a wide range of clinical 

applications, including photon, electron and proton beams, as well as brachytherapy. 

Concurrently, a review paper on film dosimetry for dose verification in external photon beam 

radiotherapy has been published [5]. The practical aspects to take into account in the 

characterization of the system components (film and scanner model) and the design of the dosimetry 

protocol are addressed.  

This work builds on the previously published review paper [5] through the presentation of a 

straightforward and comprehensive film dosimetry protocol for absolute dose verification of SBRT 

and SRS treatment plans, based on our clinical experience. The processes for film storage, handling, 

irradiation, scanning, image analysis, and absorbed dose determination are described in detail. 

Various aspects that affect the film-scanner response are also revised and accounted for. The 

accuracy of the proposed methodology is evaluated by taking a set of film strips irradiated to known 

doses and its applicability is illustrated for ten SBRT/SRS treatment plans. 

 

7.2 | Materials and Methods  

When implementing a film dosimetry system in clinical practice, there are three essential 

components to consider: the film model, the scanner model and the dosimetry protocol. The choice 

of the film model depends on the dose range of interest. Radiochromic films commercially 

designated by GafchromicTM EBT-XD (Ashland, Inc., Wayne, NJ, USA) present a declared better 

performance from 0.4 to 40 Gy, being well-suited for SBRT and SRS treatments verification [6]. 

Flatbed color document scanners with a large bed should be preferred to minimize the impact of 

the scanner non-uniform response [4,5]. The dosimetry protocol has to be comprehensive and 

strictly followed during both calibration and measurement phases.  

The film dosimetry system used in our department for pre-treatment verification of SBRT and 

SRS plans is composed by GafchromicTM EBT-XD films (Ashland, Inc., Wayne, NJ, USA) and an 
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Epson 10000 XL flatbed document scanner (Seiko Epson Corporation, Japan). The adopted 

dosimetry protocol is described in detail in the sub-sections below. 

 

 Film storage and handling 

Films are handled with gloves, kept away from light in a black envelop when not being used 

and stored at room ambient temperature (20°-25°C), as per TG-235 recommendations [2]. 

 

 Film scanning protocol  

To use a flatbed document scanner in clinical practice it is necessary to characterize its 

performance and establish a scanning protocol. Important aspects to consider include the color bit 

depth, spatial resolution, the scanner lamp warm-up, inter-scan variations, noise, orientation effect 

and scanner non-uniform response [5].  

The scanning protocol procedures adopted at our department were established based on a 

previous published work [7]. Films are digitized in transmission mode, with a color depth of 48 bit 

(16 bit per color channel – red, green and blue), a spatial resolution of 72 dpi and with all color 

corrections disabled. To ensure a stabilized scanner response, sixteen consecutive pre-scans are 

performed after the in-built warm-up time of at least 30 min has elapsed. As the measured response 

depends on the films position and orientation on the scanner, films are aligned along the central 

axis, in portrait orientation (25.4 cm edge parallel to scan) [8]. A compression glass plate is placed 

on their top for flatness, hence mitigating potentially significant dose uncertainties arising from 

film-to-light distance variation [9,10]. The resulting images are saved in tagged image file format 

(TIFF) and processed using an in-house developed MATLAB R2010a (Mathworks, Natick, MA, 

USA) routine. To reduce the amount of noise, which may significantly impact the pre-treatment 

QA results [11], a two-step procedure is adopted. First, the average of four consecutive scans is 

taken to reduce temporal noise and second, a Wiener filter is applied to the mean image [4,7,12]. 

 

 Evaluation of the lateral response artifact 

Flatbed document scanners present a non-uniform response in the direction perpendicular to 

scanning, which induces the so-called lateral response artifact (LRA). LRA is characterized by a 

reduction of the measured pixel value (PV) towards the lateral edges of the scanner bed [13,14]. 

The magnitude of the LRA at a given lateral position increases with decreasing PV, i.e. increasing 

dose, and depends on the scanner and film type. The need for LRA correction should thus be 

evaluated taking into account the film type, dimensions of the irradiated area, dose level and applied 

dosimetry method (either single channel or multichannel) [4,5]. The effect tends to be more 

pronounced for red channel and it may be alleviated by using triple channel dosimetry [8,15]. 

The LRA for this scanner-film pair was assessed by considering a set of strips (2.8×10.15 cm2) 

exposed to doses of 0, 2, 5, 8, 12, 16, 20 and 24 Gy, which were digitized at the centre of the scanner 

(L=0 cm) and then moved to lateral off-axis positions: L=-9, -7, -5, -3, 0, 3, 5, 7, and 9 cm [8]. The 

ratio between the PV measured at each lateral position to the centre of the scanner PV was 

calculated.  

Correction factors were determined from the performed measurements following the 

methodology proposed by Lewis and Chan [8]. The authors presented a correction method that 

relates the response measured for each color channel X of a film irradiated to a known dose D and 

at a lateral position L, with the response at the centre of the scanner C, by: 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒(𝐶, 𝐷, 𝑋) =
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𝐴𝐿,𝑋 + 𝐵𝐿,𝑋 ∙ 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒(𝐿, 𝐷, 𝑋), where 𝐴𝐿,𝑋and 𝐵𝐿,𝑋  are correction coefficients. These coefficients 

were calculated from the response of the film strips exposed to 0 and 24 Gy.  

To validate the LRA corrections, two film sheets cut to 20.3×20.3 cm2 were irradiated to 10 Gy 

and 20 Gy with a 20×20 cm2 6 MV photon open field in a Siemens Oncor Avant-Garde linear 

accelerator. The films were then scanned in two orthogonal orientations (portrait and landscape), 

as suggested by Lewis and Chan [8]. The profile in the lateral direction for portrait orientation was 

extracted from the scanned images before and after applying LRA corrections. The lateral profile 

after correction was compared with the profile in the scan direction for landscape orientation, which 

is negligibly affected by scanner non-uniformity [7]. As the measured PV depends on the film 

orientation, the profiles were normalized at a position corresponding to the centre of the scanner 

bed. 

 

 Calibration phase 

Film calibration should be performed for each new lot of films, typically through the irradiation 

of film strips to known dose under reference conditions, defined by dosimetry protocols such as 

TRS-398 [16] and TG-51 [17]. In our institution, calibration is done for each new box of films. 

Nine film strips (2.8×10.15 cm2) cut from a single sheet are irradiated to 0, 1, 2, 3, 5, 10, 15, 20 and 

25 Gy in a Tomotherapy HD unit (Accuray Inc., Sunnyvale, CA, USA) at the machine specific 

reference setup [18]. Calibration film strips are scanned simultaneously to avoid inter-scan 

variations. After image processing, the average PV over a central region of interest (ROI) of 1×1 

cm2 are calculated for each scanner color channel. A calibration curve per channel – red (R), green 

(G) and blue (B) – is established by fitting a rational function to the data: 

 

𝑁(𝐷) =
𝑃𝑉(𝐷)

𝑃𝑉(0)
= 𝑎 +

𝑏

𝐷 + 𝑐
  (7.1) 

 

where PV(D) is the mean PV obtained for the film strips irradiated to a dose D, PV(0) the mean PV 

of the unexposed strip, and a, b, and c are fitting parameters obtained using the nonlinear least-

squares minimization method [19].  

After establishing the dose-response curves, an error and uncertainty analysis is performed. The 

error for each strip is calculated as the difference between the expected dose and the dose 

determined from the application of the calibration curves to the measured response. The total 

uncertainty 𝜎𝑡𝑜𝑡  in dose determination using the calibration curves is estimated from the 

contributions of two main sources, the experimental uncertainty 𝜎𝑒𝑥𝑝  and the fitting uncertainty 𝜎𝑓𝑖𝑡, 

using the error propagation analysis [20]. The experimental component includes factors arising 

from the reference beam absolute dose calibration, scanner reading process (repeatability and 

stability), film intra-lot variabilities and variations over the central ROI defined within each 

calibration strip. The uncertainty associated with reference beam absolute dose calibration in 

Tomotherapy was estimated in a previous paper [21]. The reproducibility and stability of the 

scanner response was investigated by digitizing the calibration strips in intervals of 1 h, 48 h and 

that corresponding to the time a given box is usually used in clinical practice [22]. To analyze intra-

lot variabilities, the standard deviation in the response of three strips cut from different films and 

scanned together was considered. 
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 Measurement phase 

Once having the calibration curves per color channel, the response of any irradiated film from 

the same lot/box can be converted to dose. The time elapsed between irradiation and scanning 

should be ideally the same for both calibration and measurement films, to match post-irradiation 

darkening, unless a recalibration protocol is used [19,23]. Film’s response conversion to dose can 

be performed by using single channel or multichannel dosimetry methods. In single channel 

methods, the calibration curve corresponding to the selected channel is directly applied. 

Multichannel methods, namely triple channel algorithms, use the information provided by the three 

color channels to determine a single dose value. Triple channel methods have demonstrated 

potentially improved dosimetric accuracy over single channel, compensating for variations in the 

film-scanner response like differences in the thickness of the film active layer, LRA effect, 

fingerprints, scratches and dust [24–27].  

In our department, to analyze a given measurement film, the recalibration method proposed by 

Lewis et al. [19] is employed. Two reference strips cut from that film are considered (2.8×20.3 

cm2), one remains unexposed and the other is irradiated to a dose 10% over the maximum expected 

dose value in the measurement film. Both strips are scanned together with the measurement film 

and used to linearly rescale the established calibration curves [19]. This procedure allows for 

compensation of eventual film-scanner response changes from the calibration. It also contributes to 

significantly reduce the waiting time to scan the films from days to a few hours [19]. The conversion 

of film’s response to dose is done using single red channel and the triple channel method proposed 

by Mayer et al. [28], which can be easily programmed in MATLAB. 

 

Validation of the established protocol  

Before starting using a given film dosimetry protocol for pre-treatment QA, it is important to 

evaluate its accuracy in reference conditions, where the dose delivered to the film is known. That 

was done by considering a set of film pieces (2.8×10.15 cm2) irradiated to doses in the range of 

interest 5, 8, 12, 14, 16, 18, 20, and 22 Gy, in a different day and in the same setup as the calibration 

films. Two reference strips exposed to 0 and 24 Gy were considered to adjust the calibration curves 

[19]. The determined dose using red, green, and blue channels and the triple channel method was 

compared with the film expected dose. 

 

Pre-treatment verification of SBRT and SRS treatment plans 

The film dosimetry protocol was applied to ten helical tomotherapy plans from patients that 

underwent SBRT and SRS treatments. The prescription dose varied between 13 and 21 Gy per 

fraction. All plans were created in the Tomotherapy dedicated treatment planning system (Accuray 

Inc., Sunnyvale, CA, USA) to be delivered by a Tomotherapy HD unit. For pre-treatment QA 

verification, the treatment plans were recalculated in the Tomotherapy phantom (Cheese phantom) 

and a GafchromicTM EBT-XD film was used to assess the dose distribution in a coronal plane. 

Simultaneous point dose measurements were also performed using an Exradin A1SL ionization 

chamber (IC) placed in the Cheese phantom. The dose to each pixel was calculated using both red 

channel and the triple channel method referred above. The agreement between planned and 

measured dose distributions is clinically evaluated by using global gamma analysis with a criterion 

of 3% dose difference relative to the maximum TPS dose in the film plane and 2 mm distance-to-

agreement with 10% threshold (TH) [29] in RIT113 software v5.1 (Radiological Imaging 

Technology Inc., Colorado Springs, CO, USA). The passing rate acceptance limit is 95% [29]. 

More stringent criteria was also adopted for the purpose of this work, namely 2%/2 mm 20% TH. 
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For IC measurements, a difference between the planned and measured dose of less than ±3% is 

considered acceptable in our clinical routine.  

 

The local film dosimetry protocol is summarized in Table 7.1.   

 

Table 7.1 – Summary of the local film dosimetry protocol. 

Film storage and handling 1. Films are handled with gloves and kept way from light in a black 

envelop  

2. Films are stored at room ambient conditions (20°-25°C) 

Scanning protocol 1. Color bit depth of 48 bits is used  

2. Spatial Resolution of 72 dpi is used  

3. All scanner color corrections are turned-off  

4. 16 consecutive scans are performed to ensure a stabilized scanner 

response, after the in-built warm-up time has elapsed 

5. Films are scanned in a consistent orientation  

6. Films are aligned along the scanner central axis to minimize the LRA 

effect  

7. A glass compression plate is placed on the films top to mitigate film-

to-light distance variations  

8. 4 scans are performed per film 

9. Images are saved in TIFF format  

10. To reduce the amount of noise, an average of four consecutive scans 

is taken and a Wiener filter is applied to the mean image 

Calibration phase 1. Calibration is repeated for each new box of films  

2. Nine film strips are irradiated to 0, 1, 2, 3, 4, 5, 10, 15, 20, 25 Gy in 

reference conditions 

3. All calibration strips are scanned simultaneously to avoid inter-scan 

variations   

4. The average PV over a central ROI of 1×1 cm2 is calculated for each 

color channel  

5. A calibration curve per channel is established by fitting a rational 

function to the normalized response, calculated as the ratio between 

PV(D) and PV(0) 

6. An error and uncertainty analysis is performed to assess the goodness 

of the established calibration curves 

Measurement phase 1. The recalibration method proposed by Lewis et al.19 is used to rescale 

the established calibration curves. For that:  

- Two film strips are cut from the measurement film 

- One strip remains unexposed and the other is irradiated 

immediately before/after the measurement film to a dose 10% 

over the maximum expected dose in the film plane  

- The strips are scanned simultaneously with the measurement film  

2. If needed, LRA effect is taken into account applying the Lewis and 

Chan 8 correction method  

3. Red channel and the Mayer’s triple channel method are used for dose 

determination 

 

7.3 | Results 

 Evaluation of the lateral response artifact 

Figure 7.1 shows the ratio between the red channel PV measured for films exposed to 0, 2, 5, 

8, 12, 16, 20 and 24 Gy and scanned at a given lateral position (L=-9, -7, -5, -3, 3, 5, 7, 9 cm), and 

the PV obtained when the films were placed at the centre of the scanner bed. The PV difference 

between the scanner centre and a 3 cm lateral off-axis position is within 2%, for all dose levels 

under study. The differences were up to 9% at a 9 cm lateral off-axis displacement. The LRA effect 
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is less pronounced for green and blue channels, with a maximum difference of 3.7% and 2.8% at 9 

cm displacement, respectively.  

The LRA correction factors determined using the Lewis and Chan methodology were applied 

to two films irradiated with 10 Gy and 20 Gy in a 20×20 cm2 field. The differences in PV between 

the lateral profile obtained after LRA correction were generally within ±1% in comparison with the 

longitudinal profile in landscape orientation, taken as reference. The profiles from the red channel 

images corresponding to the film irradiated to 20 Gy are shown in Figure 7.2 in the range for which 

the correction factors were determined (-9 cm to +9 cm). The lateral profiles before and after 

applying the LRA correction are represented in cyan and yellow, respectively and the longitudinal 

profile is given in black. The gray dashed lines correspond to ±1% of the longitudinal pixel values. 

 

 
Figure 7.1 – Lateral response artifact for the dosimetry system composed by EBT-XD films and an Epson 

10000 XL scanner in the dose range 0-24 Gy. 

 

 
Figure 7.2 – Profiles obtained for the red channel in the direction perpendicular to scan before LRA 

correction (cyan), and after LRA correction (yellow) with film in portrait orientation; profile in scan 

direction with the film digitized in landscape orientation (black). The dashed lines represent ±1% of the 

longitudinal profile values, taken as reference. 
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 Calibration phase 

The calibration curves obtained for the red, green and blue channels over a dose range from 0 

to 25 Gy are shown in Figure 7.3. The R-square values, which assess the goodness of the fit, are 

very close to unity. 

The percent difference between the expected dose and the dose obtained from the application 

of the calibration curves was generally within 2% for all channels, except for low doses (<3 Gy). 

The mean absolute percent error for the entire dose range was: 1.0±0.5%, 1.6±0.8% and 2.0±1.0% 

for red, green and blue channels, respectively.  

 

 

Figure 7.3 – Dose response curves and corresponding r2 values for the red, green and blue channels. 

 

 

A summary of dose uncertainties obtained for the red, green and blue channels averaged over 

the entire dose range is presented in Table 7.2. Scanner non-uniform response and orientation 

effects were not considered as films were scanned at the centre of the scanner bed, keeping a 

consistent orientation. 

 

 

Table 7.2 – Summary of dose uncertainties in percentage (%) obtained for the red, green and blue channels, 

over the entire range, with a coverage factor (k) equal to 1. 

Source of uncertainty Red (%) Green (%) Blue (%) 

Reference absolute dose calibration 1.1 1.1 1.1 

Reproducibility and stability of the scanner response 0.2 0.2 0.3 

Film intra-lot variabilities 0.2 0.2 0.3 

Fluctuations within the 1×1 cm2 ROI 0.7 0.9 2.1 

Fitting 0.5 0.8 1.0 

Total uncertainty (k=1) 1.4 1.6 2.6 
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 Measurement phase 

Validation of the established protocol  

The mean absolute percent deviations between the determined doses from the analysis of the 

validation strips and the expected doses were: 0.9±0.6 % for red channel, 0.9±0.5 % using green 

channel, 1.4±0.6 % for blue channel and 1.1±0.7% with triple channel dosimetry.   

 

Pre-treatment verification of SBRT and SRS treatment plans 

The pre-treatment QA results obtained for the ten SBRT/SRS plans, namely the gamma passing 

rates and ionization chamber percent difference are presented in Table 7.3. The gamma passing 

rates for red channel were comparable with those from the triple channel dosimetry, when using 

both 3%/2 mm 10% TH and 2%/2 mm 20% TH criteria. The mean values were 99.5±1.0 % vs 

99.1±1.6 % (3%/ 2mm 10% TH) and 98.6±1.8 % vs 97.8±2.1 % (2%/2 mm 20% TH) for the red 

channel and the triple channel method, respectively. The average difference between measured and 

calculated doses using IC was 0.7±1.4 %. 

 

Table 7.3 – Gamma passing rates (%) obtained for the SBRT and SRS treatment plans using red channel 

and triple channel dosimetry for a criteria of 3%/2 mm 10%TH and 2%/2mm 20%TH, and ionization 

chamber percent difference (IC %diff). 

Case no. 

3%/2 mm 10%TH 2%/2 mm 20%TH 
IC %diff 

Red RGB Red RGB 

1 99.5 100 96.8 98.4 1.4 

2 99.8 99.7 99.5 98.2 -1.5 

3 100 95.5 100 94.2 0.4 

4 96.6 100 97.5 100 0.2 

5 99.8 96.7 94.6 95.2 1.5 

6 99.7 100 98.3 99.6 3.0 

7 100 100 99.6 98.2 0.1 

8 100 100 100 100 2.5 

9 100 99.8 99.9 98.2 -0.6 

10 100 98.9 99.6 95.8 0.6 

mean±SD 99.5±1.0 99.1±1.6 98.6±1.8 97.8±2.1 0.7±1.4 

 

7.4 | Discussion 

The dosimetry protocol is an essential component of a radiochromic film dosimetry system as 

it determines the achievable precision and accuracy for the selected film and scanner models. Given 

the number of factors to be considered, defining reliable and consistent procedures tends to be a 

cumbersome task. Therefore, the dissemination of comprehensive methodologies clinically used 

may potentially help new comers to the field. Some authors have already presented more or less 

detailed dosimetry protocols based on their own clinical experience [30–32]. Howard et al. [31] has 

just published a methodology for film analysis using a commercially available software, FilmQA 

Pro, and Image J, a freely available package. It mainly focuses on film calibration procedures and 

validation of the established dose-response curves using both software solutions. Wen et al. [32] 

has established a dosimetry protocol for SBRT and SRS treatment verification with GafchromicTM 

EBT3 films. In fact, there are some groups that have used EBT3 films for dose verification in 

hypofractionated regimens, but the low gradient and the lack of separation of the calibration curves 

lead to an increased uncertainty at doses higher than 10 Gy 33,34. The film’s manufacturer 

recommends GafchromicTM EBT-XD films for doses above that (10 Gy) [6].  
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In this work, a comprehensive film dosimetry protocol for absolute dose verification of 

SBRT/SRS using GafchromicTM EBT-XD films is proposed, based on our clinical experience. It 

describes in detail the adopted procedures for scanning, calibration and absorbed dose 

determination, which should be strictly followed during both calibration and measurement phases. 

The accuracy of the proposed methodology was also evaluated by considering a set of film strips 

irradiated to known doses and its applicability is illustrated for ten SBRT/SRS treatment plans.  

Briefly, the scanning protocol should contemplate various factors including the color bit depth, 

spatial resolution, the scanner lamp warm-up, inter-scan variations, noise, orientation effect and 

lateral response artifact. The lateral response artifact can be a significant source of error if not 

assessed and eventually compensated for. Differences in PV for the used film-scanner pair were up 

to 9% at 9 cm, for 24 Gy. However, given the small size of the lesions treated at our department 

(maximum dimension < 3 cm) and that the highest dose area is aligned at the centre of the scanner 

bed, there is generally no need for LRA correction. Still, if larger lesions are to be treated, 

corrections may be necessary, especially when performing single channel dosimetry [8,15]. Among 

the LRA correction methods found in the literature [7,9,32,35,36], that proposed by Lewis and 

Chan 8 has the advantage of being of straightforward implementation, as well as independent of the 

films production lot and dose.  

The calibration should be repeated for each new lot/box of films and the dose error and 

uncertainty of the established dose-response curves evaluated [2,5]. Using the proposed protocol, 

the obtained relative percent difference between the measured and expected doses was generally 

within 2% for red, green and blue channels, over the entire dose range. A dose difference of 2% is 

deemed acceptable, except for low doses, where higher deviations may be observed. An overall 

uncertainty of 1.4%, 1.6%, 2.6% (k=1) was estimated for dose determination using the red, green 

and blue channels corresponding calibration curves, which values are consistent with those reported 

in the literature 22,37. Even if absolute uncertainty values should not be directly compared, as 

different scanners, film models, dosimetry protocols and sources of uncertainty are considered, an 

overall uncertainty of about 2% for red and green channel dosimetry (k=1) can be expected. The 

uncertainty associated with triple channel dose determination was not estimated as the law of 

propagation of uncertainties cannot be easily implemented. For that, it would be necessary to 

simultaneously account for the film responses of the three color channels, their correlations [38] 

and the triple channel algorithm particularities [39]. Indeed, studies presenting an uncertainty 

budget for dose determination using multichannel methods are lacking in the literature. Even the 

recent comprehensive AAPM report TG-235 [2] does not address this question.  

Once having the calibration curves, the measured response for any film from the same lot/box 

can be converted to dose. To do so, the use of a recalibration method is advised. Recalibration 

methods allow to compensate for film-scanner response changes from the calibration and forces the 

calibration into agreement at reference levels, contributing to an improved accuracy and to speed 

up the processing phase [19,23]. In the proposed protocol, the recalibration method by Lewis et al. 

[19], which is the most commonly reported in literature, is employed. For dose determination, both 

single red channel and the triple channel method by Mayer et al. [28] are utilized. The choice of the 

red channel was based on an analysis of the sensitivity of the dose-response curves given by their 

first derivate. The first derivate of the red channel calibration curve is higher or almost equal to that 

of the green channel in the entire dose range of interest, which justifies its selection. Similar 

conclusions were reported by other authors [34,40,41]. The triple channel method proposed by 

Mayer et al. [28] can be easily programmed, and it is a closed-form solution of the Micke et al. [24] 

algorithm implemented in FilmQA Pro (Ashland, Inc., Wayne, NJ, USA). Commercially available 

packages like FilmQA Pro and Radiochromic.com (web application), may have the advantage of 
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coming with instructions on how to set-up a film dosimetry system but even so, the users should 

have a full insight on every single step of the process.  

The accuracy of the established film dosimetry system should be evaluated before adopting it 

for pre-treatment QA verification. That can be done by considering a set of film strips irradiated to 

known doses in the calibration range. For the film strips irradiated at our institution, differences 

were within 2% for the majority of the tested doses, using red, green, blue and triple channel 

dosimetry. It can thus be considered a reliable tool for pre-treatment QA.  

Verification results of the ten SBRT/SRS plans confirmed a very good agreement between the 

calculated and measured dose distributions using both single and triple channel dosimetry. The 

gamma passing rates obtained for red channel were indeed comparable with those from triple 

channel dosimetry, using 3%/2 mm 10% TH and 2%/2 mm 20% TH criteria. The selection of the 

analysis criteria was based on the recent AAPM TG-218 [29] report on methodologies and 

tolerances limits for pre-treatment QA. This report recommends the use of global gamma analysis 

with a 3%/2 mm and 10% TH criteria in IMRT plans verification, referring that tighter criteria 

should be considered for SBRT/SRS techniques. As no specific values are given, 3%/2 mm 10% 

TH and 2%/2 mm 20% TH were utilized in this study.  

While red channel and triple channel dosimetry provide similar results, the triple channel 

method is advised as it is widely recognized that it allows to compensate for several factors that 

affect the film-scanner response, including film spatial heterogeneities (variations in the sensitive 

layer thickness, scratches, fingerprints, dust) [24–27] and scanner lateral response artifact [8,15]. 

Still, triple channel methods are conceptually and/or mathematically more complicated, preventing 

their generalized implementation and full understanding. If in-house solutions are adopted, the red 

channel dosimetry is certainly a reliable alternative as long as a comprehensive approach is 

followed including the consideration of all the issues, as proposed in the present work. 

 

7.5 | Conclusions 

A protocol for pre-treatment QA of SBRT and SRS plans using single and triple channel 

dosimetry was proposed. Procedures for film handling and storage, scanning, calibration, and dose 

determination were summarized. Factors that may affect the film-scanner response were also 

revised and considered. Results from verification of the agreement between measured and planned 

doses for a set of SBRT and SRS treatment plans confirmed the proposed protocol to be an efficient 

and reliable tool for pre-treatment QA. The described protocol may thus serve as a quick start guide 

for users that intend to implement film based dosimetry in clinical practice, contributing to its more 

widespread use. A summary of the local film dosimetry protocol is provided in Table 7.1.  
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The present work had as main objectives to conduct the IAEA supported national audit for 

IMRT dose delivery in Portugal and to contribute to extend the adopted methodology to helical 

tomotherapy, to include quality and complexity metrics for plan assessment and to establish a 

practical guide for radiochromic film dosimetry.  

The dosimetry audit was carried out in Portugal in 2018 and covered 100% of radiotherapy 

institutions performing IMRT treatments. Both the Portuguese Physics Society and the Portuguese 

Heath Authority endorsed the project. Portugal was one of the first countries that have implemented 

this audit at the national level. Even if some suboptimal parameters were identified, the status of 

TPS calculations and dose delivery was generally within the specified tolerances, with no major 

reasons for concern. Adaptations for HT included the definition of procedures to check the machine 

beam output, the TPS beam model and some small field parameters, in the view of the IAEA/AAPM 

code of practice TRS 483.  

The quality and complexity of the audit plans were evaluated and compared for the different 

groups of technologies and IMRT/VMAT treatment techniques. Plan quality was assessed using a 

software tool called SPIDERplan. This tool allows to obtain a global plan score based on the 

accomplishment of the individual PTVs and organs-at-risk (OARs) dosimetric goals, which is 

completely independent of the treatment technique and technology. For complexity analysis, a set 

of metrics that evaluate different plan features were considered. A statistical approach based on 

principal component analysis was followed with the ultimate aim of computing a global plan 

complexity score. This global score combines the multiple evaluated aspects into a single numerical 

indicator, allowing to summarize the differences between and within the groups of audit plans. As 

no complexity metrics had been proposed in the literature for helical tomotherapy plans, the 

complexity analysis was extended to HT as a novel contribution through the adaptation and the 

definition of new indices. The presented methodology for quality and complexity analysis can be 

applied to any given plans set, which may help to benchmark institutions with similar 

technology/techniques in the context of IMRT audits.  

A review on radiochromic film dosimetry was done with the intent to serve as a guide in the 

practical implementation of film dosimetry, both in clinical practice or for audit purposes. The 

different aspects to be considered were discussed in the light of the actual state of the art. Moreover, 

a straightforward dosimetry protocol for high dose verification of stereotactic treatments was 

provided, which can eventually be considered in future extensions of the audit methodology to 

hypofractionated regimens. 

Dosimetry audits are a privileged tool to improve treatment quality and patient safety in 

radiotherapy. However, audit programs can be pricey, time consuming, and the funding for that is 

scarcely considered. With treatment techniques and technologies becoming more and more 

complex, a broader access to cost effective and efficient audit programs is needed and completely 

in line with the European priorities concerning the implementation of the basic safety standards 

directive 59/2013. The European Commission has recently promoted a new project called 

QuADRANT that aims to warrant the compliance with this directive and support the 

implementation of clinical audits in radiology, radiotherapy and nuclear medicine.  

The presented doctoral thesis was certainly of great important for the radiotherapy in Portugal, 

paving the way for future audit projects.  
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Abstract 

Purpose: To apply the recent code of practice from the IAEA/AAPM, TRS 483, to Helical 

Tomotherapy (HT) for reference and relative dosimetry obtaining correction factors for the Exradin 

A1SL ionization chamber. 

Methods: The beam quality correction factor for the A1SL chamber was obtained through three 

different approaches following TRS 483 concepts and compared with published values. The 

determination of the reference absolute dose for the machine specific reference field (msr) was 

complemented with relative dosimetry through the determination of output factors of small fields 

using different detectors. The response of A1SL was compared with correction-free film results and 

corrected output factors of other detectors. 

Results: A weighted mean beam quality correction factor of 0.9945±0.0073 was obtained for the 

A1SL chamber which is in agreement with values reported in the literature. Output factors obtained 

with different detectors were in agreement, given the uncertainty level. Considering the film output 

factors as free of corrections, the average value for A1SL output factors corrections was 

1.000±0.007. 

Conclusions: The beam quality correction factors for the A1SL chamber obtained through the three 

different pathways recommended by TRS 483 agreed with each other and also with published 

values. The measurements from the A1SL chamber normalized to the machine specific reference 

field in HT can be taken as output factors for small clinical field sizes without further corrections. 

 

Keywords: Helical Tomotherapy; TRS 483; reference dosimetry; small field dosimetry. 
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 Introduction 

The joint IAEA and AAPM international code of practice (CoP) for small static fields 

dosimetry, TRS 483, 1 was issued in December 2017 and the respective summary paper in 2018 2. 

This is, a decade after the publication of a formalism that outlined the extension of the dosimetry 

based on absorbed dose to water to small and composite fields and to non-reference conditions 3. 

Both publications rely on the universally adopted CoP such as the IAEA publication TRS 398 4 and 

AAPM TG-515. The established reference dosimetry for conventional 10×10 cm2 fields is extended 

to small fields and to non-reference fields by introducing the concept of machine specific reference 

(msr) field. This concept applies to treatment units where the conventional reference field is not 

permitted and Helical Tomotherapy (HT) is one of such machines. HT is a pre-commissioned 

equipment as it comes with a gold standard beam model that only needs to be verified by the 

customer as part of the commissioning process. With the aim of supporting medical physicists in 

this task, a comprehensive AAPM report (Task Group 148) 6 was published in 2010.  

An HT machine was installed in our hospital in February 2016. Two Exradin A1SL ionization 

chambers, from Standard Imaging (Middleton, WI, USA), are included in the standard dosimetry 

package for HT. At the time of the commissioning, TRS 483 had not yet been issued and the 

acceptance tests for HT do not include the concept of reference dosimetry. As the HT unit operates 

clinically with a rotating beam, the output calibration in rotational mode is verified during the 

acceptance tests. The corresponding helical IMRT reference plan intends to deliver a uniform 2 Gy 

dose to a cylindrical structure centrally placed inside the TomoTherapy Phantom (Cheese 

phantom). This constitutes a plan-class specific reference (pcsr) field according to the Alfonso et 

al. formalism 3. TG 148 6 also recommends such a plan for rotational output verification. The 

difference between the measurement performed with an A1SL chamber placed at the centre of the 

defined structure in the Cheese phantom and the HT dedicated treatment planning system (TPS) 

calculation ignores the quality difference from calibration at the standards laboratory (ADCL) for 

the chamber response, as per Accuray protocol. 

The characteristics of the A1SL chamber in terms of sensitivity, long and short-term stability, 

ion recombination and polarity, leakage and settling make it suitable for reference dosimetry 

purposes 7. Nevertheless, it was not included in the reference dosimeters listed in TRS 483, except 

for Gamma Knife.  

Since the publication of the Alfonso et al. formalism 3, different approaches were followed 

where the correction factors for the A1SL chamber were obtained with the common aim of 

performing reference dosimetry in HT with this detector 8–13. Thomas et al. 8 made the first attempt 

to obtain from Monte Carlo (MC) simulations the %ddx[HT TG-51], a dosimetric equivalent in HT of 

the beam quality index defined in TG-51 5 as the percentage depth dose at 10 cm depth in a water 

phantom for a field size of 10×10 cm2 at an SSD of 100 cm, due to photons only. A third order 

polynomial was fit between %ddx[HT TG-51] and %ddx[HT Ref], where [HT Ref] refers to the 5×10 cm2 

machine specific reference field size in HT, for SSD=85 cm. This polynomial conversion fit is just 

valid within a limited range of %ddx[HT Ref] between 58.8% and 60.8%. Since the A1SL quality 

correction factor, kQ is not included in TG-51 5, Thomas et al. presented the kQ graph for A1SL.  

In 2011, Zeverino et al. 10 used the virtual water HT slab phantom to measure beam quality 

specifiers under HT msr conditions with A1SL and two other ionization chambers. They obtained 

a %ddx[HT Ref]  of 60.6%, within the valid range of the Thomas et al. conversion. They obtained a 

value of 0.998±0.001 for the beam quality correction factor of A1SL out of the Thomas et al. paper 
8. Alternatively, they calibrated the three chambers against Gafchromic EBT2 films, following their 

local protocol for absolute dose calibration, which only uses the red channel response and a double 



134 |  Appendix I: Application of TRS 483 CoP for reference and relative dosimetry in HT 

 

exposure of the film. The beam quality correction factor obtained by this alternative calibration was 

0.997±0.010. 

Using an alternative reference dosimetry based on alanine, two groups 11,12 published correction 

factors for the A1SL chamber. Ost et al. 11 within the framework of a pilot study involving HT beam 

output measurements in four centers, derived the beam quality correction factor for A1SL against 

alanine/EPR dosimetry. Gago Arias et al. 12 also used alanine for independent calibration. 

Considering a kQ=0.9994 from Ref 8, they obtained a beam quality correction factor for the A1SL 

chamber in line with Ost et al. 

After the issue of TRS 483, the motivation for the present work was to follow the new 

recommendations exploring the different pathways and concepts embodied in the CoP, in order to 

obtain the beam quality correction factor for the A1SL chamber in the context of performing 

reference dosimetry in Tomotherapy. Subsequently, we aimed to validate the Accuray practice of 

not correcting the chamber reading for quality to verify the rotational output in HT.  

In complement, to underpin small field dosimetry in HT, an intercomparison of output factors 

was also carried. A set of small fields were configured through the pneumatically controlled binary 

multileaf collimator (MLC), using different detectors like a microDiamond, an unshielded diode, a 

micro chamber as well as film dosimetry, to compare with the A1SL chamber response. Once again, 

the information conveyed in TRS 483 has been explored in order to find a sustained way of 

performing relative dosimetry in HT. 

 

 Materials and Methods 

A1.2.1 |  Reference dosimetry – msr  

According to both TRS 483 1 and TG-148 6 the reference dosimetry setup in the HT unit was 

defined as corresponding to the absorbed dose to water determined at the reference point zref located 

at 10 cm depth in water for a 5×10 cm2 static field size defined at a source surface distance (SSD) 

of 85 cm. This corresponds to the fmsr (machine specific reference field). From the TRS 483 

recommendations, three different approaches have been followed to reach a beam quality correction 

factor for A1SL chamber to work around the lack of a tabulated value for it in the recent CoP: 1) 

film independent dosimetry; 2) cross-calibration using reference chambers; 3) the hypothetical 

reference 10×10 cm2 field. 

 

i) Independent dosimetry approach  

Using an independent dosimetry method like film dosimetry to determine 𝐷𝑤,𝑄𝑚𝑠𝑟 
𝑓𝑚𝑠𝑟 (𝑧𝑟𝑒𝑓), the 

beam quality correction factor  for the A1SL ionization chamber, 𝑘𝑄𝑚𝑠𝑟,𝑄0
𝑓𝑚𝑠𝑟,𝑓𝑟𝑒𝑓

can be obtained 

through: 

 

𝐷𝑤,𝑄𝑚𝑠𝑟 
𝑓𝑚𝑠𝑟 (𝑧𝑟𝑒𝑓) =  𝑀𝑄𝑚𝑠𝑟

𝑓𝑚𝑠𝑟𝑁𝐷,𝑤,𝑄0
𝑓𝑟𝑒𝑓 𝑘𝑄𝑚𝑠𝑟,𝑄0

𝑓𝑚𝑠𝑟,𝑓𝑟𝑒𝑓
 (A1.1) 

 

where 𝑁𝐷,𝑤,𝑄0
𝑓𝑟𝑒𝑓

 is the chamber calibration coefficient from the standards laboratory certificate, for 

the conventional 10×10 cm2  reference field at reference beam quality Q0. 

For this first approach, a well-established film dosimetry protocol based on an in-house 

software programmed on Matlab R2010a environment 14,15, using multichannel correction and 

based on the Mayer et al. methodology 16 was used to determine absorbed dose to water at machine 

specific reference conditions. The Gafchromic EBT3 film calibration curve was obtained through 
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the irradiation of 8 film strips of 2.8×10.2 cm2 with known doses, from 0 to 3.5 Gy, using a Farmer 

PTW-30013 reference chamber, at reference conditions for a 6 MV photon beam in a Siemens 

Oncor Avant-Garde linear accelerator (linac). Three film strips with 5×6.8 cm2 from the same batch 

and box were then irradiated in Tomotherapy at the msr setup, assuming film energy independence 
17-20 and tracking HT irradiation stability through independent monitoring.  

For the film msr setup, the same arrangement as for msr in water was repeated for a virtual 

water slab phantom, respecting the need for at least 5 cm of backscattering material 1,21 and enabling 

an estimate for the water/virtual water correction factor.  

For film reading, the three film strips were scanned in transmission mode on a flatbed scanner 

Epson Expression 10000XL (Seiko Epson Corporation) with a colour depth of 48 bits, and a spatial 

resolution of 72 dpi, and saved in tagged image file format. All colour correction enhancements 

options were disabled. To ensure a stabilized response, sixteen consecutive empty scans were 

performed after a warm-up time of at least 30 minutes. The film strips were placed in a central 

region of the scanner and perpendicularly to the scanning direction. To minimize any film curling 

a transparent glass was placed on top of the film surface just before the scanning procedure. All 

film strips were handled with gloves and kept from visible light in black envelopes supplied with 

the film box until the irradiation or the scanner reading. Each of the three film strips has been 

scanned four times both individually and simultaneously 24 h after irradiation, in order to account 

for scanning uncertainty.  

For film processing, image conversion from optical density to dose was performed applying 

the specific calibration function (updated through independent specific film irradiation at the time 

of film strip irradiation in HT 16) to a region of interest of 1 cm2 located centrally at each film strip. 

All dose maps were saved and imported to RIT113 Dosimetry System software v.5.1 (Radiological 

Imaging Technology, Colorado Springs, CO, USA) where dose profiles were analysed. 

 

ii) Cross-calibration approach  

According to TRS 483, eq. (A1.1) can be used when the ionization chamber calibrated at the 

standards laboratory with a 𝑁𝐷,𝑤,𝑄0
𝑓𝑟𝑒𝑓

calibration coefficient, has a generic beam quality correction 

factor 𝑘𝑄𝑚𝑠𝑟,𝑄0
𝑓𝑚𝑠𝑟,𝑓𝑟𝑒𝑓

tabulated in the CoP. Unfortunately, this is not the case for A1SL chamber. 

However, Table 13 in TRS 483 1 provides values of this beam quality correction for different 

reference detectors in flattening filter free (FFF) beams, including Tomotherapy. The Farmer 

chamber PTW-30013 and the Semiflex 0.3 cc PTW-31013 are two detectors belonging to our 

dosimetry equipment at the hospital. So, using the cross-calibration expression: 

 

[𝑁𝐷𝑤,𝑄𝑚𝑠𝑟 
𝑓𝑚𝑠𝑟 ]

𝐴1𝑆𝐿
=
[𝐷𝑤,𝑄𝑚𝑠𝑟 

𝑓𝑚𝑠𝑟 ]
𝑅𝐸𝐹

[𝑀𝑄𝑚𝑠𝑟 
𝑓𝑚𝑠𝑟 ]

𝐴1𝑆𝐿

 (A1.2) 

 

where 

 

[𝐷𝑤,𝑄𝑚𝑠𝑟 
𝑓𝑚𝑠𝑟 ]

𝑅𝐸𝐹
= 𝑀𝑄𝑚𝑠𝑟

𝑓𝑚𝑠𝑟𝑁𝐷𝑤,𝑄0
𝑓𝑟𝑒𝑓 (𝑘𝑄𝑚𝑠𝑟,𝑄0

𝑓𝑚𝑠𝑟,𝑓𝑟𝑒𝑓)𝑅𝐸𝐹 (A1.3) 

 

With (𝑘𝑄𝑚𝑠𝑟,𝑄0
𝑓𝑚𝑠𝑟,𝑓𝑟𝑒𝑓)𝑅𝐸𝐹 taken from Table 13, TRS 483 1 for the two existing chambers and equating: 

𝑘𝑄𝑚𝑠𝑟 ,𝑄0
𝑓𝑚𝑠𝑟 ,𝑓𝑟𝑒𝑓 = 

[𝑁𝐷𝑤,𝑄𝑚𝑠𝑟 
𝑓𝑚𝑠𝑟 ]

𝐴1𝑆𝐿

[𝑁𝐷,𝑤,𝑄0
𝑓𝑟𝑒𝑓 ]

𝐴1𝑆𝐿

 (A1.4) 
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the corresponding beam quality correction factors for the A1SL chamber were obtained. 

 

iii) Hypothetical reference field approach 

If a generic beam quality correction factor does not exist in TRS 483 1, as it is the case for A1SL 

chamber, eq. (A1.1) can be further broken down into another term as: 

 

𝐷𝑤,𝑄𝑚𝑠𝑟 
𝑓𝑚𝑠𝑟 (𝑧𝑟𝑒𝑓) =  𝑀𝑄𝑚𝑠𝑟

𝑓𝑚𝑠𝑟𝑁𝐷,𝑤,𝑄0
𝑓𝑟𝑒𝑓 𝑘𝑄,𝑄0,

𝑓𝑟𝑒𝑓𝑘𝑄𝑚𝑠𝑟,𝑄
𝑓𝑚𝑠𝑟,𝑓𝑟𝑒𝑓

 (A1.5) 

 

where 𝑘𝑄,𝑄0,
𝑓𝑟𝑒𝑓

 is the quality correction factor for an “hypothetical” 10×10 cm2 reference field at a 

beam quality Q. In TRS 483 the correction from Q to Qmsr for the fmsr, expressed by the factor 

𝑘𝑄𝑚𝑠𝑟,𝑄
𝑓𝑚𝑠𝑟,𝑓𝑟𝑒𝑓

, is assumed to be unity within the involved uncertainties. 

To obtain  𝑘𝑄,𝑄0,
𝑓𝑟𝑒𝑓

 the equivalent square field size (S) to fmsr in HT was taken as 6.6 cm from 

Table 16 in TRS 483 1. The Palmans et al. 22 expression was thus used to derive the quality index 

for the “hypothetical” 10×10 cm2 reference field in HT as: 

 

𝑇𝑃𝑅20,10(10) =
𝑇𝑃𝑅20,10

𝐻𝑇 + 𝑐(10 − 𝑆)

1 + 𝑐(10 − 𝑆)
 (A1.6) 

 

with c=(16.15±0.12) ×10-3. 𝑇𝑃𝑅20,10
𝐻𝑇 , the tissue phantom ratio for the fmsr in HT, was measured 

taking the ratio of measurements at 20 and 10 cm depths for a constant source detector distance, 

SDD=85 cm in water using the A1SL chamber. As this is a quality index applicable in the 

framework of TRS 398 4, the corresponding beam quality correction factor, kQ (coincident with 

𝑘𝑄,𝑄0,
𝑓𝑟𝑒𝑓  ) could be used. The kQ for this chamber is tabulated in TRS 398 4. 

For all ionometric measurements, in each of the three approaches, a careful assessment of all 

charge collection influencing quantities as temperature, air pressure, polarity, and ion 

recombination has been done. The corresponding associated uncertainties were estimated. Also, 

detector in-water positioning errors and beam stability have been accounted for in the overall 

uncertainty associated with the determination of reference absolute dose for msr field in HT.  

 

A1.2.2 |  Relative dosimetry – output factors in HT 

Output correction factors for Tomotherapy are tabulated in Table 24, TRS 483 1 for a list of 

suitable detectors to perform small field dosimetry. Those field size dependent corrections, 

𝑘𝑄𝑐𝑙𝑖𝑛𝑄𝑚𝑠𝑟
𝑓𝑐𝑙𝑖𝑛𝑓𝑚𝑠𝑟  account for radiation features characterizing small fields and also for intrinsic 

characteristics of the detectors. So the output factor for a given small square clinical field, Sclin, is 

obtained correcting the measurements ratio between Sclin and fmsr by 𝑘𝑄𝑐𝑙𝑖𝑛𝑄𝑚𝑠𝑟
𝑓𝑐𝑙𝑖𝑛𝑓𝑚𝑠𝑟 : 

 

Ω𝑄𝑐𝑙𝑖𝑛𝑄𝑚𝑠𝑟
𝑓𝑐𝑙𝑖𝑛𝑓𝑚𝑠𝑟 = 

𝑀𝑄𝑐𝑙𝑖𝑛

𝑓𝑐𝑙𝑖𝑛

𝑀𝑄𝑚𝑠𝑟

𝑓𝑚𝑠𝑟
𝑘𝑄𝑐𝑙𝑖𝑛𝑄𝑚𝑠𝑟
𝑓𝑐𝑙𝑖𝑛𝑓𝑚𝑠𝑟  (A1.7) 

 

Table 24 in TRS 483 1 reports those correction factors for different detectors and a range Sclin 

from 0.4 to 8 cm for Tomotherapy machines. The PTW-31016 PinPoint 3D, the 60018 unshielded 

diode and the 60019 microDiamond appear in the referred table. All these detectors have been used 

in the present study, for the measurement of output factors in HT. 
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A set of static irradiation procedures in our HT unit for each of the three field sizes as defined 

by the Y jaws – 1, 2.5 and 5 cm – opening successively 2, 4, 6, 8, 12, and 16 central MLC leaves 

have been created. These settings produced, for each of the defined Y dimension, field widths at 

SSD=85cm of 1.25, 2.5, 3.75, 5, 7.5 and 10 cm. 

The setup for these measurements was SSD=85 cm and the detectors were placed with their 

reference point at 10 cm depth in water, according to the alignment recommendations in TRS 483 
1. Again following the recommendations concerning small fields 1, the field sizes at the 

measurement depth have been estimated through the measured profiles FWHM, for Y. For X, as 

the 50% of maximum dose may be located within the in-field region of the FFF profile, the 

measured width may not correspond to the correct field size and in HT the normalization methods 

proposed for FFF beams for conventional linear accelerators 23,24 cannot be used. The field size for 

X was thus obtained multiplying the nominal width by the scale factor of 95/85 accounting for the 

setup. In HT, the pneumatic binary MLC leaves are either completely closed or open. This way, for 

the created static beams, the field widths in X are uniquely determined by geometry. 

Measuring field size dimensions can be critical in small fields because of the associated effects 
3, so care should be taken on the choice of the detector as well as its alignment. For the configured 

small fields in HT, FWHM of the longitudinal profiles (Y dimension) at 10 cm depth with SSD=85 

cm were measured with the PTW-60019 microDiamond detector. With a sensitive volume of 0.004 

mm³, this detector was considered small enough. The detector was aligned parallel to the beam axis 

in the motorized PTW MP3-T water phantom.  

To use Table 24 in TRS 483 1 the equivalent square field size for each of the configured HT 

small fields was calculated. Given the uneven in-plane (Y) and cross-plane (X) field dimensions, 

the equivalent small field sizes have been calculated by the geometric mean 𝑆𝑐𝑙𝑖𝑛 = √𝑋𝑌 even if 

some of the field sizes are outside the condition 0.7<Y/X<1.4. As referred in TRS 483 1, for those 

cases a larger uncertainty on the output correction factor has to be considered. 

Output factors have been determined for a PTW-31016 PinPoint 3D, a 60018 unshielded diode 

and a 60019 microDiamond, interpolating the field size dependent correction factors 𝑘𝑄𝑐𝑙𝑖𝑛𝑄𝑚𝑠𝑟
𝑓𝑐𝑙𝑖𝑛𝑓𝑚𝑠𝑟  

included in Table 24, TRS 483 1. Each detector was aligned parallel (or perpendicular) to the beam 

axis. Proper central axis correction was applied using the center check module of the beam data 

acquisition software PTW-MEPHYSTO mcc 3.2. As an independent dosimetry free of correction, 

output factors for the same field sizes have been measured using Gafchromic EBT3 film dosimetry, 

following the local protocol referred above. Finally, the A1SL chamber output factors for the same 

field sizes range were determined through measurements at the same depth with the chamber axis 

perpendicular to the beam axis. Comparison with the results of film dosimetry was done to infer 

the possible need for field size dependent output correction factors for A1SL chamber. 

 

 Results 

A1.3.1 |  Reference dosimetry – msr 

Table A1.1 summarizes the results from present work and from literature for the different 

approaches used to assess the beam quality correction factor for the A1SL Exradin ionization 

chamber for reference dosimetry in the HT msr field. Values of the beam quality correction factor 

ranging from 0.9900 to 0.9988 were found in the present work and from 0.9814 to 0.9973 in the 

literature, with different associated uncertainties. 
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Table A1.1 – Beam quality correction factor, 𝑘𝑄𝑚𝑠𝑟𝑄0
𝑓𝑚𝑠𝑟,𝑓𝑟𝑒𝑓

 for the Exradin A1SL chamber obtained by 

different approaches in this work and published in the literature. The average values were calculated as the 

weighted mean of the values obtained in this work and unweighted mean for those in the literature. 

Present work   From literature   Method 

Reference Film dosimetry 0.9978±0.0162 Thomas et al. 8 0.9973±0.002 Monte Carlo 

Cross-calibration (Farmer) 0.9900±0.0129 Zeverino et al. 10 0.997±0.010 Film 

Cross-calibration (PTW-31013) 0.9935±0.0149 Ost et al. 11 0.996±0.012 Alanine 

Through TPR20,10 (10) 0.9988±0.0150 Sterpin et al. 9 0.997±0.002 Monte Carlo 

  Gago Arias et al.2 0.9814±0.019 Alanine 

Mean value 0.9945±0.0073a Mean value 0.9937±0.0046b  
a weighted mean with corresponding associated uncertainty b unweighted mean with estimated uncertainty considering 

a rectangular distribution over the publish values 

 

In the first approach followed in this work, the reported uncertainty (k=2) of 1.6% for film 

dosimetry combines the experimental uncertainty, which includes the contributions of scanner 

reading process (0.2%), the response of different films from the same lot (0.1%), and absolute dose 

calibration (0.6%), with the uncertainty due to the fit of the calibration curve which is around 0.5% 

for the considered dose range 17.  

From the cross-calibrations approach, the main uncertainty associated with each of the two 

derived values is due to the corresponding expanded combined uncertainty of each calibration 

coefficient from the corresponding certificate, with an additional 0.2% due to the correlations 

inherent to the cross-calibration procedure 4. 

In the third approach, using the virtual water slab phantom, and after having confirmed its 

equivalence to water within 0.4% (as referred also by Ost et al. 11), a 𝑇𝑃𝑅20,10
𝐻𝑇  of 0.616 was 

obtained. Using eq. (A1.6), a quality index for the HT hypothetical reference 10×10 cm2 field size, 

𝑇𝑃𝑅20,10(10) of 0.636 was calculated. This quality index was then used to obtain kQ = 0.9988 for 

the A1SL from Table 6.III in TRS 398 4. 

The estimated uncertainty of around 1.5% associated to this approach came from both the 

estimation of beam quality index (0.3% after 22) and from the uncertainty in kQ estimated as 1-1.5% 

in TRS 398 4. In Table A1.2 the different contributions for the uncertainty budget associated with 

the determination of absolute dose for the msr field in HT using an Exradin A1SL chamber are 

presented. 

 

Table A1.2 – Uncertainty budget associated with absolute dose determination using an Exradin A1SL 

chamber with ADCL calibration. 

  A1SL (%) Uncertainty type 

Calibration coefficient 0.7 B 

Beam quality correction factor 0.7 B 

Ambient conditions 0.2 B 

Saturation and polarity corrections  0.2 B 

Positioning 0.2 B 

Precision reading 0.1 B 

Machine stability 0.1 A 

Combined expanded uncertainty (k=2) 2.1  
 

Considering all possible uncertainty sources, a combined expanded uncertainty of 2.1% was 

obtained (with coverage k=2). The calibration coefficient from the certificate and the beam quality 

correction factor 𝑘𝑄𝑚𝑠𝑟𝑄0
𝑓𝑚𝑠𝑟,𝑓𝑟𝑒𝑓

, taken as the weighted mean value from the different approaches, 
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dominate the uncertainty budget (Table A1.2). The ion recombination correction factor was 

measured using the two voltages method and it was estimated to be less than 1.002 whereas the 

polarity effect was negligible for the two A1SL chambers used in this work. Taking into account 

the alert by Palmans et al. 25 that ion recombination can be overestimated in HT, saturation and 

polarity effects have been included as an uncertainty contribution instead of applied as correction 

factors. The uncertainty associated to in-water null point positioning of the chamber was reduced 

from 0.3 mm to 0.1 mm, using the setup megavoltage CT image in HT. Indeed, the MVCT image 

of the chamber at the water level, observed in all possible views (axial, coronal and sagittal) 

associated with a proper zooming and sub-millimetric stepwise motion at the console, enabled a 

reduction of the positioning uncertainty compared to just a visual inspection/assessment of the 

centering of the chamber at the water level. In both procedures a double check by two medical 

physicists was performed. Therefore an associated uncertainty of 0.2% in depth dose was estimated. 

The electrometer reading scale added an estimated uncertainty of 0.1% and the machine stability 

was estimated to contribute another 0.1% through the relative standard deviation of repetitive 

measurements in the msr HT field. 

The msr in HT for which reference dosimetry is defined in TRS 483 1 corresponds to a static 

delivery. However, Accuray uses as reference a dose plan corresponding to a rotational/helical 

output to validate the beam modelling in the dedicated TPS. This plan configures a plan class 

specific reference in the terminology of the Alfonso et al. formalism 3 and TG-148 6, as already 

referred in the introduction. It must be stressed that a perfect agreement between helical and static 

deliveries is assured and maintained, which is also reported in the literature 10,12. Nevertheless, a 

factor of 1.003±0.8% is proposed in TG-148 6 to be used to convert static msr field dose into pcsr 

dose. The product of 𝑘𝑄𝑚𝑠𝑟,𝑄0
𝑓𝑚𝑠𝑟,𝑓𝑟𝑒𝑓

 obtained in the present work by this factor of 1.003 equals 

0.9975±0.0108, which validates the Accuray practice for absolute dose determination in rotational 

mode of not correcting the A1SL chamber reading for beam quality. 

 

A1.3.2 |  Relative dosimetry – output factors in HT 

For the 18 small fields configured with the binary MLC in HT, the measured FWHM of the 

longitudinal profiles (Y dimension) differed on average 0.4±0.3 mm from the nominal value. Table 

A1.3 presents the equivalent clinical square fields (Sclin) obtained by equating the field dimensions 

(X and Y) to √𝑋𝑌 as recommended in TRS 483 1 even if for the shadowed cells the ratio Y/X is 

outside the stated interval [0.7;1.4]. 

 

Table A1.3 – Equivalent square fields calculated by √𝑋𝑌, where X is the geometric value of the horizontal 

upper entry times the scale factor 95/85 and Y is the measured longitudinal FWHM at 10 cm depth of the 

three field sizes on the vertical left entry. Shadowed cells correspond to Sclin where the ratio Y/X is outside 

the interval [0.7;1.4]. 

Sclin (cm2) 1.25 2.5 3.75 5.0 7.5 10 

1 1.26 1.78 2.18 2.52 3.09 3.57 

2.5 1.98 2.80 3.43 3.96 4.85 5.60 

5 2.82 3.98 4.88 5.63 6.90 7.96 

 

Considering the film output factors as free of corrections, output factor percentage differences 

from EBT3 film are plotted in Figure A1.1. The output factors for the PTW-60019 microDiamond, 

the 60018 unshielded diode and the 31016 Pinpoint 3D were calculated accounting for field size 

corrections interpolated from Table 24 of TRS 483 1. The average difference from film, over these 
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three detectors and all field sizes was 0.3±0.9%. Majorating the uncertainty associated with the 

reported output correction factors, as recommended by TRS 483 1 for elongated field sizes (see also 

the Discussion section), and taking into account the uncertainty associated with film measurements, 

we can conclude that all measurements are within agreement. 

For the A1SL ionization chamber (not contemplated in Table 24 of TRS 483 1) the average 

uncorrected output factor difference from Gafchromic EBT3 film is 0.0±0.7% therefore it can be 

assumed that the output factors for the A1SL chamber need no correction. 

 

 

Figure A1.1 – Output factor percentage differences from EBT3 film, for the 18 configured fields in HT for 

the Exradin A1SL, the PTW-60019 microDiamond, the 31016 PinPoint 3D, and the 60018 unshielded 

diode detectors. 

 

 Discussion 

A1.4.1 |  Reference dosimetry – msr 

Three different approaches have been followed to estimate a beam quality correction factor for 

the A1SL ionization chamber at msr field in HT as this is not reported in TRS 483 1. Absolute film 

dosimetry was the first approach as an alternative from not having a direct calibration coefficient 

for the chamber at the quality of the msr field in HT. The film calibration curve was obtained 

through the irradiation of film strips with known doses, at reference conditions for a 6 MV photon 

beam in a Siemens Oncor Avant-Garde linac. This methodology was also followed by Zeverino et 

al 10. They determined the beam quality correction factor for different ionization chambers, 

including the A1SL, under HT msr conditions using EBT2 film. They have irradiated the calibration 

strips on a Varian 2100C/D linac with a 6 MV, 10×10 cm2 field. In the present work, using the 

well-established local film dosimetry protocol with multichannel correction the beam quality 

correction factor for A1SL was obtained. The associated estimated uncertainty accounted for both 

the experimental and the fit uncertainties, following Devic et al. 17.  
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The second approach consisted of using two reference chambers – PTW-30013 Farmer  and 

31013 Semiflex 0.3 cc, for which a generic 𝑘𝑄𝑚𝑠𝑟
𝑓𝑚𝑠𝑟,𝑓𝑟𝑒𝑓

 figures in TRS 483 1, to cross-calibrate the 

A1SL chamber. The estimated uncertainty associated to this approach accounted for the inherent 

correlation due to the use of two chambers 4 irradiated in the same setup. 

Finally, the concept of a hypothetical reference 10×10 cm2 field size was used to reach a beam 

quality correction factor for the A1SL chamber in HT. In this approach a 𝑇𝑃𝑅20,10
𝐻𝑇 =0.616 was 

measured as a first step to calculate the quality index of the hypothetical reference field as 

𝑇𝑃𝑅20,10(10)=0.636. Bailat et al. 13 reported a value of 0.619 for 𝑇𝑃𝑅20,10
𝐻𝑇  which was converted 

into 𝑇𝑃𝑅20,10(10)=0.629, following Jeraj et al. 26, which agrees with our derived value within 

1.1%. Also Ost et al. 11 found a 0.631 value for 𝑇𝑃𝑅20,10(10) which is even closer to the one 

obtained in this work. Strictly speaking, for the application of eq. (A1.5) to FFF beams, 𝑘𝑄,𝑄0,
𝑓𝑟𝑒𝑓

 

should be replaced by the product of two factors. This would account for the difference between 

the response of the ionization chamber in the hypothetical reference FFF beam of quality QFFF = Q 

and that in a beam with flattening filter (WFF) with beam quality QWFF, for which the beam quality 

index is the same as for the beam quality Q. The main issues that may lead to the differences in 

𝑘𝑄,𝑄0,
𝑓𝑟𝑒𝑓

data between WFF and FFF beams are differences in water to air stopping-power ratios, 

perturbation effects and volume averaging due to the difference in charged particle spectra and the 

non-uniform beam profile of FFF beams. Data in the literature is scarce concerning these effects as 

noticed in TRS 483 1. Given the slow variation of other correction factors with beam quality, the 

assumption that they are the same for FFF and WFF beams was estimated to result in an additional 

uncertainty contribution of not more than 0.1% (TRS 4831). The uncertainty associated with this 

approach for the determination of the quality correction factor of the A1SL is sufficiently large to 

account for this contribution. 

Calculating the weighted mean from all the approaches, a value of 0.9945±0.0073 was obtained 

for the beam quality correction factor of the A1SL chamber agreeing with the mean of 

𝑘𝑄𝑚𝑠𝑟,𝑄0
𝑓𝑚𝑠𝑟,𝑓𝑟𝑒𝑓

values taken from literature, estimated as 0.9937±0.0046 (Table A1.1).  

Published values in Table A1.1 for the beam quality correction factor for the A1SL chamber in 

HT are based in the first approach followed in the present work. In fact, all the referred works used 

independent methodologies, either experimental (film 10 and alanine 11,12) or calculated (MC 8,9). 

The uncertainty for each of the published correction factors varies from 0.2% for MC calculations 

to almost 2% for alanine dosimetry.  

An unweighted mean over the published values has been calculated. Assuming a rectangular 

distribution, the estimated associated uncertainty corresponded to L/√3 where L is the half-width 

of the data range. Also in TRS 483 1 stated uncertainties in published papers were ignored and the 

assumptions made concerning the estimation of uncertainties are well described in Appendix II. 

Following once more the rationale of TRS 483 1, we decided to use the recipe. In fact, computing 

the weighted mean of the five published values in Table A1.1, would derive an associated 

uncertainty strongly dominated by the unrealistic small uncertainties reported by MC simulated 

values. These are just statistical uncertainties, not taking into account other contributing uncertainty 

factors present in calculations as the influence of transport parameters, geometry description or the 

MC system used. Concerning the three approaches followed in the present work, we could take 

control of all estimated uncertainties so the weighted mean and associated global uncertainty was 

a valid option. Anyway, we could also have included our results into the data range with the 

published ones. Taking the average of all the nine values in Table A1.1, and considering again a 

rectangular distribution, which attributes to each of the values the same probability of being the 
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“correct” beam quality correction factor for the A1SL chamber, we would obtain 0.9943±0.0051. 

This could also be considered the global result of the present work. 

 

A1.4.2 |  Relative dosimetry – output factors in HT  

A set of different detectors has been used in this work, following the TRS 4831 recommendation 

of using different types of detectors so that redundancy in the results can provide more confidence 

in performing small field dosimetry. 

In this context, an exercise was carried out in order to explore and compare small fields output 

factors in HT which had the ultimate aim of reassuring the correct progress from reference 

dosimetry to relative dosimetry with the A1SL chamber in HT.  

Concerning the calculation of equivalent small clinical field sizes, the way Y and X field sizes 

were determined should be justified. Due to the effect of penumbra overlap in conventional linear 

accelerators, for field sizes smaller than the charged particle lateral diffusion distance, the measured 

FWHM overestimates the field size 1. For our HT, we have estimated the lateral charged particle 

equilibrium range as 9.4 mm. So the profile widths would considerably differ from geometrical 

field sizes for field sizes smaller than 1.9 cm. From the measured FWHM of the Y profiles, where 

the smaller geometrical field size is 1.1 cm at the measuring depth, we have measured FWHMs that 

differed less than 0.2 mm from the nominal value which may come from the different collimation 

geometry in HT. For the smallest X profile, the nominal value at the measuring depth was 1.4 cm 

corresponding to 2 open leaves. As the binary MLC in HT is below the jaws, the effect of penumbra 

overlap will be lower. These two facts (larger field size in X and MLC positioning along the beam 

line) justifies the argument of using just geometry to define the width of the X profile.  

Taking into account the considerations from Appendix II of TRS 483 1, the tabulated values of 

the field size dependent output correction factors are weighted mean values from MC simulations 

and experimental data, for linac 6 MV photon beams. Combined expanded uncertainties with 

coverage factor k=2 have been considered. Global values of relative standard uncertainties for 

detector groups are also published in Table 37 of that appendix, for the same range of equivalent 

square field sizes, 0.4 to 8 cm, from where the interpolated values used in this work have been 

obtained. For HT machines the same fitting parameters for 6 MV beams have been considered in 

TRS 483 1 with proper normalization to the msr field. For the PTW-60019 microDiamond and the 

60018 unshielded diode, the uncertainties range from 0.9% at 0.4 cm field size to 0.3% at 5 cm 

field size. For the PTW-31016 PinPoint chamber, included in the micro IC group, the uncertainties 

range from 3.2% at 0.5 cm field size to 0.4% at 5 cm field size. Having in mind that most of the 

equivalent square small fields configured in HT for this work do not respect the field size interval 

for the Sclin calculation, a higher uncertainty associated to the output correction factor was 

considered, as recommended.  

Considering the film output factors as free of corrections, the field size dependent correction 

factors for the Exradin A1SL have been calculated. Taking into account both the film uncertainty 

and the measurement influencing quantities, the output correction factors for the A1SL chamber 

for the considered field size range are compatible with unity. This means that the ratios of A1SL 

chamber readings do not need further correction in order to be taken as output factors for the 

considered small clinical field sizes when normalized to the msr field in HT. 
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 Conclusions 

Exradin A1SL is the standard reference chamber included in the HT dosimetry package. Facing 

the lack in TRS 483 of a generic beam quality correction factor to account for quality and geometry 

of the msr field in HT for this ionization chamber, different approaches were followed tracking the 

concepts and recommendations of TRS 483 through: i) independent film dosimetry; ii) cross-

calibration with reference chambers; iii) 𝑇𝑃𝑅20,10(10) of the hypothetical 10×10 cm2 reference 

field corresponding to the HT beam quality and using the TRS 398 kQ factor. All three approaches 

led to a weighted mean value for the beam quality correction factor for reference dosimetry in HT 

with A1SL chamber of 0.9945±0.0073, agreeing with other averaged value from published results 

based on Monte Carlo simulations, alanine or film independent dosimetry. A combined expanded 

uncertainty of 2.1% with coverage factor of k=2 was derived for reference static dosimetry with the 

A1SL chamber in the HT machine. These results validate the Accuray practice of not correcting 

the A1SL chamber reading for quality when performing absolute dose determination of the 

reference calibration plan in rotational mode. In fact, the derived 𝑘𝑄𝑚𝑠𝑟𝑄0
𝑓𝑚𝑠𝑟,𝑓𝑟𝑒𝑓

 multiplied by a 

conversion factor from static to rotational references is compatible with unity within 1%. 

For relative dosimetry in HT machine, eighteen small fields were configured. Output factors 

for these small fields, having fmsr as reference, were measured for a PTW-31016 PinPoint 3D, a 

60018 unshielded diode, a 60019 microDiamond, a Exradin A1SL chamber, and Gafchromic EBT3 

film. Field size dependent output correction factors for the calculated equivalent square field sizes 

were interpolated from published values in TRS 483. Given the level of uncertainty, all 

measurements were within agreement. Considering film output factors as free of corrections, the 

ratio of the A1SL chamber measurements for the small clinical field sizes relative to the msr field 

in HT can be taken as output factors, needing no further corrections. 
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 Background and Objective 

Helical Tomotherapy (HT) is a pre-commissioned equipment. The pre-installed beam model 

only needs to be verified by the customer as part of commissioning process. With the aim of 

supporting medical physicists in this task, the AAPM Task Group 148 report was published in 2010 

[1]. The joint IAEA and AAPM international code of practice (CoP) for small static fields dosimetry 

– TRS 483 [2] – builds on the established reference dosimetry and extends it to non-reference fields 

by introducing the concept of machine specific reference (msr) field. 

To report the local procedures for independent verification of the pre-installed beam model – 

gold standard (GS) dosimetry in HT – was the aim of the present work.  

 

 Methods 

The standard HT quality assurance package includes: 2 ionization chambers Exradin A1SL, 

one TomoElectrometer with 8 channels and a 2D TomoScanner water tank, all from Standard 

Imaging. The longitudinal and transverse dose profiles as well as the percent depth doses for the 

three field sizes – 1, 2.5 and 5 cm length – are measured by Accuray during the installation process 

with the 2D TomoScanner water tank, and compared to the GS dosimetry corresponding to the pre-

installed beam model. Beam adjustment is assessed through 1D gamma-function analysis where 

the Accuray tolerances are set at: i) 2% Dose Difference/1% Distance-To-Agreement (which 

converts to 0.25 mm for the 2.5 cm field size profile at isocentre, for instance) for longitudinal 

profiles at 15 mm depth; ii) 2%/1 mm for transverse profiles also at 15 mm depth and iii) PDD 

analysis is based on dose ratio with tolerance of 2% from 10 to 200 mm depth. Full width at half 

maximum (FWHM) of longitudinal profiles should also be within 1% of the correspondent length 

in GS. For transverse profiles, it is the full width at 25% maximum (FWQM), also at 15 mm depth, 

that should be within 1% of FWQM of the corresponding GS profile. 

The local dosimetry package included a MP3-T motorized water phantom from PTW, with the 

aim of being independent from Accuray procedures. Using MP3-T with the beam data acquisition 

software MEPHYSTO mcc 3.2 and the standard A1SL ionization chamber, dose profiles measured 

at installation have been repeated and compared with GS curves. To further enhance independency 

the measurement of the same profiles was repeated using the PTW 31016 PinPoint 3D chamber in 

orthogonal alignment and using the standard PTW detector holder for the MP3-T phantom.  

For dose calibration the msr concept has been used and an independent dosimetry audit was 

carried out by an IAEA expert.  

 

 Results and Discussion  

PDD results for the two data sets – using A1SL and PTW 31016 PinPoint 3D chambers with 

the PTW MP3-T motorized water phantom – were within 1% to the GS using the 2D TomoScanner, 

well below the required Accuray ratio criteria of 2% PDD ratios. 

Longitudinal profiles for the three field sizes – 1, 2.5 and 5 cm – using both chambers complied 

almost everywhere with the 1%/1 mm distance-to-agreement gamma criteria when GS is taken as 

reference, except in a limited region outside the larger field, where the standard 2% dose criterion 

was required. 

Transverse profiles exhibiting the FFF characteristic cone-shape were measured with all MLC 

leaves open which corresponds to 40 cm width at isocentre. FWQM of these profiles at 10 cm depth 
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met 1% tolerance from GS for both measurement sets, even at a deeper depth than 15 mm as 

required by acceptance testing procedure (ATP) for this parameter. 

For absolute dose calibration the percent deviation from the external audit dosimetry system 

was 0.2%. 

 

 Conclusions 

The installation of a helical Tomotherapy machine and the publication of the CoP TRS 483 

motivated the presented work. Independent verification of the pre-installed beam model in HT was 

reported and proven to be in closer agreement than the Accuray acceptance tolerance levels. The 

independency from Accuray procedures was based both in a different water phantom, the PTW 

MP3-T with standard ionization chambers (Exradin A1SL) and using non-standard detectors like 

PTW 31016 PinPoint 3D.  

This is the first dosimetry results presented for HT using the MP3-T, although other phantoms 

have also been tested [3].  
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