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Abstract

 

We propose a five regression models’ system to 
classify music emotion. To this end, a dataset 
similar to MIREX contest dataset was used. 
Songs from each cluster are separated in five sets 
and labeled as 1. A similar number of songs from 
other clusters are then added to each set and 
labeled 0, training regression models to output a 
value representing how much a song is related to 
the specific cluster. The five outputs are 
combined and the highest score used as 
classification. An F-measure of 68.9% was 
obtained. Results were validated with 10-fold 
cross-validation and feature selection was tested. 

1.  Background 

In the last decades we have seen a tremendous growth in 
the music industry, increasing the interest of research in 
areas like music information retrieval (MIR). However, 
mood emotion recognition (MER) is still a complex and 
vastly unexplored field, in part due to the subjectivity 
associated with emotions and the ambiguity regarding its 
description. Additionally, it is not yet well-understood 
how and why music elements create specific emotional 
responses in listeners (Yang et al., 2008). 

To the best of our knowledge, the first paper on MER was 
published in 2003, by Feng et al. (2003). The majority of 
following research works (e.g. Yang et al., 2008; Yang et 
al., 2004; Lu et al., 2006), proposed similar classification 
approaches, experimenting with different sets of features, 
mood taxonomies, number of classes and datasets. 

One of the main issues in the field is the lack of a 
standard dataset with audio clips and emotional 
information. Due to this fact, each author presents results 
based on his own dataset, making it impossible to 
compare results obtained between different studies. 

In order to address this problem, an annual evaluation 
campaign for MIR where researchers can compare their 
algorithms was created (MIREX), using a collection of 
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600 audio clips divided in five clusters. However, the 
dataset is exclusive to the MIREX contests, thus 
unavailable to anyone. In latest edition, the best audio 
MER algorithm achieved an accuracy of 64%
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 (Want et 

al., 2010), highlighting once more the complexity and 
room for improvement. This result was one of the  

2.  Methodology 

In this work, we propose a strategy where one 
classification model for each cluster is trained (a total of 
five), outputting a percentage. The percentages are then 
combined and the cluster with the highest score is used as 
the final result. Tests are conducted recurring to a 
previously gathered dataset, created with a similar 
configuration to the MIREX dataset. 

2.1  Audio Feature Extraction 

A dataset of 903 WAV clips organized in five clusters, 
similarly to the MIREX was used. This dataset and user 
annotated clusters were gathered from the Allmusic
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database, relatively balanced between clusters. 

The feature extraction process was done resorting to three 
different audio frameworks: PsySound (11), MIR 
Toolbox (177) and Marsyas (65), extracting a total of 253 
features, normalized to the [0, 1] interval. PsySound and 
MIR Toolbox are MATLAB toolboxes, while Marsyas is 
a fast C++ audio analysis framework specific for MIR 
applications. Although some authors have already studied 
relevant musical attributes for mood analysis (Friberg, 
2008), many are still to be implemented. This is due to the 
difficulty to extract them or not being fully understood 
and requiring further studies. 

2.2  Classification System 

A combination of five different regression models was 
used to predict a song’s cluster. To this end, songs were 
divided by cluster in five distinct datasets and labeled 1. 
To each dataset, an equal number of songs from other 
clusters were added and labeled 0. As an example, dataset 
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three consisted of 215 songs from the third cluster, 
labeled as 1, and 215 from the other clusters, labeled as 0. 
This dataset is then used to train a regression model, 
outputting a percentage of how related a test song is to the 
third cluster. The five outputs are combined, selecting the 
highest score as the classification (top1). The accuracy of 
the system using the best two scores (top2) was also 
measured. 

To ensure the validity of the experience, 20 repetitions of 
10-fold cross validation were used. To this end, each of 
the five datasets is divided in 10 folds, using nine folds to 
train the respective regression model. The remaining folds 
are combined in a global test data set, and used to test the 
output of the complete system. In order to reduce the 
number of features, the RReliefF algorithm was tested, 
selecting a smaller set of features for each regression 
model.  

3.  Results 

The used dataset was built based on the known 
characteristics of the MIREX dataset. Still, they are 
different and results must be analyzed with this in mind. 
We believe that this dataset is harder than the MIREX 
data set, based in the Marsyas in MIREX 2010 results and 
testing the same features in the collected dataset, which 
were 10% lower. However, to confirm this, the same 
exact system must be tested in a future MIREX contest. 

In terms of classification, the proposed system obtained 
an F-measure of 68.9%, with 69.2% precision and 68.8% 
recall. These results are a considerable improvement 
when compared with our tests using a single classification 
model (F-measure of 47.2%). It also surpasses the best 
results for mood classification in MIREX 2010. Although 
the data sets are different, it may indicate the possibility 
of an interesting result in a future edition. As for feature 
selection, a highly reduced set of features was obtained. 
Still, the results would also drop by 12%, when compared 
to a bigger set of features. 

Table 1. Confusion matrix obtained with the best settings. 

  PREDICTED 

  C1 C2 C3 C4 C5 

A
N

N
O

T
A

T
E

D
 C1 72.4% 8.9% 3.9% 7.1% 16.3% 

C2 7.1% 66.1% 6.0% 9.8% 6.0% 

C3 4.6% 9.5% 77.3% 10.2% 7.2% 

C4 8.4% 11.8% 10.0% 68.3% 8.6% 

C5 7.5% 3.7% 2.8% 4.6% 61.9% 

Finally, precision results using the top2 clusters rose to 
almost 85%. This was done in order to test a previously 
identified semantic and acoustic overlap between clusters 
1-5 and 2-4 (Laurier, 2007) in the MIREX dataset. 
Although not clearly visible, the confusion matrix 
presented in Table 1 indicates this, with 16.3% of songs 
from cluster 1 being identified as cluster 5. 

4.  Conclusions 

When comparing with previous studies and MIREX mood 
contest results

3
, this approach obtained comparable or 

even better results of 68.9%.  Still, due to dataset 
differences, especially in the annotation process, results 
cannot be trivially compared. In order to solve this issue 
and to get an acceptable idea of the similarity between 
both datasets and how the system will perform, 
participation in the next MIREX mood classification 
contest is being considered. 
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