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Abstract 

   Actions get us closer to accomplishing the goals we set, given any context that is 

presented to us. Choosing the most appropriate one, based on the context we 

encounter, is important for improving the odds of attaining our goals, while its proper 

execution is crucial to efficiently handle the requirements we face. Thus, purposive 

behavior depends not only on the ability to select the most suitable action, but also on 

its proper initiation and execution.    

      The neuronal circuits underlying these processes are still not fully understood 1. 

The primary motor cortex (M1) and the basal ganglia (BG) are neuronal areas thought 

to be involved in the generation of movement, with the M1 being the main driver for 

activity in the largest BG input nucleus, the striatum. Specifically, M1 is mainly linked to 

functions involving the control, planning and commandment of the action to be exerted 

2–5, while the striatum is known to be majorly involved in the proper initiation and 

execution of actions 6,7. Additionally, the striatum has been suggested to exert a role in 

what concerns the selection of the actions to be executed 8–10, since most of its 

anatomical features properly match the requirements for the performance of the action 

selection process at a neuronal level. Furthermore, the M1 may play an important role 

in this process as well, as suggested in models that propose that the close interaction 

between this cortical region and the striatum is essential to correctly perform the 

selection of actions. In detail, the M1 is suggested to provide motor plans to the 

striatum, from which the latter selects the more appropriate one after evaluation, while 

also integrating BG feedback, which may update the same motor plans previously 

submitted. However, studies simultaneously describing the effect that M1 and striatum, 

together, may have on this process and for the initiation and execution of actions, are 

still lacking. This scarcity prevents the comprehension of which stages are assigned to 

which region.   

    To shed light on this topic, the project developed for my Master thesis aimed at 

characterizing the role that M1 and dorsolateral striatum (DLS) possess in the control 

of action initiation, execution and selection. To assess it, we performed optogenetic 

inhibition experiments, using a last generation inhibitory opsin, by manipulating M1 and 

DLS on mice performing a probabilistic three-alternative-choice task. Behavioral 

analysis assigned a delay on action initiation after DLS or M1 inhibition, while also 

revealing the involvement of M1 in the proper execution of the action. Finally, DLS 

inhibition prior to action initiation led to significant changes in the actions selected by 

mice in the subsequent trials, an effect not observed after M1 manipulation.    

         Overall, this study presents a solid case for the involvement of DLS on both 
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action initiation and selection, while the appropriate timing to initiate and execute an 

action seems to be linked to M1 activity. 

Keywords: action selection; striatum; primary motor cortex; action initiation; action 

execution; optogenetics. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



7 
Rodrigo Ferreira Martins 

Resumo 

As acções deixam-nos mais próximos de alcançar os objectivos que definimos, face 

a qualquer contexto que nos é apresentado. Escolher a mais apropriada, com base no 

contexto com que nos deparamos, é importante para melhorar as probabilidades de 

alcançarmos os nossos objetivos, enquanto a sua execução adequada é crucial para 

lidarmos eficientemente com as exigências que encontramos. Consequentemente, 

comportamento deliberado depende não só da habilidade de selecionar a ação mais 

indicada, mas também da sua adequada iniciação e execução.  

    Os circuitos neuronais subjacentes a estes processos ainda não são totalmente 

compreendidos 1. O córtex motor primário (M1) e os gânglios basais (BG) são áreas 

neuronais que se pensa estarem envolvidas na geração de movimento, sendo o M1 o 

principal responsável pela atividade no maior núcleo da BG, o estriado. 

Especificamente, o M1 está principalmente ligado a funções que envolvem o controlo, 

planeamento e comando das ações a serem tomadas 2–5, enquanto o estriado é 

conhecido por estar essencialmente envolvido na iniciação e execução apropriadas de 

uma ação 6,7. Adicionalmente, é possível que o estriado exerça um papel no que diz 

respeito à seleção da ação a ser executada 8–10, dada a extensão das suas 

características anatómicas que coincidem com grande parte dos requisitos para a 

performance do processo de seleção de uma ação a um nível neuronal. Além disto, o 

M1 pode igualmente desempenhar um papel importante neste processo, como 

sugerido em modelos que propõem que a interação próxima entre esta região cortical 

e o estriado é essencial para realizar correctamente a selecção de acções. Em 

detalhe, é sugerido que o M1 providencie planos motores para o estriado (dos quais 

este selecciona o mais apropriado após avaliação), sendo que também integra BG 

feedback, o qual pode actualizar os planos motores previamente submetidos. No 

entanto, estudos que descrevam simultaneamente o efeito que a atividade do M1 e do 

estriado, em conjunto, possam ter neste processo e para a iniciação e execução de 

ações, ainda são escassos. Esta escassez impede a compreensão de quais estágios 

são resultado de que região.  

    Para clarificar este tópico, o projecto desenvolvido para a minha tese de Mestrado 

ambiciona caracterizar o papel que o M1 e o estriado dorsolateral (DLS) possuem no 

controlo da iniciação, execução e selecção de uma acção. Para avaliar estes efeitos, 

realizámos experiências optogenéticas inibitórias, usando uma opsina inibitória de 

última geração, ao manipularmos o M1 e o DLS de ratinhos que realizaram uma tarefa 

probabilística de três escolhas alternativas. Análise comportamental revelou um atraso 
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na iniciação de uma ação após inibição do DLS ou M1, ainda revelando o 

envolvimento do M1 na execução apropriada da ação. Por fim, a inibição do DLS antes 

da iniciação da ação levou a mudanças significativas nas ações selecionadas por 

ratinhos nas tentativas subsequentes, um efeito não observado após manipulação do 

M1.  

     Globalmente, este estudo apresenta um caso sólido para o envolvimento do DLS 

na iniciação e seleção de uma ação, enquanto o timing apropriado para a execução de 

uma ação aparenta estar relacionada com atividade do M1. 

 

Palavras-chave: Seleção de uma ação; estriado; córtex motor primário; iniciação de 

uma ação; execução de uma ação; optogenética. 
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1. Introduction 

1.1 Action and movement 

An action can be described as any sort of intentional and conscious activity exerted 

by an agent to achieve a particular goal. A cornerstone for its completion is movement, 

which we regularly use on a daily basis. To increase the odds of achieving these goals, 

proper movement performance is essential, with goal and execution being intimately 

related to fulfill our needs.   

     For example, when we feel thirsty, our immediate need is to be satiated and 

therefore we will get a cup of water. To reach for it, the execution of the motion to get 

the cup of water has to be adequate, so that the cup does not fall or tilt in a way that 

causes the water to spill. However, preceding the act of attaining what we intend, the 

planning and selection of the action we subsequently want to execute is equally 

important. Having in mind the last scenario, past events assure us that the best way to 

grab the cup of water is with our dominant hand, in a precise manner, since previous 

experiences have provided us the information to know the most efficient way to grab it. 

On a broader scale, to cleanly perform these processes of planning and selection we 

evaluate, comprehend and interact with our surroundings, obtaining contextual 

information that ultimately helps us to select the most appropriate action to execute. 

     Nevertheless, since the environment surrounding us is constantly changing, to 

select and execute an action is a feat persistently put to the test, since the plans on 

how to act to meet our goals are continuously switching. If after the event previously 

described a sound surges behind us, we could possibly turn around to locate the 

source of the noise. In a short time-interval, two extremely distinct movement activities 

are performed to match two completely different goals. The action selection process is 

crucial, since it allows us to behave quickly and efficiently in face of the diversity of 

changes and problems that consistently arise, which requires high decision-making 

performance. 

Although motor output is a concept present in our every-day lives, understanding the 

full picture of the chain of processes that enables it is still challenging 1. In what we can 

call the final stages of the neuronal circuitry of action, it is assumed that movement is 

elicited by spinal cord interneurons’ activity, which output information to motor neurons 

11–13. These spinal circuits are viewed as the executive modules that drive the body to 

produce the commands formed in the brain, requiring upstream directives for the 

generation of motor patterns. Positioned in a rostral position to the spinal cord, the 
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brainstem forms direct pathways with its downstream structure, and its neuronal 

populations are viewed as effectors for the commands assimilated in spinal cord 

circuits 14. 

The brainstem was first thought to be a mere relay center to convey the motor plans 

formed in higher brain areas to the spinal cord. However, a myriad of basic motor 

functions assigned specifically to its neuronal populations have been discovered, such 

as locomotion, breathing and posture, among others 15. However, despite its 

involvement in a vast array of behaviors, its functions seem to be restricted to rhythmic, 

strictly executional, outputs. It seems that, at this level, the processes underlying motor 

behavior only concern its executional aspect, but do not participate in higher-level 

processing necessary to correctly plan what action should be exerted, and when it 

must be performed.  

Brain areas in charge of these processes must be located upstream to the 

brainstem, presenting descendent pathways to this region in order to communicate 

these high-order commands. M1 and the BG fit this description in anatomical terms 16–

18, while also sharing connectivity principles at different levels (M1 sends inputs to the 

BG, while the latter sends feedback projections to M1, among other cortical regions, via 

thalamus), suggesting that the completion of higher-order functions related to action 

may be the result of this crossed interaction.  

Much of what is known concerning their roles in action and movement match those 

required to properly initiate the action process. The M1, although its functions are still 

not totally clear, is thought to be involved mainly in motor control, planning, learning 

and commanding 3,19–21, while the activity  of the main nucleus of the BG, the striatum, 

is responsible for proper initiation and execution of actions 6,7,22, movement dynamics 

23, and to determine the vigor of the movements exerted and the commitment to 

perform them 24–26. Additionally, the ties linking the striatum to movement are 

particularly evident when observing the plethora of movement disorders related with 

striatal dysfunction, ranging from hypokinetic disorders, such as Parkinson’s disease 

(PD), to hyperkinetic disorders, as the case of Huntington’s disease (HD) 27. More so, 

corticostriatal dysfunction seems to be a central piece in the development of obsessive-

compulsive disorder (OCD), which is characterized by difficulties in controlling when 

and what to act and to disengage from the action under performance 28,29. 

It is important to highlight the absence of the assignment of an action selection role to 

either M1 or striatum in these last sentences. The identification of which region is 

responsible for this process (or if it is a combinatory role between these two areas), 

and the mechanisms that underlie it are still poorly understood.   

Considering the requirements for proper action selection mechanisms in light of the 
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environment’s complexity that animals face, the brain region in charge of such 

functions must fulfill a list of requirements. First, it must be in a position to which is 

provided a massive amount of inputs encoding different sets of information, due to the 

necessity of evaluating relevant information for the execution of actions that are 

appropriate in a particular context.  Also, it must present an architecture that not only 

exerts an effect in brain areas known to play a role in motor functions, but that also 

hints at the ability to switch actions in a way that matches the requirements the 

environment presents, for the selection of the most effective and correct behavior in 

each context.   

Since it fills the aforementioned requisites, the striatum evolved from promising to 

primary candidate to what concerns a role in the action selection process 8–10,30,31. 

Receiving motor plans from M1, striatal activity would be required to select the most 

appropriate plan and commit to execute it, disinhibiting downstream brainstem motor 

centers. Moreover, the feedback projections from the BG to M1 suggest that the 

striatum can influence the selection of future actions, through modulation of cortical 

activity 32,33. Nonetheless, despite this hypothesis, the lack of experimental evidence 

connecting striatal activity and an effect on action selection continues to stall the 

concept that the striatum is indeed involved in this process.   

Moving from theory to practice, manipulating striatal neuronal activity on animals 

performing an action selection task may constitute a step towards a more 

comprehensive understanding concerning this topic. Furthermore, in the event that the 

striatum is responsible for the process of action selection, it is also important to 

evaluate M1 activity under the same challenge, since M1: 1) is thought to convey 

information concerning motor plans to the striatum, with this input being crucial to 

initiate striatal activity, and 2) its activity is modulated by BG feedback and is likely to 

update its action-related content and consequently project it back to the striatum and 

downstream motor centers. Simultaneously studying the activity of M1 and striatum, 

upon conditions that trigger the action selection processes at neuronal level, may give 

insight about the functionality of the connectivity between these two areas respective to 

this process. Furthermore, assessing the importance of M1 and striatum in the same 

parameters is necessary to consolidate and clarify at what level both areas participate 

in action generation. Functions in initiation and execution of actions have been 

attributed to both areas, and both seem intrinsically related to an action selection role. 

However, studies describing their effect on these functions under the same parameters 

are scarce.  

Therefore, in this project we evaluated the roles of M1 and striatum on action 

initiation and execution by analyzing the importance of their activity on the timing to 
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initiate and execute actions, while also evaluating their participation on action selection, 

by assessing their contribution to behavioral switching. To study the possible effects of 

M1 and striatum on these functions, we developed an action selection task that allows 

the analysis on the contribution of both areas on each of these action processes, under 

the same behavioral conditions. 

 

1.2 Striatum 

 

The striatum is a neuronal area included in a wider region of subcortical nuclei 

known as the BG. The largest input nucleus of the BG, the striatum projects 

downstream to other BG nuclei, such as the internal and external segment of the 

globus pallidus (GPi and GPe, respectively) and the substantia nigra pars reticulata 

(SNr) 34–36 (Figure 1). 

 

 

 

Figure 1 – Basal ganglia position within the mouse brain.  

              The basal ganglia comprise a wide number of subcortical nuclei, including the 

striatum, the GPe and GPi, the subthalamic nucleus (STN) and the SNr. Adapted 22.  

 

Subjects with neurological disorders related to disturbances and malfunctioning of 

the BG present abnormal behavioral outputs in terms of movement 27, with the striatum 

being at the epicentre of such problems. Imbalanced striatal activity is strikingly 
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implicated in disorders characterized by inappropriate movement kinetics, ranging from 

hypokinetic to hyperkinetic disorders such as PD and HD 37–42, respectively, while 

disturbances in its activity have also been linked to disorders in the neuropsychiatric 

field like OCD or attention deficit hyperactivity disorder (ADHD) 29,43–49. Given the 

behavioral outputs observed in these disorders, it is intuitive to consider the striatum as 

an essential structure in the performance of motor functions. 

However, it is interesting that such a distinct variety of motor behaviors, arising from 

these disorders, have as their common source the malfunction of the same neuronal 

area. This observation puts in question how the striatum has an effect on such a broad 

and distinct repertoire of movement’s aspects, participating both in action performance-

related functions and cognitive aspects of action generation.  

To comprehend what underlies this versatile impact, a description of the main 

characteristics of the striatum will be provided throughout these next set of 

subchapters, clarifying the ties between striatal activity and its effect on action 

processes, while contextualizing the idea that an action selection role may be attributed 

to striatal activity.  

 

 

 

1.2.1 Anatomy and circuitry 

 

Anatomically, the striatum is composed by the caudate nucleus and the putamen in 

its dorsal regions, as well as the nucleus accumbens and olfactory tubercle in the most 

ventral area. Among its neuronal populations, the striatum contains a small percentage 

of different subtypes of GABAergic interneurons (5-10%) 50–52, while 90-95% of its 

composition can be attributed to two classes of inhibitory spiny projection neurons 

(SPNs) (90-95%) 53–56.   

The distinction between these two types of SPNs is evident from their differences in 

gene expression, namely dopamine receptors’ expression (D1-SPNs express D1-type 

dopamine receptors, while D2-SPNs express D2-type dopamine receptors) and their 

downstream connectivity 57. D1- and D2-SPNs projections reveal a differential efferent 

connectivity with downstream BG nuclei. These differences led to the classification of 

these neuronal populations as the striatonigral and the striatopallidal pathways, 

respectively (also known as the direct and indirect pathways) 58. D1-SPNs inhibit basal 

ganglia output nuclei directly (direct pathway), whereas D2-SPNs’ activity affects them 

indirectly, first inhibiting the GPe, whose neurons inhibit the STN’s excitatory neurons 

that project to the GPi (indirect pathway) 34,35,55,59.  
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Beyond this subcortical network of connectivity, the BG projects to other brain areas, 

inhibiting them tonically 60,61, modulating their activity. In detail, BG output nuclei target 

various thalamic nuclei, which in turn projects to cortical areas (including motor-related 

ones) 33,59,62,63. Additionally, brainstem motor centers are also targeted directly via SNr 

projections 16–18,64. Among those, well characterized projections include the ones to the 

peduncolopontine nucleus (PPN) 18,65 (Figure 2). Other targets of the BG projections 

include the cerebellum, via STN 66,67,  and the superior colliculus (SC) 33,68,69.  

 

 

 

Figure 2 – Basal ganglia intra-circuitry and downstream targets.  

              Image depicting the downstream projections from D1- (blue circles) and D2-

SPNs (red circles) to BG’ nuclei, and the BG’ output targets. Adapted 22. 

 

Overall, the BG output influences brain areas involved in motor functions, either 

directly (brainstem motor centers and cerebellum) or indirectly (cortical motor areas, 

through modulation of thalamic activity). Given the effect its SPNs populations exert on 

the BG output nuclei, the striatum positions itself at the top of the influence on the tonic 

inhibitory control upon these motor-related brain regions, consequently modulating their 

activity and allowing their functions to be exerted. Therefore, to evaluate the 

importance of the striatum on an action process such as action selection, the ability to 

manipulate its activity in appropriate contexts for the study of the process under 

consideration, may provide the evidence necessary to attribute functions to the striatum 

that have been theorized to take place within the BG.   
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1.2.1.1 Models of striatal function  

 

But how do both D1- and D2-SPNs populations interact in order to correctly 

modulate the BG outputs to downstream targets? Is their different efferent connectivity 

to downstream circuits suggesting that both pathways exert different roles on the 

performance of BG functions? Different models have been proposed to explain what 

each pathway’s activity represents and how they complement each other in order to, in 

concert, influence BG outputs.  

     The differences in their downstream projection’ targets led to the formulation of the 

rate model, which is based on the opposing effects of both pathways 27,70. This model 

attributes pro- versus anti-kinetic effects to the direct and indirect pathways, which in 

simplified terms refers to low D1-SPNs activity during immobility and higher activity 

during movement, while the opposite is applicable to D2-SPNs 23. Nonetheless, this 

model attributes a very simplistic, kinetic-related, importance to these pathways’ 

activity. 

     Cell type–specific experiments in the last decade challenged this classical view on 

how each striatal pathway contributes to the correct functioning of the BG, a 

contribution that appears more complex and dynamic than what was previously 

thought. These studies presented results showing that both striatal populations are 

more active during movement than during immobility, as well as having minimal activity 

during immobility, which contradicts the rate model 6,71–73. Models based on these 

results, such as the support/suppress model, postulate that there is simultaneous 

activity of D1- and D2-SPNs during action performance, with D1-SPNs triggering the 

initiation of a specific action, whereas D2-SPNs activity plays the role of a general 

suppressor of alternative actions 9,61. In this model, the two pathways work in concert to 

facilitate the performance of desired movements while simultaneously suppressing 

competing actions.  

     Other models suggest that both pathways can be simultaneously active but that 

their timing of activity influences basal ganglia output nuclei activity 74,75, that is, direct 

pathway activity would inhibit the SNr prior to the arrival of the indirect pathway activity 

at this same nucleus, which would result in a de-inhibition window of basal ganglia 

output targets. If the opposite happens and indirect activity precedes direct pathway 

activity, this window does not exist. In this model (race model), the timing of the activity 

in both pathways represents a variable that strongly determines their effect on basal 

ganglia outputs.  
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     Even if these models present valid aspects about the roles of each pathway, recent 

studies have added new elements regarding both pathways’ activity. Approaches 

taking into account SPNs activity from a spatiotemporal point of view, revealed that 

both SPNs populations are action-specific, as the execution of specific motor programs 

relate to the activation of specific SPNs ensembles 72,76,77. Furthermore, this action-

specific representation in the striatum suggests that, more than a general suppressor of 

all competing actions, D2-SPNs populations may guide the correct exertion of 

movement by suppressing specific motor-related aspects that could impair correct 

action performance.  

     What function each pathway has in the completion of the striatal functions, and how 

their combined pattern of activity contributes to a striatal common goal are questions 

that need further addressing on studies focusing on the striatum. Nonetheless, to 

evaluate the striatal impact on the action processes of our interest for this project, we 

decided, as a first approach, to perturb striatal outputs irrespective of specific 

manipulation on D1- and D2-SPNs activity. The addressment of the potential 

dichotomy between both SPNs striatal populations, regarding their contribution for 

these processes, is not present in this thesis (see Conclusions and Future Directions).

   

 

1.2.2 Inputs 

 
Although striatal activity is responsible for the modulation of the BG signalling to 

other motor areas, ultimately resulting in the generation of movement, understanding 

the nature of the information it receives, from a functional and conceptual perspective, 

is crucial to comprehend how the striatal SPNs populations generate their activity and 

in which functions it may intervene.   

Following this rationale, and although the striatum integrates a vast set of 

information from a wide number of brain regions, I will primarily focus on describing the 

more relevant inputs to the striatum that modulate and drive SPN activity (e.g., 

dopaminergic, thalamic and cortical inputs) (Figure 3). 
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Figure 3 – Striatal inputs.  

              Image depicting the thalamic (from thalamus), cortical (form cortex) and 

dopaminergic inputs (from SNc) to the striatum. Adapted 22. 

 

First, the dopaminergic afferents from SNc to the striatum have been immensely 

studied, since their degeneration is thought to be at the origin for the development of 

PD. The importance of these neurons’ activity to the striatum has been studied for a 

long time 78,79. Initially, it was thought that the phasic activity observed in the neurons 

forming this nigrostriatal pathway resembled that of a reward prediction error (RPE) 

signal, suggesting that a learning component was sent to the striatum through these 

neurons 80–84. However, during the last decade, transient fluctuations of neuronal 

activity have been revisited in a different context, one that supports the idea that 

dopaminergic activity arising from the SNc to the striatum encodes information that 

encourages movement initiation and defines the vigor of upcoming movements 85–89. 

Thus, the nigrostriatal pathway signals the striatum to modulate its activity based on 

the outcome from prior actions (RPE signalling) and to inform when movement should 

be implemented, by preceding striatal activity that would then result in movement 

initiation 22,90.   

A large set of glutamatergic inputs to the striatum arises from various thalamic 

nuclei, in particular from the intralaminar thalamic nuclei 91–97. Despite extensive work 

on the anatomical field, studies concerning the functionality underlying this connectivity 

are scarce and, altogether, lack the conceptualization of a global role for the 
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thalamostriatal pathways. Experimental work on specific neurons directly targeting the 

striatum has revealed the interference of thalamic populations on motor-related 

behavioral switching 98, appropriate timing for action initiation and participation on 

action performance 99. Furthermore, thalamic nuclei containing populations projecting 

to the striatum have been described to be involved in motor functions such as 

movement preparation 100, or movement inhibition 101. 

It is interesting that a preferential target for BG outputs, the thalamus, also consists 

of one of its main input sources. This connectivity architecture is not unique to the 

thalamus, as other target regions of BG output nuclei also project back to the striatum, 

either in direct and indirect fashion, such as the cerebellum 102,103 and the PPN 97,104,105,  

or strictly through indirect interaction such as the SC 69,106. It is curious to theorize 

about this dense interconnection between the BG (emphasis on the striatum) and other 

subcortical regions. Although not explored in this thesis’ project, it is important to 

understand if these feedback projections are important to implement in the striatum 

features that resembles the computations necessary for the generation of other 

subcortical nuclei’s functions, or to simply provide information about their current state 

of activity. This would enable the comprehension of the nature and importance of these 

communications. 

The limbic system also participates in the huge set of inputs to the striatum, as known 

by the projections coming from the basolateral amygdala and prefrontal cortex 

92,95,97,107–109. In line with the functions it regulates, amygdalostriatal connectivity has 

shown to contribute in motivational and reward-related learning and performance 110,111. 

Within the BG, it is also important to refer that the circuitry does not follow a strict 

downstream path, as both GPe 112,113 and STN 114,115 have been proven to project back 

to the striatum. Studies exploring the functionality of such connections are still 

nonexistent in the case of the subthalamicstriatal pathway, while the GPe-striatum 

network has been proven to be critical for the suppression of actions originating from 

striatal activity 116. 

Finally, the main driver for activity in the striatum comes from cortical input. Virtually 

all the cortex projects to the striatum 94,95,97,117,118 in a topographical manner 62,109,119. 

This signalling stream seems to provide a large set of sensory, motor and cognitive 

information 120–124, helping the striatum to exert its functions based on the context and 

situations in which the animal is present. Functional and connectivity properties of the 

corticostriatal pathways will be further explored in the context of the M1-striatum 

connectivity, since this interface constitutes a focal point for the development of this 

thesis’ project. 
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To conclude, it is important to mention that this innervation of the striatum from 

multiple brain areas is not homogeneous. This is, different clusters of inputs 

preferentially target different cell-type specific populations within the striatum, 

underlying the patterns of depolarization of striatal interneurons and SPNs. 

Furthermore, the input organization within the striatum appears to be spatially 

segregated. This led to the division of the striatum in dorsomedial striatum (DMS), DLS 

and ventral striatum (VS) 125,126. In detail: the VS receives inputs from the basolateral 

amygdala, SNc, VTA, prefrontal cortex, hippocampus and anterior cingulate cortex 

(mainly regions associated with the limbic system) 127–130; the DMS serves as the region 

that integrates the widest set of cortical inputs (although there is a bias for the 

prefrontal cortical areas to innervate this striatal region) 95,117; and finally, the majority of 

inputs received by the DLS arise from the sensorimotor cortical regions (M1, secondary 

motor cortex, and the somatosensory cortices) 95,117 (Figure 4).  

 

 

 

Figure 4 – Striatum’ input organization and functional division. 

   Adapted from 126.  
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1.2.2.1 Primary motor cortex (M1) 

 

The M1 is a cortical area divided into 6 layers, with its neuronal populations being 

composed of pyramidal cells and a large group of interneurons 131,132. The pyramidal 

cells may be further divided into three different categories: pyramidal tract (PT), 

intratelencephalic (IT) and corticothalamic (CT) neurons. PT neurons send ipsilateral 

afferents to the striatum, brainstem, STN, SC and spinal cord, IT neuronal projections 

are confined to ipsilateral and contralateral connectivity with the striatum, as well as 

projecting contralaterally to cortical regions, and CT neurons connect with thalamic 

nuclei 14,132–134. 

Concerning the efferents that target the M1, similarly to what is seen in the striatum, 

the set is large and diverse. M1 receives information from somatosensory cortices, 

thalamus, cerebellum, dopaminergic areas such as the ventral tegmental area (VTA), 

and GPe and GPi 132,135–137. Furthermore, it has been shown that M1 activity is also 

modulated by BG activity, via thalamus 32,138,139. 

Some of the implications resulting from this connectivity have been thoroughly 

investigated, providing interesting insights to how they participate in M1 functions. In 

particular, both the somatosensory 140–142 and dopaminergic activity 143,144 have been 

linked to a participative role in action learning at motor cortical level. This particular 

process has been extensively studied in this region 2,145–147. Patterns of M1 neuronal 

activity are reorganized through learning of a motor skill 148, and although its inhibition 

impairs the performance of an acquired skill 149 it appears that this action component is 

stored in subcortical nuclei, as lesions in M1 in well-trained mice do not impair the 

performance of the learned skills 150.   

These findings support that, although responsible for the learning properties, M1 

activity transmits the motor skills’ functions, during the learning phase, to subcortical 

nuclei such as the BG, which are able to implement those functions even in the 

possibility of M1 damage. This suggests that the M1 link to subcortical nuclei may 

underlie the foundation upon which specific motor processes are functionally exerted 

outside M1.  

Somatotopically organized, the M1 is responsible for conveying command signals 

downstream to generate voluntary movements in the forelimbs, hindlimbs, head and 

face 2,19,151,152, with its activity preceding muscle activity 137,153. Nonetheless, to be able 

to exert these execution functions with a high degree of efficiency, the M1 has to either 

have access or perform functions related to action representation and motor control. 

Representations of movements at motor cortical level have been described 21,154, but 

do not prove that M1 activity is able to control movement at such tuned precision. More 
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recent studies have provided answers to this topic, with the observation that M1 signals 

the timing for the initiation of movement 4,155, prevents the generation of movement 

previously to when it should be exerted 156 and that its disruption leads to delays in 

movement initiation and execution 157. Thus, M1 activity demonstrates the precision to 

temporally control the initiation and execution of actions. 

Finally, given the role that M1 has in action performance and control, it seems 

appropriate that its activity also encodes for the planning of such actions, since this 

function is crucial to establish a bridge between decision-making functions and action 

generation. Preparatory activity is a good indicator of planning functions, which has 

been observed in M1 prior to muscle activity 3,20. M1 is able to prepare this planning 

function without translation to action generation 158,  and modulate in a flexible way this 

preparatory activity to movement-related activity within the same neuronal populations 

159.   

However, despite this ability to generate action plans and translate them to activity 

related with the onset of movement, it is not clear if M1 contains the role of deliberating 

which action plan should be exerted. Although it has been revealed that competing 

alternative plans arise in M1 and that its activity leads to the commitment of a singular 

plan 5, the evaluative process characterizing the choosing of the action plan to be 

committed is suggested to not be performed at M1 level 157. Whether it is performed in 

other cortical areas or in subcortical nuclei (such as the BG), is still a matter of debate. 

If it is the latter, is important to understand the significance of the circuitry between M1 

and striatum, in particular what are the specific features conveyed by M1 that assists 

the striatum in performing action selection.  

Overall, the M1 constitutes an essential node for action-related functions. In the 

scope of our project, M1 activity is suggested to be crucial for action initiation and 

execution, through influence on these processes’ timing, while a role in action selection 

appears to be performed upstream to the M1 circuitry. Regardless, in our study we 

assessed the importance of M1 for all these action functions by observing the effects 

that disturbance of its normal activity may have on the timing to initiate and execute 

action, and the probability to behavioral switching.  

 

 

1.2.2.1.1 Corticostriatal connectivity  

 

As previously explained, the main source of glutamatergic inputs into the striatum 

comes from almost the entire cortex 92,95,117, which provides motor, sensory and 
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cognitive information 121–123,129,160. The cortex projects to the striatum in a topographical 

manner, forming parallel circuits 62,109,119.   

Also, different cortical regions have a preference for distinct cell-targets in the 

striatum, e.g., although corticostriatal afferents mainly project to SPNs, the M1 

preferentially innervates D2-SPNs populations, while somatosensory and limbic 

cortices mainly projects to D1-SPNs 97. Furthermore, different types of cortical neurons 

have preferential SPNs targets, as IT neurons mainly connect with D2-SPNs, while PT 

neurons target a higher number of D1-SPNs 161–163.   

Additionally, given the relative size of the striatum compared to the size of the 

cortex, it is intuitive to conclude that there is a convergence of cortical inputs at striatal 

level. This relation has been observed with multiple cortical projections from single or 

different cortical regions converging into single neurons in the striatum 119,160,162. Since 

SPNs have shown action-specific activity, forming neuronal ensembles to elicit specific 

actions 72,76,77, each cluster of neurons, whose combined activity results in a given 

action, may have access to the same set of inputs. Taking this into consideration, to 

what extent does this information flow contribute to the correct activation pattern of 

SPNs populations, resulting in the efficient performance of striatal functions?   

Evidence that corticostriatal activity might be important for the correct exertion of 

striatal functions, comes from studies stating that several disorders associated with 

impaired striatal activity are related to corticostriatal dysfunctions 49,120,164
. Moreover, 

various experiments have shown that the activity of multiple cortical areas act upon 

striatal neuronal populations to influence a wide range of behavioral aspects. In detail, 

interventions on prefrontal corticostriatal projecting neurons revealed an effect on 

behavioral control and decision-making functions, from a learning 165,166 and 

motivational 124,167,168 point of view,  while manipulations in the orbitofrontal cortex 

influence the striatum to exert goal-directed action strategies 121, presumably by 

providing contextual information about the environment 169. Regarding the M1-striatum 

interaction, it has been shown that its corticostriatal circuit supports behavioral 

responding in a sensory-guided task 122, while a different set of experiments revealed 

that both areas work in concert to promote behavioral flexibility within an action 

sequence 170.   

Nonetheless, regardless of its contributions to motor control (whether it contributes 

the functions described above or others), it is important to understand what is the 

nature of the information conveyed from M1 to striatum. Since both preparatory activity 

and depolarization at movement onset were found in M1 corticostriatal neurons 171, it is 

theorized that the striatum receives motor plans and commands from M1. The 

functional implications of the integration of this information within the striatum still 



29 
Rodrigo Ferreira Martins 

requires additional studies, raising the question about what the purpose of this signal 

is, given the direct connection that M1 has with the spinal cord in order to readily 

generate movements it planned. Furthermore, knowing that the signal transmission 

within M1 corticostriatal neurons differs from the one projected to the spinal cord and 

brainstem 171, and that SPNs responsiveness to cortical activity may be selective 123, 

suggests that the M1-striatum link may be required for alternative, more refined, action-

related functions. Additionally, a different suggestion would be that the corticostriatal 

inputs are necessary to modulate the tonic inhibitory control that the BG exerts on the 

same downstream motor centers that M1 projects to. In this model, the generation of 

activity on downstream’ brain motor centers would require both the excitatory inputs 

from M1, and the absence of the BG inhibitory signaling.  

Overall, the massive set of inputs that the striatum receives enables it to have 

access to a wide set of information. But what is the meaning of this integration in the 

context of motor control? May this allow the striatum to act as an evaluative hub in the 

brain, in charge of selecting what actions must be exerted at any given time, by 

influencing BG outputs to downstream motor centers? If it is the case, there are two 

possibilities to the contribution of the motor plans arising from the M1 inputs: either 

contributing to the completion of an evaluation process or be the subject upon which 

evaluation is exerted.  

 

 

1.2.3 An action selection role?  

 

Experimental evidence have shown the relationship between striatal activity and a 

wide repertoire of motor control features such as movement generation 23,73,172, 

initiation and execution of actions 6,7,173,174, which is crucial for the construction of action 

sequences 71,86,175–178, as well as learning and acquisition of motor skills 179–183. 

Furthermore, regarding movement kinetics, previous studies have shown that the 

striatum encodes kinetics’ properties derived from motor execution and is able to 

implement them in future motor outputs 26,184,185. 

Overall, incorporating all the information described above, the striatum would serve 

as a station whose activity is intimately linked to action performance, influencing motor 

control and being actively involved in the execution of motor skills, a function performed 

with fine precision given its involvement in translating specific movement properties 

(such as speed) into the generation of movement.  
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However, it has long been proposed that the overall function of the BG/striatum is 

related to the evaluative process of action selection 8–10,31, mainly given its anatomical 

features. A brain region in charge of such function would have to intimately 

communicate with distinct brain motor centers whose activity is directly related to the 

generation of movement. Fitting this requirement, as already stated, the BG tonically 

inhibits brainstem motor centers and motor cortical areas via thalamus. Consequently, 

the striatum can modulate the activity in these areas through inhibition and disinhibition 

of the BG output nuclei 60. Furthermore, the fact that the BG’ output circuitry is 

inhibitory suggests that it suppresses spurious activities of its downstream motor 

targets to prevent undesired movements, while the modulation of its signal would 

support downstream motor centers to only exert what the BG would consider as 

desired motor output 61. But if this is the case, how would the striatum be able to detect 

what is a desired action at any given context? How would it be able to distinguish 

between competing motor plans and evaluate which one is appropriate?   

This capacity seems to be derived from the diverse set of inputs that the striatum 

integrates. Among those, the ones that transmit motor commands and plans, sensory 

and contextual information and RPE signals constitute pillars for the performance of 

evaluating the value of these plans and decide which one constitutes the best action 

option for the achievement of the animals’ goals 82,84,117,160. To decide the optimal action 

course within a set of various action alternatives, it is crucial to be able to associate 

motor activity and the value of its outcome. In turn, this allows a continuous update on 

action value and provides the tools to select the best action plan for any given context. 

Consistently, striatal SPNs respond to the outcomes of motor output by encoding the 

value of the actions exerted 186–190. Furthermore, in a switching two-alternative choice 

probabilistic task, Tai and colleagues 191 elegantly demonstrated that the selective 

stimulation of both SPNs populations (which resembles additive changes in action 

value), prior to the initiation of movement towards a specific choice, influenced the 

choice selection depending on previous reward outcomes. These results showcase 

that the encoding of action value from previous actions allows the striatum to mediate 

action selection. 

How both striatal SPNs populations would contribute to such a function has been an 

intense topic of discussion. Early on, it was postulated that D1 and D2-SPNs would 

contribute in striking opposing manner to the process of selecting the most appropriate 

action. D1-SPNs activity would be responsible for the support of the chosen action, 

while D2-SPNs activity encoded the suppression of all other competing actions 9. 

However, recent studies have shown that both SPNs populations are highly action 

specific 72,76,77, which is starting to give rise to a new order of thinking that states that 
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instead of a general suppression of multiple action plans, D2-SPNs activity actually 

relates to the inhibition of specific movement features that allow the proper 

performance of the movement intended. Think of the extension/flexion of the arm as an 

example, for which the combination of excitation and inhibition of certain muscles is 

needed to achieve optimal performance. The same studies also demonstrate that the 

relationship between striatal activity and the exertion of specific actions derives from 

specific striatal neuronal ensembles, which in turn suggests that the striatal pattern of 

depolarization represents a single action plan. Therefore, instead of signalling a 

combination of the chosen and discarded actions, the striatum would only signal the 

action it considers the most appropriate.   

Overall, the striatum appears, from a macro to a microscopic scale, to constitute a 

suitable neuronal stage to evaluate and select the ideal action plan within a number of 

different ones. As a model, the striatum would integrate various action plans from M1, 

evaluate which action plan should be exerted at any given context and consequently 

project the result of this process to downstream motor centers, in order to elicit the 

generation of the action it considered appropriate. Since the information containing the 

action plans is conveyed by M1 and integrated in DLS 117,119, we decided to study both 

areas in the same behavioral paradigm to not only give further insight on the role the 

striatum contains in action selection, but to also elucidate about the importance of this 

M1-DLS corticostriatal link to the performance of this process at striatal level. 

Furthermore, besides evaluating the M1 and DLS contribution to the process of action 

selection, we also assessed the role of both regions for proper initiation and execution ’ 

timing of actions, functions that have been linked to both M1 and striatum activity 

6,7,153,155. Studying both areas upon identical conditions may clarify the importance of 

both regions in these processes.  

 

1.3 Methodology  
 

 

1.3.1 Probabilistic three-alternative-choice task  

 

     In order to evaluate and characterize the role of the M1-DLS corticostriatal circuit for 

action selection, a behavioral task that allows such study must follow a number of 

requirements. 



32 
Rodrigo Ferreira Martins 

First, the task presented to the animals must require an evaluative process by the 

animal, that is, to select one action from a set of alternative choices. Taking into 

account the requirements for the exertion of such a process, the task must provide a 

framework in which animals learn to associate their action choices with the outcomes 

that result from it (while integrating the value of such outcomes with their internal state), 

and consequently use that information to properly choose the next action course.  

In this project, a probabilistic three-alternative-choice task was designed to match 

these requirements, in which water-restricted mice received a water reward depending 

on the probabilities of water delivery respective to each choice (one of the choices had 

a higher probability of delivering water). During task performance the choice with the 

higher reward probability shifts in a block-wise manner, thus requiring the animal to 

adjust their behavior accordingly.   

Furthermore, the implementation of a probabilistic approach on our task was to 

encourage the exploration of all choices by the mice (i.e., mice did not simply exploit 

the option with the highest reward probability). Finally, the addition of a third choice is 

crucial to guarantee that the mice are evaluating the task and selecting actions that are 

appropriate for the task correct resolution. With a two-alternative choice task, one 

cannot assess if the animal is indeed choosing one option, since in this case selecting 

one option is equivalent to suppressing the alternative one. By adding a third choice 

these limitations are easily circumvented. 

Overall, this task was thought to match the aforementioned requirements to provide 

a suitable stage to assess the importance that striatal and motor cortical neurons may 

have in action selection. Furthermore, the design of the task allows the dissociation of 

the processes concerning the initiation and execution of actions, within the task 

‘performance. This provides a platform to assess the importance of M1 and DLS 

activity for the timing on each of these processes. More details of this three-alternative-

choice task will be further described in the “Materials and Methods” section.      

 

 

1.3.2 Optogenetics  

 

To evaluate the participation of the M1 and DLS on action selection, the use of a 

method that allows the disturbance of both these regions’ neuronal populations while 

mice perform the three-alternative-choice task would provide us a greater 

comprehension regarding the importance of these neuronal circuits for the exertion of 

such function.   
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In order to correctly complete the three-alternative-choice task, mice need to comply 

with some requisites that need to be fulfilled. These requisites allow to dissociate 

various phases of the task in a way that action initiation, execution and selection 

functions may be separately studied. Therefore, to investigate the contribution of M1 

and DLS for each of these functions the technique employed must allow a precise 

temporal manipulation of these regions’ neuronal activity.  

In 1979, Francis Crick mentioned that the ability to manipulate individual 

components of the brain would be extremely valuable for the proper study of the brain 

function, stating “a method by which all neurons of just one type could be inactivated, 

leaving the others more or less unaltered” 192. Nowadays, Crick’s hopes and dreams 

have come to fruition, with the development of tools that allow such type of 

manipulation, with a high degree of specificity. In detail, both optogenetic and 

chemogenetic strategies fit Crick’s description 193,194, although only the use of 

optogenetics allows neuronal manipulation at very precise temporal windows, leading 

us to opt by this method for our experiments.  

Optogenetics allowed neuroscience to take a step forward in how to control 

neuronal activity, providing a set of tools to either excite or inhibit specific neuronal 

populations  195,196. Defining what kind of manipulation (inhibitory or excitatory) must be 

implemented depends on the requirements of the experiment itself. In this project, we 

wanted to assess the necessity of M1 and DLS neuronal populations in different action 

aspects and therefore opted for an inhibition strategy. Optogenetic inhibition has the 

also the advantage that it is inherently more specific. While optogenetic excitation 

activates all opsin-expressing neurons within a given brain volume, inhibition only 

directly perturbs the neurons that would be activated under the normal task conditions. 

Thus, a general excitation approach would fall short on mimicking the natural neuronal 

depolarization elicited to respond to the situations presented in the task.   

However, optogenetically inhibiting neurons is generally more difficult to implement 

than excitation methods, since the usage of inhibitory opsins poses a wide set of 

constraints 197. The more commonly used inhibitory opsins (light-driven ion pumps) 

require continuous illumination to achieve prolonged hyperpolarization given their poor 

ion-photon stoichiometry, which in turn is highly problematic due to risks of tissue 

heating (which can alter neuronal physiology, such as  increased neuronal firing rates) 

198,199 and phototoxicity 200. Furthermore, it has been shown that vast periods of 

illumination result in photocurrent amplitude decreases of 50-90%, leading to reduced 

silencing efficacy over time 201,202. Additionally, following the offset of light illumination 

the targeted-neuronal populations may increase in firing rate (also referred to as 

rebound activity) 203. 
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Altogether, there are a series of caveats with the use of inhibitory approaches within 

optogenetic experiments. However, recent developments on this topic have revealed 

new promising optogenetic tools that present answers to the constraints described 

above. Within this new class of inhibitory opsins, one of the more recently described 

ones display optimal properties for the use of optogenetic inhibitory approaches, which 

led us to opt for its use in our experiments 204. This opsin, soma-targeted Guillardia 

theta anion-conduction channelrhodopsin (stGtACR2), will be described in the next 

section of the introduction.       

 

 

1.3.2.1 stGtACR2  

 

The discovery of a class of anion-conducting channelrhodopsins (ACRs) provided a 

promising alternative in relation to the oldest set of inhibitory opsins, since their 

properties present the capacity to surpass most of the caveats previously identified in 

the use of light-driven ion pumps. Named GtACR1 and GtACR2 (in reference to the 

algae from where they were discovered, Guillardia theta), this class of ACRs 

distinguish themselves from the light-driven ion pumps due to their restricted anion 

selectivity, high single-channel conductance, which leads to the generation of powerful 

photocurrents in response to light, and increased ion-photon stoichiometry 205. These 

properties enable the design of inhibitory experiments in which light exposure may be 

of lower power when compared with the most widely used inhibitory opsins, preventing 

the tissue heating and phototoxicity problems that arise from longer, higher power, light 

pulses into the animal's brain.  

However, ACRs response to light may induce neuronal depolarization, instead of 

inhibition, when intracellular chloride concentration is high. Spatially, this may happen 

in the synaptic and axonal compartments of neurons, which contain high chloride 

levels. Consistent with this hypothesis, activation of GtACRs has been shown to induce 

antidromic spikes 206 and presynaptic release 201. Furthermore, as it frequently happens 

in various types of opsins, ACRs also display poor membrane targeting in mammalian 

cells 204. 

In order to circumvent these limitations, Mahn and colleagues 204 developed 

stGtACR2, which displayed very interesting characteristics for its use in inhibitory 

experiments. In detail, the addition of membrane- and soma-targeting sequences 

restricted the localization of the opsin to the somatodendritic compartment and 

improved its membrane targeting. This improvement led to generation of more powerful 
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photocurrents, higher light sensitivity and lower frequency of antidromic spikes when 

compared with GtACR2, in both electrophysiological and in vivo conditions. 

Furthermore, inhibition of the basolateral amygdala, through stGtACR2 expression, of 

mice performing a behavioral task intended to study a known functional link 

(basolateral amygdala and formation of extinction memory) led to similar results to 

those previously published, showcasing that stGtACR2 efficiently silences targeted 

neuronal populations in vivo. 

This set of results compelled us to utilize this opsin in our inhibitory experiments.  

 

 

1.4 Aims and hypothesis 

 

Both M1 and striatal activity seem to be thoroughly involved in multiple aspects of 

action, sitting atop the chain of events that ultimately lead to movement generation. 

Considering their impact on the timing for action initiation and execution4,6,7,155–157,173,174, 

and the hypothesis that action selection is performed at striatal level8–10,191, while the 

M1 contributes to this role by providing the action plans upon the selection process is 

performed, we developed a probabilistic three-alternative-choice task to provide results 

that may enable the comprehension of the importance of these areas for each of these 

functions.  

Given the published results that support the participation of M1 and striatum on 

these action processes, leads us to hypothesize that: 1) both M1 and DLS participate in 

action initiation, 2) M1 and DLS neuronal activity is important for action execution and 

3) DLS participates in action selection.  

To test these hypotheses, we aim to:   

     1. validate the use of stgtACR2 in M1 and DLS, through histology assays; 

     2. optogenetically inhibit M1 and DLS at different timepoints in a probabilistic three-

alternative-choice task to assess their role in the timing for action initiation and 

execution, and in the action selection component of the animals’ motor behavior. 
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2. Materials and Methods 
 

 

2.1 Animals 

 

All animal procedures were reviewed by and performed in accordance with the 

Champalimaud Center for the Unknown ethics committee guidelines and approved by 

the Portuguese Veterinary General Board (Direcção Geral de Alimentação e 

Veterinária; DGAV). 

Experiments were carried out using adult (≥ 3 months) male C57BL6 wildtype mice, 

housed on a 12 hour light/dark cycle with ad libitum access to food and water. After 

fiber implantation (see below), mice were single housed. Mice used in behavioral 

experiments were submitted to a water restriction regime 1 day prior to the start of the 

training period until the end of the experiments. 

In total, 33 mice were used for experiments in this project. 9 mice were used for 

histological evaluation during the optimization of opsin expression’ experiments (annex; 

Table S1), while 24 mice were used for behavioral experiments (annex; Table S2).  

 

 

2.2 Stereotaxic virus injections and fiber placement  

 

Animals were submitted to surgeries performed under sterile conditions and 

isoflurane anesthesia (0.5%–4%, plus oxygen at 0.8-1.5 l/min) on a stereotaxic frame 

(Kopf instruments).   

Mice heads were shaved, cleaned with 70% ethanol and iodine, and a small incision 

on the head skin was made (from posterior to anterior). Following the skull alignment 

and craniotomies procedures for the virus injections, animals were bilaterally injected 

either with pAAV1-CKIIa-stGtACR2-FusionRed (Addgene plasmid # 105669; titre = 

1.5*10^13 genomic copies (gc)/ml) for opsin expression (stGtACR2 experimental 

group), or pAAV1.CamKII(1.3).eYFP.WPRE.hGH (Addgene plasmid # 105622; titre: 

1.9*10^13 gc/ml) for eYFP expression in mice belonging to the control experimental 

group. After virus injection, 400 μm diameter optic fibers (Doric Lenses) were 

implanted, bilaterally, 100 μm above the injection site, either in M1 (AP: 1 mm, ML: 1.4 

mm, DV: 0.3 mm) or DLS (AP: 0.5 mm, ML: 2.5 mm, DV: 2.0 mm). Fibers efficiencies 

were measured before implantation. Once in place, the optic fibers were secured to the 

skull using a combination of Superbond (Sun Medical/Parkell, C&B) and black Ortho-

Jet powder and liquid acrylic resin (Lang Dental, USA), forming a dental-cement-based 
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cap. Stainless-steel screws (1 per mouse) were attached to the skull to provide a 

scaffold to build the cap.  

In order to optimize the volume, titer and number of viral injections to achieve 

optimal opsin expression in M1 and DLS, we tested different strategies in a cohort of 

mice prior to the behavioral experiments. In the first section of the results, the rationale 

and findings that led to our final strategy will be described in detail. Therefore, if not 

stated otherwise, for both eYFP and stGtACR2 experimental groups, the virus quantity 

delivered and injection coordinates were: 990 nl for expression in M1 (AP: 1 mm, ML: ± 

1.4 mm, DV: -0.4 to -0.9 mm) or 1000 nl for expression in DLS (AP: 0.5 mm, ML: ± 2.5 

mm, DV: -2.1 to -2.5 mm). In both M1 and DLS injection procedures, the viral cargo 

was diluted in order to reach a final titer of 1.5*10^12 gc/ml (1:10 dilution for stGtACR2 

injections; 1:12.5 dilution for eYFP injections). To achieve a broader area of expression 

in the targeted regions, horizontally, 2 injections were made on each hemisphere in 

DLS (500 nl of virus delivered per injection), while M1 was targeted, in both 

hemispheres, in 3 different locations (330 nl per injection). These injections were 

administered 100 and 120 μm apart from the coordinates for fiber implantation in DLS 

and M1, respectively (Figure 5). To reach the same goal vertically, for each injection 

the pipette was retracted 100 μm, approximately, every 2 minutes, in a total of 9 

minutes for DLS targeting (DV: 2.5 - 2.1 mm) and retracted 100 μm every minute, in a 

total of 6 minutes in the case of M1 targeting (DV: 0.9 - 0.4 mm).   

Injection procedures were performed using glass pipettes coupled to a Nanoject II 

Injector (Drummond Scientific, USA) at a rate of 4.6 nl per pulse every 5 s. The 

injection pipette was left in place for 8-10 minutes, post-virus delivery. The virus 

aliquots were stored at −80 °C, thawed before surgery and kept on ice until the 

injection procedure. After the injection/implantation procedures, the head scalp was 

sealed with Vetbond tissue adhesive (3M, USA) or sutured with braided stitches 

(Ethicon, USA).  Animals were allowed to recover for at least 7 days before the 

behavioral experiments were initiated. 
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Figure 5 - Strategy for injection positions in DLS and M1. 

              Graphical depiction of the strategy to achieve a wider opsin expression in both 

M1 and DLS, by performance of multiple injections per hemisphere. Inside each circle, 

black dots correspond to the injections position in relation to the coordinates for the 

center of the fiber implant (represented in the figure as X). Dotted lines correspond to 

representative traces of the mathematical operations performed in order to achieve the 

same distance for each injection. 

 

 

  

2.3 Behavioral training and probabilistic three-alternative-choice task 

  

Behavioral experiments were conducted by using water-restricted mice performing a 

probabilistic three-alternative-choice task. Due to fiber misplacement (observed after 

histological evaluation; > 500 μm displacement relatively to the intended AP 

coordinates), loss of fibers during the behavioral experiments and poor performance of 

the behavioral task (see Data analysis section of the Material and Methods, below), 6 

out of 24 mice were excluded from the behavior analysis.   

We used custom-made behavior boxes (inside sound-attenuating mouse operant 

chambers) with 3 side pokes and a central initiation poke hole using the pyControl 

framework 207 (Figure 6A)). The task can be divided in three different events: mice nose 

poking a central hole, to initiate a trial (Center In); mice reporting a choice by nose 

poking one of three side holes (left, right and high in relation to the central one) (Side 

In), with only one supplying water with a higher probability; and outcome (400 ms delay 

after Side In) according to the assigned probabilities (p=0.25 and 0.75, respectively). 

Furthermore, the next trial initiation was only completed if the next center poke (Next 

Center In) occurred after an inter-trial interval (ITI) of 1-1.5 seconds. Therefore, the 
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mice’s attempt to initiate the next trial may, or may not, lead to the initiation of the next 

trial, depending on the timing of execution of this attempt.  

Lights, at each side hole, turned on when mice nose poked the center hole, and off 

after they nose poked one of the side options, signalling trial initiation and successful 

report of their choice, respectively (Figure 6B)). Holes had appropriate dimensions so 

that mice had easiness in nose poking them, and nose entries on the holes were 

recorded using an infrared beam. Water was supplied through a metal tube inside each 

side hole. Mice run one session per day.  

Behavioral sessions lasted for 45 minutes and mice obtained 4 μl of water for each 

rewarded trial. Mice had to choose between the three side options, with only one of 

those rewarding water with a higher probability (0.75, compared to 0.25 on the other 

options). The option with a higher water reward probability changed, randomly, after a 

set number of trials (average of 40 trials), dividing the session in a block-wise manner.   

 In order to perform the task while being submitted to light stimuli with high behavioral 

performance (3 weeks of light manipulations in the behavioral experiments), the mice 

had to be trained in simpler versions of the task at an initial stage. Mice initially 

performed a probabilistically-free version of the task, obtaining 10 μl water rewards 

from all side pokes in a 90 minute session. Maximum number of rewards per poke was 

30 in the first session, with the mice typically exploring all three pokes. Next, animals 

began training in fixed probabilistic task’ versions, where the probability for water 

delivery gradually changed from 0.95/0.05 to the final values of 0.75/0.25, and the 

session length trended to the final value of 45 minutes (Figure 7). Training took an 

average of 3 to 4 weeks until mice achieved high behavioral performance.  

We developed a custom-made system, with coupling of the mice’ fibers to optic 

fibers hooked to a rotatory device sitting atop the mouse operant chamber (Figure 8), in 

order for mice to habituate to performing the task with patchcords connected to its optic 

fibers (for optogenetic experiments). This strategy was implemented starting from the 

second week of training until the end of the training period. 

Water was restricted throughout the period of behavioral experiments and mice 

were controlled throughout all training phases and experiments to be above 85% of 

their original body weight. When dropping below that value, mice were supplemented 

with a volume of water typically between 0.5 and 1 ml, in order to increase their body 

weight. In situations where mice were getting close to 85% of their original body weight, 

or a combination of poor behavioral performance and a body weight percentage 

between 85-90%, the goal was to maintain the mice body weight so it didn't drop below 

the set value of 85%. In these cases, the water volume supplemented was determined 

accordingly with the water amount the mice ingested in the session, so that they drank 
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a total of 0.5/0.6 ml of water a day (water obtained from the experimental sessions plus 

the water supplied) 208. 

In addition to the poking behavior, animal behavior was recorded using a lickometer, 

a head-mounted, wireless 9-axis accelerometer (200 Hz sampling) and a video camera 

(60 frames/s, PointGrey) mounted at the top of the operant chamber. Timestamps of 

nose entries, licks, accelerometer and video data were recorded using a HARP base-

station and synchronizer developed by the Champalimaud Hardware Platform. For 

behavior analysis in this thesis, only the nose pokes and lick datasets were used.  

 

 
 

Figure 6 - Structure and layout of the behavioral task.  

             (A) Left image showcases an example of one of the acrylic boards where mice 

executed the task. Right image displays the schematics of the board, representing the 

event after mice initiate the trial, as observed by the light atop each side hole. “A”, “B” 

and “C” represent the left, high and right holes, respectively. “Init” refers to the central 

hole, which, if nose poked, leads to trial initiation. 

             (B) Task design for trial execution. “Lights on” correspond to the turning of the 

lights in the side pokes, after Center In (i.e., trial initiation), while “Lights off” refers to 
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the turning off of the lights at Side In (i.e., signalling report of choice). Note that Next 

Center In only corresponds to next trial initiation if the mice’s next center poke occurs 

after the ITI. 

 

 

 

 

 

Figure 7 - Task parameters across different training’ phases and behavioral 

experiments.  

Structure of the average time period for the training phases and behavioral 

experiments, along with the parameters used in each of those phases. “Opto” stands 

for optogenetics.   
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Figure 8 - Custom-made rotatory device used during the training phase to 

improve mice behavior during behavioral experiments. 

               To acclimate mice to the placement of optic fibers during the performance of 

behavioral experiments, during the training phase the custom-made rotatory device 

depicted above was used. “Practice” optic fibers would be placed to the optic fibers 

implanted in the animal and consequently locked to the rotatory “hook”.  
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2.4 Light manipulations in vivo 

 

Inhibition of neurons expressing stGtACR2 after optical stimuli, in mice performing 

the behavioral task, was achieved through 400 μm diameter optic fibers (Doric Lenses) 

coupled to 400 μm diameter patchcords (0.48 numerical aperture) connected to a 

single 470 nm-blue LED. A fiber optic rotary joint (Doric Lenses) was used in order to 

ease the movement of the mice without entanglement of the patchcords. Light delivery 

was controlled via external analog modulation, through a LED driver 

(LEDRVP_2CH_1000).  

Light delivery in optogenetic sessions had either light powers of 8 mW (8 mW 

sessions) or 0mW (0mW sessions), at the fibers’ tips. Two consecutive no-light 

sessions (no coupling of optic fibers to the fibers implanted in the mice’s head) were 

carried out after five 8 mW sessions, for a period of 2 weeks. The final week consisted 

of 0 mW sessions intertwined with 8 mW sessions in which light delivery was executed 

for 10 consecutive trials (8mW_10stim sessions) (Table 1). To avoid the surge of firing 

rates superior to the baseline neuronal activity (rebound activity), a caveat observed in 

light-based inhibition experiments, offset of the light pulses contained a 50 ms ramp 

down section, a strategy implemented in optogenetic experiments that has successfully 

prevent rebound spiking activity 201,203,209. 

To set up the protocol for light-stimulation durations we had to take into account the 

different events that the task comprises, as well as the average time that mice took to 

complete each event. The time values were based on previous imaging data from mice 

performing the same behavioral task (data not shown), and the current data (0 mW) is 

consistent with those values: after choice report (Side In), the median time for mice to 

attempt to initiate the next trial (Next Center In) depends whether they were rewarded 

(4.89 ± 1.85 s) or not (1.76 ± 1.01 s) (Median ± median absolute deviation for all trials: 

3.89 ± 2.90 s), while from trial initiation (Center In) to choice report (Side In), the 

median time taken by mice is around 600 ms (0.59 ± 0.19 s). Therefore, in order to test 

the inhibition effect after Side In, optical stimuli were delivered for a maximum period of 

5000 ms (the time window was calculated based on rewarded trials). After Center In, 

light stimuli were delivered for up to 2000 ms or until Side In.  

The LED was calibrated before each experiment so that light power measurements 

at the patchcord fibers tip matched the required light power to have 8mW at the tip of 

the implanted optic fibers. These measurements were verified using a power meter 

(PD1000-S130C, Thorlabs). 
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Table 1 – Example of the distribution of the different optogenetic sessions 

throughout the 3 week-period of light manipulation experiments. 

               Demonstration of the optogenetic session’s arrangement throughout the 

period of light-manipulation experiments. Mice performed 5 consecutive 8 mW 

sessions, followed by two no-light sessions, for a period of 2 weeks. In the final week of 

experiments, 0 mW and 8mW_10stim sessions were intertwined. The example below 

displays one of the strategies used for the arrangement of sessions in the final week of 

experiments. Other often used strategies consisted of two consecutive 8 mW_10stim 

sessions in the final two days of experiments. 

 

 

 

 

 

Optogenetic 

session 
Day 

8 mW 1 

8 mW 2 

8 mW 3 

8 mW 4 

8 mW 5 

No-light 6 

No-light 7 

8 mW 8 

8 mW 9 

8 mW 10 

8 mW 11 

8 mW 12 

No-light 13 

No-light 14 

0 mW 15 

0 mW 16 

8mW_10stim 17 

0 mW 18 

8mW_10stim 19 

0 mW 20 

8mW_10stim 21 
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2.5 Immunohistochemistry 

 

After completion of the behavioral experiments, mice were sacrificed. Animals were 

first anesthetized with isoflurane, followed by intraperitoneal injection of a mixture of 

ketamine and xylazine and, finally, transcardially perfused with saline and 4% 

paraformaldehyde (PFA).   

Brains were extracted for histological analysis, kept in 4% PFA overnight and 

washed in 1x Phosphate Buffer Saline (PBS) for at least 24 h. Before sectioning, brains 

were stored in 30% sucrose in 1x PBS solution for 1-2 days to provide cryoprotection. 

The brains were sectioned, coronally, in 50 μm slices using a sliding microtome (Leica, 

SM2000R). Slices were kept in 1x PBS solution before mounting or execution of 

immunostaining protocols.   

Brain slices were stained with 4,6-diamidino-2-phenylindole (DAPI) (Sigma). The 

selected slices were first washed in fresh PBS 1x, then transferred to mixed solution of 

PBS 1x with DAPI (diluted 1:1000) where staining occurred for 15 minutes. Lastly, the 

slices were rinsed in PBS 1x prior to mounting.   

Glass slides were coverslipped with Mowiol mounting medium, and the edges 

sealed with nail polish. Spread of opsin (stGtACR2) expression was confirmed, by 

imaging the FusionRed fluorescence (fluorophore fused to the opsin) on a Zeiss 

AxioImager M2 widefield fluorescence microscope, with sections being imaged with a 

10x, or 20x, magnification objective. 

 

 

2.6 Data analysis 

To analyze the spread of opsin expression in M1 and DLS of mice used for opsin 

optimization in cortical and striatal conditions, measurement of the maximum horizontal 

extent of stGtACR2 expression around fiber tip was calculated using the FIJI/ImageJ 

software. A horizontal line was drawn between two points below the fiber tip (maximum 

500 μm, vertically), where widest FusionRed fluorescence was observed.  

     Measurements were obtained by calculating the maximum distance between two 

points that presented 80% of the maximum fluorescence value within that horizontal 

line. Measurements were only performed on slices with the widest spread of 

expression, considering all the brain sections collected. Furthermore, for mice where 

no optic fibers were implanted, the points established for the drawing of the horizontal 

line were considered to be proximal to the injection site, while the measurement’s 

criteria described above were also implemented.  
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Analysis of the behavioral data was performed on Python. Behavioral sessions 

included in the behavior analysis were composed of at least 100 trials and three 

choices per poke. This method was implemented to filter the data collected, allowing 

the analysis of sessions where good behavioral performance was attained. 

Furthermore, for mice taking a time period (in trials without light stimulation) similar to 

the one for the light stimulation from Side In to the initiation of the next trial (between 4 

and 5 seconds), were removed from the analysis.   

     As previously explained, the median time that mice take to attempt the initiation of 

the next trial (Next Center In) depended on whether the previous trial resulted in a 

reward or not. After rewarded trials, the Next Center In had a higher probability of 

occurring outside the light manipulation period, when compared with non-rewarded 

ones, which may be related to the mice’s behavior variability across individuals (e.g., 

the time spent on the consumption phase) (Figure 9).   

     Since we wanted to assess the effect of M1 and DLS inhibition on the performance 

of the action processes we studied, we decided that analysis on the event from Side In 

to Next Center In should avoid occurrences in which Next Center In was performed 

outside the time-window of light illumination. Additionally, the presumable variability in 

the mice’s behavior after rewarded trials makes it difficult to evaluate if differences in 

the time spent to initiate the next trial is derived from impairment of DLS/M1 activity or 

related to the particular set of behaviors that each mouse displays after receiving a 

reward, even if Next Center In occurred within the 5 s light manipulation period. This 

observation must be taken into account when analyzing the involvement of DLS and 

M1 on the action initiation process. Therefore, if not stated otherwise, we only analyzed 

non-rewarded trials when assessing the M1 and DLS contribution to the action 

processes we studied, from Side In to Next Center In.  

     Plots were done using Matplotlib. 
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Figure 9 – Median times to Next Center In after non-rewarded and rewarded 

trials.   

               Median of times took by mice to Next Center In depend on the outcome of 

the previous trial. On top, medians of times for Next Center In after non-rewarded trials: 

1.76 ± 1.01 s. Below, medians of times for Next Center In after rewarded trials: 4.89 ± 

1.85 s. There is a higher probability of Next Center In events outside the light 

illumination period, after rewarded trials. From Side In to Next Center In, the light pulse 

is 5 seconds, maximum. 
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2.7 Statistical analysis 

 

Statistical testing was performed using Python or GraphPad Prism 7 software. 

  For the statistical analysis, behavior data distribution was tested for normality by 

using the Shapiro-Wilk test. If not stated otherwise, unpaired t-tests were used for 

statistical comparisons between the groups in study. In bar plots, error bars represent 

the mean ± SEM. Statistical significance was considered for p-value < 0.05. 
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3. Results 

 

3.1 Optimization of stGtACR2 expression in 

striatum and motor cortex 

 
    3.1.1 stGtACR2 expression in DLS and M1 is improved after virus delivery at 

diluted titers.  

 

For usage of the stGtACR2 opsin on the optogenetic experiments, optimization of its 

expression in M1 and DLS was crucial. Besides being standard procedure to optimize 

all the variables taking place in an experiment, this step was especially crucial since 

stGtACR2 was only recently published 204. Consequently, the literature using stGtACR2 

is still scarce. Therefore, we decided to explore the virus expression’ levels at different 

titers and volumes.   

Our main priority was to achieve a sufficiently large volume of opsin expression in 

our regions of interest. Due to the inherently difficult feat of optogenetically inhibiting 

large neuronal populations197, we optimized a series of parameters for the optogenetic 

inhibition experiments. First, based on the imaging experiments that used a 1 mm 

graded index lens for calcium imaging, we opted to use 400 µm-diameter fibers, 

instead of the usual use of 200 µm fibers in light-manipulation experiments 210–213. To 

counter the effects of absorption and scattering resulting from light propagation in 

neuronal tissue 196,199,214, the use of larger optic fibers, with higher numerical apertures, 

improves the extent of light delivery throughout the targeted area. Therefore, the use of 

400 µm-diameter fibers allowed us to illuminate a sufficiently large volume beneath the 

fiber tip. Next, we varied virus titer and injection volume to obtain dense and 

widespread opsin expression in M1 and DLS. For optimization purposes, we decided to 

test three different titers.      

We first injected the virus AAV1-CKIIa-stGtACR2-FusionRed (virus used in all 

stGtACR2-related surgery procedures) at full titer [1.5*10^13 gc/ml] based on some of 

the stGtACR2-related literature that reported the usage of the virus at its original 

concentration215–218. This approach was implemented as neuronal expression of other 

opsins (such as ChR2, Jaws, ArchT) and calcium indicators (e.g., GCaMP6f for 

calcium imaging) is successfully achieved through virus delivery at high titers, in the 

range of 10^12 to 10^13 gc/ml 7,72,88,210,213,219–230.  
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We injected two mice with a small volume of 200 nl of virus at full titer: one mouse 

was injected in DLS (DV: 2.5 mm), while the other one was injected in M1 (DV: 0.6 

mm). Figures 10A) and 10B) display the schematic traces of the injection locations in 

M1 and DLS, respectively. In Figures 10C) and 10D), we can observe images of the 

histological sections obtained from the brains of the injected mice. Brain’ slices were 

stained for DAPI (a stain that strongly, and preferentially, binds to DNA) to assess if cell 

density was affected by expression of the opsin, since neurons tend to be weakly 

tolerant to over expression of exogenous proteins, as already reported for some opsins 

231,232. The results present heterogeneous DAPI marking in DLS, but not on M1. This 

pattern observed in DLS is also noticeable when analyzing the outline of stGtACR2 

expression in both M1 and DLS, with lower expression beneath the fiber and with the 

higher fluorescence observed in areas further away from the injection coordinate. 

Nonetheless, the spread of the expression beneath the fiber tip revealed to be 

adequate for performance of inhibition experiments, since the length of horizontal 

expression is higher than the diameter of the optic fiber (400 µm), for both DLS (898 

µm) and  M1 (591 µm) (annex; Table S3). The heterogeneity of DAPI fluorescence in 

DLS suggests a possible neurotoxic event in the targeted regions. 

Given that the use of the virus at full titer seems to affect the targeted regions at cell-

level (mainly in DLS), and leads to unwanted patterns of opsin expression, we decided 

to analyze the expression patterns of diluted titers, an approach also observed  in 

stGtACR2-related literature 233,234. Therefore, we decided to inject a slightly larger 

volume of virus (300 nl) in a 1:10 dilution (final titer: 1.5*10^12 gc/ml), in both DLS and 

M1 (M1 was targeted on the left hemisphere, while the opposite hemisphere had the 

DLS as a target of viral injections).  

In contrast with what we observed in Figure 10, we did not observe the apparent 

neurotoxic phenomena when injecting the virus at this diluted titer, since DAPI labeling 

looks homogeneous on the studied regions (Figures 11A) and 11B)). Furthermore, the 

distribution of opsin expression appears homogeneous around the injection site as it 

would be expected from the diffusion of the virus from the injection center. This 

suggests that titer, rather than volume, could be the cause not only for the detrimental 

effect on cell density, but also for the aberrant stGtACR2 expression observed in M1 

and DLS after virus delivery at viral stock titer (Figures 11C) and 11D)). 

However, despite the improved expression pattern, the width of opsin expression 

(M1 = 376 µm; DLS = 426 µm) appeared insufficient to a proper execution of our 

experiments, which constitutes a serious concern since the volume of expression was 

one of the main parameters we intended to optimize in this pilot experiment (annex; 

Table S4). Thus, a higher volume of 500 nl was used to achieve a bigger area of opsin 



51 
Rodrigo Ferreira Martins 

expression (n=6). Furthermore, we decided to deliver the virus at a more diluted 

concentration (1:30 dilution; final titer: 5*10^11 gc/ml), to assess stGtACR2 expression 

at higher diluted titers.   

Three mice were injected in M1 (DV: 0.4 mm), while the remaining three mice were 

injected in DLS (DV: 2.1 mm). Mice had fibers implanted in bilateral M1 (Figure 12A)) 

and DLS (Figure 12B)), respectively. Across this cohort of six mice, we observed that 

the expression volume did not increase sufficiently. That is, as shown in Figure 12C) 

and 12D), the width of expression did not exceed 350 µm in M1 (271.05 µm ± 30.39; n= 

6 injection sites, 3 mice), and for DLS, improvement was minimal (453.37 µm ± 80.72; 

n= 6 injection sites, 3 mice) (annex; Table S5).  

The area of opsin expression beneath fiber tip is, as already mentioned, of 

considerable importance for proper execution of optogenetic experiments in vivo, 

especially when it involves large neuron populations. In light of these requirements, we 

decided to considerably increase the volume in DLS using multiple closeby injections 

(from 500 nl to 2x500 nl) and M1 (500 nl to 3x330 nl) for the injection procedures in a 

cohort of animals running behavioral experiments. Given the results we obtained from 

injecting at a dilution of 1:10 (no signs of heterogeneity in DAPI fluorescence, or 

abnormal stGtACR2 patterns), we decided to return to the medium titer (M1/DLS titer = 

1.5*10^12 gc/ml) as an addition to the raise in viral volume.   

     By performing multiple, closeby injections per hemisphere (Figure 5, Methods 

section), we improved the spread of expression in M1 (Figures 13A) and C)) and DLS 

(Figures 13B) and D)). Indeed, measurement of the width of opsin expression in M1 

was significantly higher when compared to the spread of expression in the first cohort 

of mice (M1: 623.31 µm ± 66.61; n= 10 injection sites, 5 mice; p-value = 0.0001), while 

an increase of opsin expression in DLS was also observed (DLS: 782.61 µm ± 154.56; 

n= 10 injection sites, 5 mice; p-value = 0.5924). Moreover, spread of eYFP expression 

in control mice was similar to the range of stGtACR2 expression in DLS (DLS: 722.78 

µm ± 119.98; n= 6 injection sites, 3 mice), but shorter in M1 (M1: 448.994 µm ± 78.38; 

n= 10 injection sites, 5 mice), which may suggest a higher diffusion of the opsin virus in 

M1 (annex; Table S6). 

 Despite the heterogeneous pattern of stGtACR2 expression beneath fiber tip, DAPI 

fluorescence in both M1 (Figures 13C)) and DLS (Figure 13D)) was homogeneous, 

excluding the occurrence of neurotoxic effects derived from stGtACR2 expression. 

Consistent with the specific characteristics previously reported for this opsin, stGtACR2 

expression in M1 and DLS neurons appears to be mainly localized in the somatic 

compartment and at membrane-level (Figure 14). 
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Figure 10 - Virus delivery at maximum titer leads to reduced stGtACR2 

expression at the injection center. 

(A) Schematic of the injection locations for the targeting of bilateral M1. Red 

circles represent the center of the expected area of opsin expression.   

(B) Same as (A) for the DLS targeting. 

         (C) Example images of DAPI, DAPI and FusionRed fluorescence merged, and 

FusionRed fluorescence only, for a slice corresponding to the mouse bilaterally injected 
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in M1. White rectangles from DAPI image correspond to the detail images to the right, 

with DAPI marking only. White rectangles from FusionRed image correspond to the 

detail images to the right, with FusionRed marking only. The white star represents the 

injection site. Scale bar: 1000 μm in images from the whole brain section; 500 μm in 

detail images. 

           (D) Same as (C) for the DLS targeting. Reduced expression of FusionRed in the 

center close to the injection site (represented as a white star) and increased FusionRed 

fluorescence in the surroundings can be observed. 
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Figure 11 - More homogeneous expression patterns of stGtACR2 in DLS and M1 

after virus delivery at diluted titers. 

(A) Representative image of DAPI staining for a slice corresponding to the 

M1-injected hemisphere. White rectangle corresponds to the detail image to the right 

with DAPI labelling only.  Scale bar: 1000 μm in image from the whole brain section; 

500 μm in detail image. 

(B) Same as (A) for a slice corresponding to the DLS-injected hemisphere.  

(C) Representative images of brightfield (BF) and FusionRed fluorescence 

merged, and FusionRed fluorescence only, for a slice corresponding to the M1-injected 

hemisphere. White rectangle present in the image from FusionRed fluorescence 

corresponds to the detail image to the right with FusionRed fluorescence only. Scale 

bar: 1000 μm in image from the whole brain section; 500 μm in detail image. 

(D) Same as (C) for a slice corresponding to the DLS-injected hemisphere. 
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Figure 12 - stGtACR2 injections at increased volume and diluted titer (5*10^11 

gc/ml) led to low levels of expression in M1 and DLS. 

             (A) and (B) show the representative traces of the fiber locations on DLS and 

M1, respectively. 

              (C) Representative images of BF and FusionRed fluorescence merged, and 

FusionRed fluorescence only, for slices corresponding to a mouse bilaterally injected in 

DLS. White rectangles in images from FusionRed fluorescence correspond to the detail 

images to their right. Top image: AP = 0.62 mm. Middle image: AP = 0.5 mm. Bottom 
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image: AP = 0.38 mm. Scale bar: 1000 μm in images from the whole brain section; 500 

μm in detail images.  

           (D) Same as (C) for slices corresponding to a mouse bilaterally injected in M1. 

Top image: AP = 1.1 mm. Middle image: AP = 0.98 mm. Bottom image: AP = 0.86 mm. 

FusionRed fluorescence is reduced in M1, after virus delivery at higher diluted titers. 
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Figure 13 – Attainment of proper spread of stGtACR2 expression in M1 and DLS 

after multiple injections, and the usage of higher volumes and medium titer 

(1.5*10^12 gc/ml).   

               (A) and (B) show the representative traces of the fiber locations on DLS and 

M1, respectively. 

               (C) Example images of DAPI, DAPI and FusionRed fluorescence merged, 

and FusionRed fluorescence only, for a slice corresponding to a mouse bilaterally 

injected in M1. White rectangles from DAPI image correspond to the detail images to 

the right, with DAPI marking only. White rectangles from FusionRed image correspond 

to the detail images to the right, with FusionRed marking only. Scale bar: 1000 μm in 

images from the whole brain section; 500 μm in detail images. 

               (D) Same as (C) for the DLS targeting.  
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Figure 14 - stGtACR2 expression profile in DLS and M1 neurons, after multiple 

injections and usage of higher volumes and medium titer (1.5*10^12 gc/ml). 

               (A) and (B) show the representative traces of the fiber locations on DLS and 

M1, respectively. 

               (C) Example image of FusionRed fluorescence only, for a slice corresponding 

to a mouse bilaterally injected in DLS. White rectangle from FusionRed image 

corresponds to the detail image below, with FusionRed marking only. Scale bar: 1000 

μm in image from the whole brain section; 100 μm in detail images. 

               (D) Same as (C) for the M1 targeting.  
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3.2 Behavioral analysis of the performance in the 

probabilistic three-alternative-choice task   

 
3.2.1 Optogenetic inhibition of M1 and DLS show distinct effects on action 

initiation and choice execution  

 
In order to study the role that M1 and DLS neuronal circuits exert in action initiation, 

execution and selection, we conducted inhibition experiments by optogenetically 

manipulating stGtACR2-expressing M1 and DLS neuronal populations on mice 

performing a probabilistic three-alternative-choice task already described in detail in the 

“Materials and Methods” section. In total, a cohort of 18 mice (Figure 15) was used for 

the opsin (stGtACR2) and control (eYFP) conditions (annex: Table S7).   

     A training period of approximately 3-4 weeks was implemented for the animals to 

learn the task structure. Mice adapted to the block structure and typically chose the 

option with higher reward probability (Figure 16A)). More specifically, mice reached 

steady performance within ~20 trials after a block switch (Figure 16B)).   

The optogenetic sessions consisted of three trial types. First, ~84 % of all trials were 

normal trials without light illumination. Second, we manipulated ~8 % of trials with light 

stimulation from Center In to Side In (light delivered in a maximum time window of 2000 

ms, 8 mW). Third, 8 % of trials were manipulated with light stimulation between Side In 

and Next Center In (maximum of 5 seconds of light delivery, 8 mW) (Figure 17). The 

time windows for each light pulse were determined based on the average time that 

mice take to perform the execution (Center In to Side In) and first attempt to initiation 

(Side In to Next Center In) phases of the task (see Materials and Methods).   

Light manipulations from Center In to Side In were implemented in order to dissect 

the possible role of M1 and DLS in action execution. To investigate the possible role of 

the circuits for action initiation, we silenced neurons after mice reported their choice 

(i.e., Side In) until the Next Center In (maximum 5 s). As previously mentioned, it is 

important to note that, if mice try to initiate a trial within the ITI, the Next Center In does 

not result in next trial initiation (see Materials and Methods).  

To probe for possible effects that light-induced trials could have in the mice’s 

behavior, we quantified the distribution of time that mice took in each of the 

aforementioned phases of the task. Subsequently, to test for possible statistical 

differences between both experimental groups, the ratio of the medians for light on and 

off parameters was calculated for each group and compared. For mice expressing the 

opsin in DLS (n = 5), a difference was observed between Side In and Next Center In 
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(represented as “Side-to-center”) (light off/on trials: 2758/186), while the distribution is 

similar between light on and light off conditions, from Center In to Side In (represented 

as “Center-to-side”) (light off/on trials: 6206/474) (Figure 18A)). When comparing with 

DLS eYFP’ mice (n = 3), for which time distributions between light on and off conditions 

reveal a delay after light on trials, from both Center In to Side In (light off/on trials: 

4812/395) and Side In to Next Center In events (light off/on trials: 2122/155) (Figure 

18C)), we confirmed a significant difference between the ratios of DLS mice from Side 

In to Next Center In (mean of the ratios for eYFP/stGtACR2: 1.21/3.15; p-value = 

0.011) (Figure 18E)). 

In contrast, for mice expressing the opsin in M1 (n = 5), we observe differences in 

the performance from Center In to Side In (light off/on trials: 8752/674) and Side In to 

Next Center In (light off/on trials: 3822/274) (Figure 18B)). Interestingly, after 

comparison with M1 eYFP’ mice (n = 5) (Figure 18D)), for which time distributions 

(between light on and off conditions) also showcase a delay after light on trials, from 

both Center In to Side In (light off/on trials: 7082/594) and Side In to Next Center In 

events (Light off/on trials: 3259/272) (Figure 18C)), we observe a significant difference 

of the ratios in M1 mice from Center In to Side In (mean of the ratios for 

eYFP/stGtACR2: 1.21/1.47; p-value = 0.02) and from Side In to Next Center In (mean 

of the ratios for eYFP/stGtACR2: 1.44/2.34; p-value = 0.049) (Figure 18F)). 

These results suggest that inhibition of DLS’s neuronal populations affects the 

timing of action initiation and not execution, whereas M1 inhibition affects both the 

timing of action initiation and execution.  

 

 
 

Figure 15 - Fiber tip’s positions in M1 and DLS for both eYFP and stGtACR2 mice. 

Schematic image displaying the optic fibers position for all mice expressing 

eYFP and stGtACR2 in M1 (eYFP: n=5; stGtACR2: n=5) and DLS (eYFP: n=3; 

stGtACR2: n=5). 
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Figure 16 – Mice learn the task and adjust their behavior to the block changes.  

              (A) Example of a session with high behavioral performance. Number of trials: 

270; Number of rewards: 164; Number of blocks: 9. 

(B) Plot representing the ability of all mice to effectively switch between side 

holes after a block shift, demonstrated by the adjustment of the choice probability. Trial 

0 (represented by the grey line in the graph) represents the block shift. n=20. 
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Figure 17 - Optogenetic experimental design within the task structure. 

                Schematic images of the different trial types within an optogenetic session. 

The image referent to “1)” represents trials without light illumination. In “2)”, trials with 

light illumination from Center In to Side In are depicted. Finally, in “3” is represented the 

situation in which light illumination occurs from Side In to Next Center In, if the attempt 

for the initiation of the next trial is executed outside the ITI. 

. 
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Figure 18 - Inhibition of the DLS region delays action initiation (timing of Next 

Center In), while inhibition of M1 delays choice execution (timing of Side In). 

 (A) Probability density function (PDF) of time intervals taken by DLS 

stGtACR2’s mice from Center In to Side In (“Center-to-side”) and from Side In to Next 
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Center In (“Side-to-center”). Data represent all time-intervals in a range from 0 to 3 

seconds, for light-off trials (represented in blue) and light-on trials (represented in 

orange).  

 (B) Same as (A) for M1 stGtACR2’s mice.  

 (C) Same as (A) for DLS eYFP’s mice.  

 (D) Same as (A) for M1 eYFP’s mice.  

 (E) Comparison of the ratios of the time-intervals’ medians (Light on/light off), 

of all individual DLS mice (DLS eYFP bars represented in grey; DLS stGtACR2 bars 

represented in red), from Center-to-side (higher plot) and Side-to-center (lower plot) 

(paired t-test, n.s. > 0.05, * p-value < 0.05). Bars represent mean ± SEM. 

 (F) Same as (E) for all individual M1 mice (paired t-test,* p-value < 0.05). 

 

 

 

       3.2.2 Licking onset is not affected by optogenetic inhibition, while the licking 

pattern of activity is altered after M1 and DLS inhibition 

 

To understand if the delays in initiating the action, when inhibiting the DLS, and 

reporting the choice, when targeting M1, are a consequence of the action we analyzed 

and not to a general delay in the initiation of a wide set of movements, we decided to 

investigate if licking execution was delayed after light stimulation. To do so, we first 

looked into the licking pattern of activity after M1 or DLS inhibition, focusing on the 

period of licking onset after Side In. For this analysis, we looked into both rewarded 

and non-rewarded trials, since licking activity occurs shortly after outcome evaluation 

(400 ms after Side In) and is more pronounced after a positive outcome, which 

suggests a very low probability of licking activity being performed outside the light 

illumination period.  

In rewarded trials, we cannot discriminate any differences at onset of licking activity 

in control (DLS eYFP, n = 3: Light off/on licks: 45438/4550; M1 eYFP: n = 5: Light 

off/on licks: 56565/4771) (Figures 19A) and 19B)) and stGtACR2-expressing’ mice 

(DLS stGtACR2, n = 5: Light off/on licks: 48859/3568; M1 stGtACR2, n = 5: Light off/on 

licks: 68420/5090) (Figures 19C) and 19D)). Noteworthy, we observe a tenuous 

increase on licking activity, at around 1 second, after optogenetic manipulation on M1 

and DLS mice expressing the opsin. 

In non-rewarded trials, for both experimental groups of mice the trend, at onset, of 

licking activity is quite similar between light on and off trials (DLS eYFP, n = 3: Light 

off/on licks: 8926/703; M1 eYFP, n = 5: Light off/on licks: 4762/362; DLS stGtACR2, n 
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= 5: Light off/on licks: 2774/236; M1 stGtACR2, n = 5: Light off/on licks: 4562/478) 

(Figures 19E), F), G) and H)). Furthermore, for both light on and light off conditions, we 

observe a peak of licking activity before 1 second, followed by a second smaller peak 

arising at around 2 seconds, result of licking activity at the subsequent trial. 

Interestingly, in trials were M1 and DLS’s neuronal circuits were inhibited, the trend of 

licking activity is quite different, with higher licking probability spreading throughout a 

larger time interval, along with a reduced second peak of activity. 

Although these results suggest that the onset of licking activity is not affected after 

DLS and M1 inhibition, we decided to perform an additional analysis to assess if the 

inhibition of these regions may lead to a delay on licking activity. We first analyzed the 

time mice took to execute the first lick after Side In, in light on and light off trials. Only 

the rewarded trials were analyzed, given the large number of trials where mice didn’t 

execute a first lick (higher than 80% of the trials for nearly half the mice, n=9) in non-

rewarded trials. 

In line with our expectations, timing for the first lick after Side In was not affected 

between light off and on trials, across all experimental groups (DLS stGtACR2, n = 5: 

Light on/off medians: 0.51/0.52 s; Light off/on trials: 3189/280; DLS eYFP, n = 3: Light 

on/off medians: 0.37/0.37 s; Light off/on trials: 2469/249; M1 stGtACR2, n = 5: Light 

on/off medians: 0.52/0.56 s; Light off/on trials: 4683/373; M1 eYFP, n = 5: Light on/off 

medians: 0.45/0.45 s; Light off/on trials: 3470/309) (Figures 20A), B), C) and D)). To 

quantify these results, we analyzed the ratio of the medians between light on and off 

conditions, to observe if there is any significant difference amid experimental groups, 

respective to the region in study (DLS eYFP vs DLS stGtACR2; M1 eYFP vs M1 

stGtACR2). The results present no significant differences between the ratios, 

confirming our initial assessment (mean of the ratios in DLS eYFP/stGtACR2: 

1.23/1.03; p-value = 0.16) (mean of the rations in M1 eYFP/stGtACR2: 1.06/1.16; p-

value = 0.27) (Figure 20E) and F)). 

Overall, this set of results shows that inhibition of DLS and M1 does not lead to a 

delay in the onset of licking and suggests that the observed effects on the timing of 

action initiation and execution (Figure 18) are not a result of a generalized delay in 

movement.  



67 
Rodrigo Ferreira Martins 

 
 

Figure 19 - Time distribution of licking during light on and light off conditions.  

(A) Peri-event time histogram (PETH) of licks by M1 eYFP’s mice, in reward 

trials. Data represents all time-intervals from onset of light stimulation to 5 seconds 

after, for light-off trials (represented in blue) and light-on trials (represented in 

orange). Grey dashed lines represent the event of outcome delivery (positive outcome 

in rewarded trials; 400 ms). 

(B) Same as (A) for DLS eYFP’s mice. 

(C) Same as (A) for M1 stGtACR2’s mice.  

(D) Same as (A) for DLS stGtACR2’s mice.  

(E) PETH of licks by M1 eYFP’s mice, in non-rewarded trials. Data represents 

all time-intervals from onset of light stimulation to 3 seconds after, for light-off trials 

(represented in blue) and light-on trials (represented in orange). Grey dashed lines 

represent the event of outcome delivery (negative outcome in non-rewarded trials; 400 

ms).  

(F) Same as (E) for DLS eYFP’s mice. 

(G) Same as (E) for M1 stGtACR2’s mice.  

(H) Same as (E) for DLS stGtACR2’s mice.   
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Figure 20 - No delay in the initiation of licking activity after light-induced trials, in 

all experimental groups. 

(A) PDF of the time intervals taken by DLS stGtACR2’s mice to execute the 

first lick after choice report. Data represent all time-intervals in a range from 0 to 2 

seconds, for light-off trials (represented in blue) and light-on trials (represented in 

orange).  

(B) Same as (A) for DLS eYFP’s mice.  

(C) Same as (A) for M1 stGtACR2’s mice.  

(D) Same as (A) for M1 eYFP’s mice.  

(E) Comparison of the ratios for the time-intervals’ medians (light on/light off) 

of all individual DLS mice (DLS eYFP bars represented in grey; DLS stGtACR2 bars 

represented in red) (paired t-test, n.s. > 0.05). Bars represent mean ± SEM. 

(F) Same as (E) for all individual M1 mice (paired t-test, n.s. > 0.05). 
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   3.2.3 Optogenetic inhibition of DLS, but not M1, affects action choice. 

 

The previous analysis highlighted an effect on the timing of the actions exerted by 

mice to complete the events comprising the behavioral task. In particular, we can 

propose that M1 activity is preponderant for proper performance between Center In 

and Side In, while activity in the DLS is important for the correct performance from Side 

In to the Next Center In. 

However, the results presented in the sections above do not answer the question of 

whether inhibition of these regions’ neuronal populations may affect the action in the 

subsequent trial, leading to a change in the choice selected. Therefore, to investigate 

whether these regions’ neuronal circuits are required for action selection, we decided to 

perform an analysis on the mice's probability of switching the choice selected in the 

next trial, after DLS/M1 inhibition occurred during the initiation process (Side In to Next 

Center In) in the previous trial.   

We considered trials that followed optogenetic inhibition in these events, since mice 

cognitively prepare the next action within the time interval of Side In to Next Center In. 

Although, as previously mentioned, there is a higher probability of events, after 

rewarded trials, where the first attempt to initiate the next trial takes place outside the 

time window of light stimulation (when compared with non-rewarded trials), both 

rewarded and non-rewarded trials were analyzed (separately) for this analysis. There 

are two different reasons for the implementation of this approach. First, even if, in 

rewarded trials, the Next Center In occurs when DLS and M1 neuronal activity is not 

disturbed (see Figure 9), the action selection process may have been performed during 

the stimulation time window (the selection process may be performed during outcome 

evaluation or in time periods distant from the initiation attempts). Secondly, it is 

important to separately analyze the effect of a positive or negative outcome on the 

choice selected in the subsequent trial, since the probability of mice changing the next 

choice is presumably different for both situations. If mice get a reward, there is a lower 

probability of switching to a different choice in the next trial, while the opposite is true in 

the case mice do not get a reward. This distinction may help us comprehend the 

involvement of DLS and M1 on action selection, as a significant difference on choice 

switching probability after rewarded trials may be a stronger indicator of the 

participation of these regions in this action process. 

For all experimental groups, we obtained the probability of switching between the 

choice taken in the previous trial (Side In) and the choice taken after Next Center In 

after light on or light off conditions, for non-rewarded and rewarded trials. 
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Subsequently, we examined the difference of switching probability between both light-

stimuli conditions (light on minus light off), either on non-rewarded or rewarded trials.  

When comparing both M1 experimental groups, no significant differences were 

observed between the differences on the probability of switching the next choice after 

non-rewarded or rewarded trials (Figure 21A) and 21B); Non-rewarded trials: p-value = 

0.26; Rewarded trials: p-value = 0.60). On the other hand, the same analysis on DLS 

experimental groups revealed a significant difference between the differences on the 

probability of choice switching after rewarded trials (Figure 21D); Rewarded trials: p-

value = 0.02), while no significant differences were observed after non-rewarded trials 

for both situations (Figure 21C); Non-rewarded trials: p-value = 0.06). It should be noted 

that, as expected, the switch probability after non-rewarded trials is generally higher 

compared to rewarded trials. Thus, the lack of a statistical difference for the non-

rewarded trials could therefore be a result of a ceiling effect. 

The results obtained suggest that the DLS can influence action selection by 

modulating the probability to switch to another action in the next trial. 

 

 
 

Figure 21 - DLS inhibition, not M1, leads to an effect on choice selection in the 

subsequent trial and after attempting to initiate a trial.  

                (A) Comparison of the switch probability between previous trial’ choice and 

choice after Next Center In, for both M1 eYFP and M1 stGtACR2 mice, after non-
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rewarded trials (M1 eYFP bars represented in grey; M1 stGtACR2 bars represented in 

red) (paired t-test, n.s. > 0.05). Bars represent mean ± SEM. 

 (B) Same as (A) for rewarded trials. (M1 eYFP bars represented in grey; M1 

stGtACR2 bars represented in blue). n.s > 0.05. 

 (C) Comparison of the switch probability between previous trial’ choice and 

choice after Next Center In, for both DLS eYFP and DLS stGtACR2 mice, after non-

rewarded trials (M1 eYFP bars represented in grey; M1 stGtACR2 bars represented in 

red) (paired t-test, n.s. > 0.05). Bars represent mean ± SEM. 

 (D) Same as (C) for rewarded trials. (DLS eYFP bars represented in grey; 

DLS stGtACR2 bars represented in blue). * < 0.05. 
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Discussion 

 

The project developed for my master thesis primarily aimed at exploring the role that 

the DLS and M1 exert on the action selection process by studying the effect of cell-type 

specific, optogenetic inhibition of these regions during the performance of a three-

alternative-choice probabilistic task. I approached this topic by investigating the effects 

on action selection (quantified as changes in action choice, i.e., switching), action 

initiation and execution (quantified as changes in timing) that result from the transient 

inhibition of these regions’ neuronal populations during specific task events   

It is intuitive to understand our focus on studying these regions in order to gain 

insight on which neuronal areas are responsible for these processes. Not only is it 

known the involvement of both M1 and striatum on action execution and initiation 

4,6,7,155,157, the striatum has been thoroughly linked to an action selection role, from a 

theoretical 8–10  to a practical perspective 191. Nonetheless, despite this similarity 

concerning the functions that M1 and striatum perform, studies that explore the 

participation of both these regions in motor- and cognitive-related functions are 

extremely scarce 25,189. This prevents the comprehension on whether these functions 

are indeed shared between both these regions, or is a result of experimentally different 

studies where assessment of the participation of M1 or striatum on action functions is 

based on distinct behavioral tasks and experimental methods.  

In this project, by studying the effects of neuronal manipulation of either M1 or DLS, 

on animals performing the same behavioral task, we provide a more comprehensive 

analysis on the similarities and distinctions between these regions on action initiation, 

execution and selection. Furthermore, previous studies that demonstrate the 

importance of striatal circuits for the execution and selection of actions present 

experimental designs that need to be taken into account when considering the striatum 

participation on these functions. Although it has been demonstrated that disruption of 

striatal activity during action execution affects action performance7, the execution 

phase of the task designed in that study concerns the execution of action sequences, 

which leads to reward delivery if performed accordingly with the requirements for 

correct trial performance (sequences of 8 lever presses leads to a reward). However, 

the implementation of such design leads to a prevalence of strategies based upon 

habits (habitual actions) by mice, which does not correspond to the execution strategy 

on our task (goal-directed actions). Regarding the participation of the striatum in action 

selection, the elegant study by Tai and colleagues 191 has its own limitations. Since it 

was used a two-alternative-choice task, and inhibition of D1- and D2-SPNs was 
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unilateral, one can question if the effects observed after striatal manipulation were the 

result of a cognitive function within the striatum (action selection), or a motor-related 

one. Although the study demonstrates the effect is not motor-related, it can’t be 

discarded the possibility that unilateral striatal excitation may result in a motor effect, 

since a posterior study has shown that unilateral manipulation of striatal SPNs leads to 

contraversive movements 73. 

In our study, a probabilistic three-alternative choice task was used so that mice had 

to choose the most appropriate action (i.e., choice of the left, high or right hole) at 

every single trial based on the current reward contingencies. This allowed me to 

measure not only the effects of inhibition on action timing but also on action selection. 

This is, in the three-alternative choice task, mice had a defined set of alternative 

choices, which is not the case for previously used sequence tasks 7. As mentioned 

previously, this leads to the implementation of goal-directed action strategies by mice 

to complete the trials. Additionally, the use of a high poke, within the three alternative 

choices, restricts the assumption that changes in action choice may be related to the 

exertion of contraversive movements. This is further complemented by our strategy on 

inhibiting the mouse’ striatum bilaterally, which is not observed in other studies that 

assign an action selection role to the striatum.  

Since efficient inhibition experiments are far more difficult to accomplish than 

excitation strategies, we decided to use stGtACR2, a newly described opsin 204 that, 

presents itself as an inhibitory optogenetic tool capable of avoiding the majority of the 

problems presented when it comes to inhibiting neurons through optogenetics 197. In 

particular, the high light-sensitivity by this opsin allows the use of lower light powers 

and shorter light-pulses, which consequently prevents the heating increase in the 

targeted tissue. This light-derived heating is a major caveat in optogenetic experiments, 

since it may lead to suppression of neuronal activity and influence animal’s behavior 

198, jeopardizing the integrity of the results obtained in optogenetic experiments. 

However, given its novelty, the extent of literature regarding the usage of the opsin is 

still scarce, which coupled with the lack of detailed information about its expression in 

M1, and mainly the striatum, led us to initiate the project by optimizing the expression 

of the opsin in the mentioned regions. 

Various strategies were implemented in order to achieve optimal expression of the 

opsin in our targeted regions. In detail, viral delivery at the original stock titer 

(1.5*10^13 gc/ml) revealed inhomogeneous expression, since the heterogeneous DAPI 

fluorescence in DLS suggested the occurrence of a phenomenon of neurotoxic nature 

in this area. Further injections at lower concentrations (5*10^11 gc/ml and 1.5*10^12 
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gc/ml) provided better results concerning this effect, as DAPI fluorescence in M1 and 

DLS appeared to be unaffected.   

Furthermore, volumes as high as 500 nl are not sufficient to achieve a spread of 

expression significantly wider than the width of the optic fibers, when injecting at diluted 

titers, while higher volumes injections (990/1000 nl) led to optimal results concerning 

the spread of opsin expression. Therefore, our experiments indicate that optimal 

expression of stGtACR2 in cortical and striatal conditions is achieved by virus injections 

of 990/1000 nl at diluted titers of 1.5*10^12 gc/ml. 

After the optimization of stGtACR2 expression in our regions of interest we 

assessed the effects of this manipulation on the animal's behavior in the task. Since the 

regions we manipulated are involved in action initiation and execution, we decided to 

first analyze if inhibition of those circuits could lead to delays in the initiation and 

execution phases of the task. We report that DLS inhibition significantly delays the 

attempt to initiate the next trial, providing further evidence that striatal activity is crucial 

for proper action initiation. Given the calcium-imaging data (experiments performed 

prior to the start of my project) obtained for DLS activity in this phase of task, in which 

baseline activity is considerably low and slightly increases in time-periods very close to 

initiation of the trial (data not shown), future analysis should investigate the hypothesis 

that the small burst of DLS activity at the end of this phase is crucial for action initiation. 

A significant delay in attempting the initiation of the next trial is also observed after 

M1 inhibition. These results are consistent with the calcium-imaging data obtained from 

M1 in mice performing this same task (high neuronal activity in M1 from Side In to Next 

Center In), as well as previous reports of M1 activity related to the onset of movement 

4,155,157. 

Regarding the inhibition of both regions during the action execution phase of the 

task, our results reveal once again a dichotomy between the importance of M1 and 

DLS for this action process. M1 inhibition led to a significant delay in executing the 

choice selection, consistent with the role that M1 has in motor command and motor 

control151. On the other hand, DLS inhibition did not affect motor execution. Although 

the importance of DLS activity for action execution has been described7, the context in 

which the importance of DLS SPNs to this process was studied referred to the 

execution of action sequences, while in our experiments mice do not execute the action 

that leads to choice selection in a habitual manner, instead executing actions with goal-

directed strategies, as described above. Furthermore, since we do not observe a 

significant effect of DLS inhibition on the timing to execute the chosen action, we may 

speculate that the high neuronal activity displayed in DLS within this phase of the task 

(obtained from calcium-imaging data) refers to either the encoding 184,185 or support 26 
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of kinetic properties of the motor outputs. Analysis of the motion and video sensor data 

obtained in this project will provide additional insights and can be used to test this 

hypothesis. 

Overall, our analysis on the time that mice expend to initiate and execute actions, 

suggests that M1 activity plays a role in action execution, while DLS activity is critical 

for action initiation. 

To understand if these effects are the sole result of a delay respective to the 

movements necessary to perform the initiation and execution phases of the task, or 

are, instead, due to a general delay of various types of movement, we examined if DLS 

and M1 inhibition could lead to a delay on licking activity after Side In. We observe no 

significant differences between the times taken to execute the first lick across 

experimental groups. This observation confirms that the delays observed after DLS and 

M1 inhibition in action initiation and execution, respectively, are specific to the 

processes under evaluation, instead of a general effect on motor output.   

Could the neuronal circuitries involved in licking activity been directly affected by the 

light manipulations of M1 and DLS? These regions are the anterior lateral motor cortex 

(ALM) 235–238 and the ventrolateral striatum (VLS) 239, respectively. To test whether 

inhibiting our targeted regions could also silence off-target neurons in some of these 

neighboring circuits, given the light spread throughout brain tissue, we analyzed licking 

activity in our task. It has been reported that this spread can reach over 1 mm of area 

203. The ALM, despite being located within the motor cortex, is far off the coordinates 

we used for our injections in M1 (in ALM, usually: AP = 2.5 mm; ML = 1.5 mm; in M1: 

AP = 1 mm; ML = 1.4 mm), which strongly suggests that ALM neuronal populations 

were not targeted during our inhibition experiments. On the contrary, the coordinates 

used to target the VLS are more similar to the ones we used for DLS targeting, when 

compared with those observed between ALM and M1 (in VLS: AP = 0.5 mm; ML = 2.25 

mm; DV = 3 mm; in DLS: AP = 0.5 mm; ± 2.5 mm; DV: -2.1 to -2.5 mm). However, 

since we do not report a significant effect at the onset of licking after M1 or DLS 

inhibition, this suggests that neither ALM nor VLS neuronal populations were targeted 

in our optogenetic experiments.   

Finally, we assessed the role that M1 and DLS have on action selection, which 

constituted the main goal of this project. Our results showed that M1 activity does not 

influence the selection of the next choice on neither of the conditions under analysis 

(rewarded vs non-rewarded trials; choice selected after next trial initiation’ attempt). On 

the contrary, DLS inhibition resulted in a significant effect on the probability of switching 

the choice selected in rewarded trials, after the attempt to initiate a new trial. To 

observe this effect after rewarded trials is particularly striking, since it is less likely that 
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an animal opts for a different choice from the one selected previously if it resulted in a 

positive outcome 191.  

These results assign a clear role on action selection to the DLS, a function which 

has been highly suggested to be performed at the striatal level. The operations 

underlying the striatum’s ability to exert such a function have been long debated. In this 

study, we suggest a possible mechanism that enables the striatum to influence action 

selection. Given the results we collected from our experiments, I propose a simple 

model in which the striatum impacts the selection of upcoming actions by acting as a 

switch/repeat module for action choice 240. 

The implementation of such a simplistic mechanism to determine the selection of 

actions to be exerted implies that the activity that arises from the striatum, and 

consequently the BG, results in an immediate effect upon action performance. Such an 

effect can be observed in our results, as DLS inhibition within the event of nose poking 

a side poke (report of choice) in a previous trial and the attempt to initiate the next trial 

significantly alters the choice of the next trial. Furthermore, we observe that in eYFP 

mice the difference in the probability of choice switching, after rewarded trials, is largely 

unaffected between trials with and without light manipulation, which suggests that, in 

normal conditions, the DLS supports the repetition of an action that previously led to a 

positive outcome. This is also a tendency in non-rewarded trials, which goes 

accordingly with the idea that a switch in action selection must be derived from a 

sequence of outcomes that do not match with the animal’s expectations, instead of  a 

lose-shift strategy 191. However, we did not analyze the difference in the probability of 

switching to a different choice in upcoming trials after two or three negative outcomes, 

which would provide an additional insight about the relationship between DLS activity 

and the strategy implemented to exert the switch/repeat function that we propose. 

This dichotomy in function suggest that the two SPNs neuronal populations 

represent, separately, the modules of repeating and switching, with the prevalence of 

D1- or D2-SPNs activity either increasing the frequency of repetitive actions, or 

promoting action switching. Various studies have attributed these properties to these 

different pathways, showcasing that D2-SPNs activity promotes behavioral switching 

7,240 while D1-SPNS excitation contributes to maintaining the same action course 

(repetition) 240, depending on the previous outcome history of their choices.   

This effect is probably the result of how these neuronal populations distinctively 

respond to the outcome of their actions. D1-SPNs mainly respond to positive 

outcomes, while D2-SPNs are not only more sensitive to negative outcomes, but also 

respond to this negative value more rapidly than D1-SPNs 240,241. This suggests that 

D2-SPNs activity can quickly adjust following actions when previous ones did not 



77 
Rodrigo Ferreira Martins 

correspond to the animal’s expectations, by eliciting a switch on the next action course, 

while D1-SPNs support the repetition of the same action previously exerted if it resulted 

in a positive outcome. Although we did not perform our inhibition experiments at SPN-

specific level (see Conclusion and Future Directions), our results closely match the 

ones described in these studies. Interestingly, the aforementioned studies described 

these D1- and D2-SPNs properties on DMS’s neuronal populations, while in our 

experiments we manipulated DLS’s SPNs, prompting the revision on the theorized 

segregated functionality of DMS and DLS activity in respect to goal-directed and 

habitual actions, respectively.  

Trying to fit this switch/repeat function in a model of activity that explains how both 

pathways work in concert to guide the selection of specific actions is difficult. Intuitively, 

if D1- and D2-SPNs activity encodes repeat and switch functions, then their activity 

should be exerted separately. However, a recent model that has been proposed to 

explain how the simultaneous activity of both SPNs populations may guide action 

selection, provides a comprehensive explanation on how the combinatory activity of 

switch and repeat signals results in the selection of an intended action. Named the 

“competitive model”, it suggests that the resulting output of BG activity results from a 

competition between D1- and D2-SPNs populations that are tuned to the same 

action242. Depending on the value of the outcomes from previous actions, one of the 

SPNs populations will “win” in relation to the other, and decide whether to switch or 

repeat the action previously performed. This implies that different D1-and D2- SPNs 

populations have access to the same set of inputs/information, and that specific 

ensembles of activity between these populations are related to specific actions, which 

is true for both cases 72,76,77,160,162.  

Moreover, the evidence linking imbalanced striatal activity with the emergence of 

neuropsychiatric diseases whose phenotype denounce inappropriate action initiation 

and selection functions, such as OCD, suits well with a switch/repeat mechanism 

underlying striatal activity. OCD patients display highly repetitive behaviors in the form 

of actions, and reveal an incapacity to counter the onset of these behaviors and to 

switch to an alternate action after the initiation of such actions 29,43. It has been 

described that corticostriatal dysfunction is at the origin of this disorder at striatal level 

49, and given the differential pattern of innervation by cortical areas on D1- and D2-

SPNs 97 this may suggest that imbalance of the cortical inputs provided to these 

different populations may affect striatal activity, by strengthening/deficit of one SPNs’ 

population in relation to the other.  

Is important to mention that our results do not support the main models that attempt 

to explain how striatal activity relates to the functions performed by the striatum. In 
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detail, the rate model assumes that D1/ D2-SPNs activity supports/inhibits movement 

generation 23,27,70, but our results reveal that inhibition of the DLS does not lead to 

movement impairments (no delays in the timing for action execution). Regarding the 

rate model, which proposes that D1-SPNs activity supports the action to be exerted, 

while D2-SPNs activity suppresses all other competing actions 9,61, our results suggest 

that the activity that results from both SPNs support a repeat/switch module between 

these populations, for which D2-SPNs activity would contribute to switch the action 

previously exerted, therefore being action-specific. 

Finally, our experiments further revealed that the selection process does not occur 

in time-periods that are close to the initiation of trials. As previously mentioned, 

analysis on the initiation of the next trial (Next Center In), after rewarded trials, leads to 

a higher probability of analyzed trials in which the light stimulation offset precedes this 

event (see Figure 5, Materials and Methods). However, we here report a significant 

effect of DLS inhibition on the probability of switching the choice selected after Next 

Center In, in rewarded trials. Therefore, even in trials where DLS was no longer 

inhibited in time-periods closer to the initiation of the next trial, previous inhibition of 

DLS was sufficient to affect the selection of the next choice, meaning that the selection 

process is not performed closer to the event of trial initiation in our task. 

In summary, in this thesis, my results demonstrate distinct effects of M1 and DLS 

inhibition on the selection and initiation of actions, as well as their execution. These 

findings suggest that these two neuronal regions contribute, in different fashion, to 

proper action performance, providing a comprehensive study on where different action-

related functions are performed in order to generate some of the first stages of motor 

activity.  

 

 

 

 

 

 

 

 

 

 

 

 



79 
Rodrigo Ferreira Martins 

Conclusion and Future Perspectives  

 

Concluding, in this project, I used state-of-the art optogenetic and behavioral 

approaches to compare the role of M1 and DLS during action selection. My study 

provides new insights into the general functioning of DLS and M1 in action-related 

themes, particularly on the possible roles these regions have in the initiation, execution 

and selection of actions.  

Our results indicate that DLS activity plays a role in action initiation, while also 

playing an effect on the selection of the upcoming action choice. M1 activity, on the 

other hand, seems crucial for both the initiation and execution phases of the task. The 

strength of my approach to studying these circuits was that I investigated both M1 and 

DLS within the same task. This approach therefore provides a common ground for the 

comparison of the inhibition effects on M1 and DLS. 

To further dissect the role of DLS in action selection, it is important to understand 

how the two major neuronal cell-types of the striatum interact and contribute to the 

effects we observe. Since we suggest that D1- and D2-SPNs act as repeat and switch 

modules, respectively, selective inhibition of each of these pathways during the events 

of the task we analyzed to assess DLS activity’s importance for action selection, would 

contribute to clarify this hypothesis and to allow a more detailed understanding on how 

both SPNs populations within the DLS contribute to this process.  

To assess if the delays we observe during the execution and initiation phases of the 

task after M1 and DLS inhibition, respectively, are either the result of a delay of the 

onset to initiate the actions necessary to complete those events or the consequence of 

movement constraints related with the speed of the movements exerted, analysis on 

the accelerometer data we obtained from the motor outputs performed by the animals 

would provide interesting details on this matter.  

Lastly, electrophysiological experiments in vivo will be performed to quantify the 

inhibition properties of stGtACR2 in M1 and DLS at the titers and volumes used in our 

surgeries, and under the light power chosen for our optogenetic experiments.  
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Annex 

 
Table S1 - Mice utilized for the histological characterization of the stGtACR2 

opsin in cortical and striatal conditions. 
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Table S2 - Mice utilized for the behavioral experiments’ section of the project. n.a. 

stands for Non applicable.   

 
 

 

 

Table S3 - Measurements for the length of stGtACR2 expression in mice injected 

with undiluted virus. 

 
 

 

 

Table S4 - Measurements for the length of stGtACR2 expression in a mouse after 

injection with 300 nl of the virus at a 1:10 dilution. 
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Table S5 - Measurements for the length of stGtACR2 expression in mice after 

injection with a 1:30 dilution of the virus. 

 
 

 
 

 

 

Table S6 - Measurements for the width of stGtACR2 expression in mice after 

injection with 990/1000 nl of the virus, at a 1:10 dilution. 
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Table S7 - Mice whose behavior performance was analyzed. The coordinates 

represented correspond to the fiber tip position, which denote a close 

approximation between its position after histological observation and the 

intended coordinates prior to the surgery procedures. 

 

 
 

 

 

 

 


