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Abstract 

Neuropsychiatric disorders incidence has increased worldwide and became an 

increasing economic and social burden.  Intellectual disability and Schizophrenia, key 

examples of such disorders, were already associated with proteins related to 

homeostatic plasticity. Even though the number of proteins associated with these 

conditions is massive, the mechanism that leads to the disease is still poorly 

understood.  

Interestingly, various studies showed that the same gene may be found 

mutated in patients diagnosed with different neuropsychiatric disorders. This may 

point to a common origin related to synaptic dysfunction. The CACNG2 gene, which 

codes for stargazin, was indeed described as a susceptible gene for psychiatric 

disorders. STG, an auxiliary subunit for AMPA receptors, plays an important role in 

modulating AMPAR function, transporting it to the synapse and assisting in the 

homeostatic synaptic scaling of AMPAR. There are already two key mutations, one 

reported in literature and another found on CNC lab “Synapse Biology” linked to 

intellectual disability and schizophrenia.  

During my master thesis, in silico techniques such as modeling, dynamic 

simulation and structural and dynamical analysis were applied to these molecular 

systems to better understand the effects of these mutations on the structure of stargazin 

and in its interaction with AMPAR. 
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Resumo 

A incidência a nível global de doenças psiquiátricas foi aumentando, o que as 

torna num crescente fardo económico e social. O défice intelectual e a esquizofrenia, 

típicos exemplos desse tipo de doenças, têm sido associados a proteínas importantes 

para a modulação da força sináptica. Mesmo com o grande número de proteínas 

associadas a estas condições, o mecanismo que despoleta estas doenças é ainda pouco 

conhecido.  

Curiosamente, vários estudos mostram que o mesmo gene pode ser encontrado 

mutado em pacientes diagnosticados com diferentes doenças psicológicas. Isto pode 

apontar para uma origem comum relacionada com disfunção neuronal. O gene 

CACNG2, que codifica a stargazin, foi de facto descrito como sendo o gene susceptível 

para doenças psiquiátricas. A stargazin, uma subunidade auxiliar dos receptores 

AMPA, tem o importante papel de modular a função do AMPAR, transportá-lo para a 

sinapse e assistir no escalamento homeostático do AMPAR. Duas mutações 

importantes foram encontradas nesta proteína, uma relatada na literatura e outra 

encontrada no laboratório “Synapse Biology” do CNC relacionadas com défice 

intelectual e com esquizofrenia.   

 Durante a minha dissertação de mestrado, técnicas in sillico como a modelação, 

simulações dinâmicas e análises estrutural e dinâmica foram aplicadas a estes sistemas 

moleculares para compreender os efeitos que estas mutações têm na estrutura da 

stargazin e na sua interacção com o AMPAR. 
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Introduction 

1 Psychiatric disorders  

Psychiatric disorders are characterized by cognitive, emotional or behavior 

alterations that are linked to a dysfunction in the psychological, biological, or 

developmental processes underlying mental functioning1. The incidence of psychiatric 

disorders has been increasing worldwide, and as such, their economic and social 

burden has been also increasing significantly for most countries and is expected to 

continue rising2. 

As these disorders have neurological symptoms that are often similar between 

different disorders, and are heterogeneous between patients with the same diagnosis, 

the mechanisms that are responsible for them are still poorly understood3. Recent 

studies showed that psychiatric disorders have a genetic component, usually a 

combination of many genetic variants with a small effect and rarely other variants that 

have larger effects4,5. Multiple studies suggest that abnormalities in genes encoding 

synaptic proteins may participate in neuropsychiatric disorders by disrupting the 

excitatory/inhibitory balance in the central nervous system4,6.  

1.1 Intellectual Disability 

Intellectual Disability (ID) is a neurodevelopmental disorder characterized by 

impairments in intellectual and adaptive functioning in three domains: conceptual, 

social and practical. This disorder can be divided into categories: syndromic, associated 

with clinical, morphologic, metabolic, radiological or biological anomalies; or non-

syndromic, in which the only symptom is cognitive deficits7. The symptoms for this 

disorder start during the developmental period (early infancy) and are diagnosed 

based on the severity of deficits in adaptive functioning8.  

Globally, it is estimated that 1-3% of the population is affected by this disorder, 

more prevalent in males7. The fact that some forms of ID are caused by mutations in 

chromosome X (e.g. fragile X syndrome) could explain the higher prevalence in males. 

The etiology of ID is in most cases unknown. However,  approximately 25% has a 

genetic cause, from chromosomal aneuploidy to single point mutations, and  about 

15% is caused by an environmental factor, like premature birth9. Some genes that 

encode for glutamatergic synaptic proteins were implicated in ID. Examples of those 

genes are GRIN2A and GRIN2B (NMDAR subunits) 10  and GRIA3 (AMPAR subunit)11.  

1.2 Schizophrenia 

Schizophrenia (SCZ) is a chronic brain disorder characterized by symptoms that 

cause social or occupational dysfunction like hallucinations and disorganized speech 



and behavior. To make a diagnosis, symptoms must have been present for six months 

of which at least one month the patient suffered from active symptoms. The symptoms 

usually appear in early adulthood, late teens or early 20s for men, and 20s or early 30s 

for women12.  

Worldwide, it is estimated that 0,4% of the population is affected by this 

heritable disorder13,14. However, not only gender (males have a higher chance of 

developing the disease) is a risk factor, but some environmental factors can also 

influence the onset and severity of the symptoms. From these factors, we can stress out 

like pre- and perinatal events (including birth complications and late parenthood) and 

stressful events during childhood15,16.  

Numerous mutated genes that encode proteins that are required for 

homeostatic plasticity, were associated with SCZ, as seen for  ARC17 and CaMKII18. 

Consequently, it was suggested that a possible explanation for the phenotype of the 

disease is an imbalance in the excitation/inhibition ratio in the prefrontal cortex since it 

is involved in executive and working memory functions19.  

2 Glutamatergic Synapses 

The most abundant excitatory neurotransmitter in the central nervous system 

(CNS) is glutamate, first characterized by Frode Funnum in 198420,21. This 

neurotransmitter enters vesicles in the presynaptic terminal and then, when those 

vesicles fuse with the membrane of the neuron at the active zone, it is released into the 

synaptic cleft. The glutamate will then act on postsynaptic glutamate receptors which 

can be classified as metabotropic glutamate receptors (mGluRs) or ionotropic 

glutamate receptors (iGluRs). Other than glutamate receptors, on the postsynaptic side, 

there are kinases, phosphatases and scaffold proteins, like PSD-95, that are responsible 

for organizing the receptors and their regulators22,23.  

Glutamatergic synapses are critical to regulate the viability and the function of 

neuronal circuits, and, ultimately, the behavior and responses to environmental cues24.  

2.1 Metabotropic Glutamate Receptors 

GPCRs superfamily, the largest group of membrane proteins, can activate 

different signaling pathways (mainly mediated by G-proteins and arrestins effectors) 

to trigger a cellular response to a wide range of extracellular signals25. In this 

superfamily, Class C contains all eight subtypes of mGluRs (mGlu1-8), which can be 

divided into three subgroups according to their sequence similarity, G protein-effector 

coupling and pharmacological properties. Group I mGluRs include mGlu1 and mGlu5, 

which are coupled to Gq-protein. This group stimulates phospholipase C and synthesis 

of inositol trisphosphate (IP3) and diacylglycerol, leading to an increase of the 

intracellular levels of calcium and protein kinase C activity26–28. Group II mGluRs, 



which include mGlu2 and mGlu3, and group III mGluRs, comprising mGlu4, mGlu6, 

mGlu7 and mGlu8, are preferentially coupled to Gi-proteins29 and are negatively 

coupled to adenylyl cyclase, and as such, they inhibit the formation of cyclic adenosine 

monophosphate (AMP)30.  

Depending on the localization of the mGluRs, distinct mechanisms are used to 

modulate synaptic transmission. Group I receptors are localized in the postsynaptic 

compartment away from active zones, whereas Group III receptors are localized in the 

presynaptic compartment, near active zones. Group II receptors are localized 

perisynaptically30. These receptors, more specifically group I mGluRs, have been found 

to be essential for both Hebbian plasticity31,32 and non-Hebbian plasticity33.  

2.2 Ionotropic Glutamate Receptors 

The group of iGluRs includes kainite receptors (KARs), N-methyl-D-aspartate 

receptors (NMDARs) and α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid 

receptors (AMPARs)24. 

2.2.1 NMDA Receptors 

NMDAR are channels highly permeable to calcium that not only 

need  glutamate to be activated but also a co-agonist (D-serine or glycine) and previous 

depolarization of the plasma membrane to remove the voltage-sensitive magnesium 

blockage33.  

These heterotetrameric receptors differ in subunit composition. According to 

sequence homology, these subunits can be divided into three subfamilies, GluN1 

subunit, GluN2 subunits (GluN2A, GluN2B, GluN2C and GluN2D), and GluN3 

subunits (GluN3A and GluN3B). Between subunits, the number of amino-acids varies 

from 900 to over 1,480, mostly due to the different sizes of the C-terminal. This area has 

the key role in regulating the trafficking of NMDAR33.  

NMDAR plays an important role in some forms of synaptic plasticity that was 

already associated with learning and memory. In fact, different subunits of NMDAR 

can promote long term potentiation (LTP) or long term depression (LTD) dependent on 

calcium influx by the receptor34.  

2.2.2 AMPA Receptor 

AMPARs are the ionotropic glutamate receptors that mediate fast excitatory 

neurotransmission. The kinetics of these receptors are tuned by the composition and 

alternative RNA processing of the four subunits (GluA1–GluA4) that assemble in 

homomeric or heteromeric tetramers and by auxiliary factors35,36. These subunits can 

undergo post-transcriptional editing with relevant physiological impact. The best-

studied example is the mutation glutamine-arginine in subunit GluA2, which leads to a 



reduced permeability for calcium ions. This 

edition has a significant effect as it avoids 

glutamate-mediated excitotoxicity37. The 

subunits can also undergo alternative splicing 

resulting in two variants, flip or flop. The 

most notorious difference between these two 

variants is that flop desensitizes faster in 

response to glutamate compared to the flip 

variant 38. AMPAR can also be 

phosphorylated in serine residues of the C-

terminal, which will regulate trafficking, 

insertion and AMPAR-mediated currents. 

Apart from kinases, other proteins also 

interact with AMPAR and regulate their 

trafficking, insertion and gating properties 39.  

AMPAR subunits consist of four domain layers: an extracellular N-terminal 

domain (NTD), a ligand-binding domain (LBD), a membrane-embedded 

transmembrane domain (TMD) and a C-terminal domain (CTD). The TMD is formed 

by four helices (M1-M4), of which M2 is a reentrant loop that forms the pore, and M1, 

M3 and M4 are transmembrane helices40.  

Depending on the brain region, cell type and development stage, the 

composition of AMPAR changes. While in the cortex, hippocampus, olfactory regions, 

basal ganglia, lateral septum and amygdala there is a predominant expression of 

GluA1, GluA2 and GluA3, in the cerebellum and reticular thalamic nuclei GluA4 is 

more abundant39.  

Pathological disruptions in synapse structure are believed to trigger the 

development of psychiatric disorders such as autism and schizophrenia. It is also 

suggested that AMPAR can contribute to the pathophysiology of schizophrenia41.  

2.3 Transmembrane AMPAR Regulatory Proteins 

Transmembrane AMPAR regulatory proteins (TARPs) are a family of proteins 

that can regulate not only the trafficking and insertion at the synapse but also the 

channel properties of AMPAR. According to their sequence similarity and functional 

properties they are divided into different subfamilies, Type I (Ia and Ib) and Type II. 

Type Ia comprises γ2, also known as STG, and γ3, which rate of desensitization and 

deactivation of GluA1 is less extensive when compared to Type Ib TARPs. This later 

subfamily includes γ4 and γ8. Type II TARPs consist of γ5 and γ7, whose properties 

differ profoundly from Type I TARPs42,43.  The C-terminal of Type I TARPs differs from 

Type II TARPs. More precisely, while Type I has a class I PDZ-domain and ten 

Figure 1 - Representation of the 

AMPAR with four GluA2 subunits  



Figure 2 - Representation of the protein 

stargazin 

phosphorylation sites, Type II has an atypical PDZ-domain and only two of the ten 

phosphorylation sites. This difference may affect which proteins they bind with and 

enable differential receptor regulation44–46. Furthermore, Type I TARPs are differently 

expressed in the brain. While STG is mostly expressed in the cerebellum and to a lesser 

extent in the cortex and hippocampus, γ-3 is enriched in the cortex, being also found in 

the hippocampus and olfactory bulb. On the other hand, TARP γ-8 is highly expressed 

in the hippocampus and to a lower extent in the cortex and olfactory bulb, whereas γ-4 

is found in lower concentration in the cortex and olfactory bulb47. Type II TARP are 

enriched in the cerebellum and olfactory bulb, but they can still be found in the 

hippocampus. Whereas γ-5 can also be present in locus coeruleus and interpeduncular 

nucleus, γ-7 can also be found in the cortex, striatum, thalamus and brainstem48,49.  

2.3.1 Stargazin   

 The big interest on the 

stargazin (STG) arose from the 

identification of stargazer mice, which 

do not express that protein and 

displayed severe generalized spike, 

wave seizure disorder and an easily 

recognizable behavior, recurrently 

tipping their heads back to stare 

upward as if they were “gazing the 

stars”50. STG, a transmembrane 

protein, is encoded by the calcium 

voltage-gated channel auxiliary 

subunit gamma 2 (CACNG2) gene. 

This protein is key to regulate the 

trafficking, stabilization and 

homeostatic synaptic scaling of AMPAR and to modulate their gating properties 

(deactivation and desensitization) by slowing their rates of activation44,51–53.  

STG has 4 transmembrane domains, in which the third and fourth are crucial 

for the interaction  between STG and AMPAR while the first and second face the lipid 

membrane51. STG also has two extracellular segments; the first between the first and 

second transmembrane domains with four β-sheets and a small helix, which is 

important for the interaction with the STG and the promotion of cell-cell adhesion and 

the second between the third and fourth transmembrane domains with only one β-

sheet51–55. The C-terminal of this protein contains nine serine residues located in a short 

consecutive region of the cytoplasmic domain. The phosphorylation of these residues 

by protein kinase C (PKC) or Ca2+/calmodulin-dependent protein kinase II (CaMKII) is 

important to regulate synaptic recruitment and stabilization of AMPAR. Moreover, 



when they are not phosphorylated, STG binds to negatively charged lipids in an 

electrostatic-dependent manner. This interaction is due to the existence of eight 

arginine residues located around the 9 serine residues in STG56. The C-terminal STG 

also contains a PDZ binding motif that allows this protein to bind with synaptic PDZ 

proteins able to target the AMPA receptors to synapses57,58. When this domain is 

phosphorylated by PKA, more precisely in the threonine 321, the interaction with 

PSD95 is disrupted59.  Other binding partners of STG are:  

Synaptic PDZ proteins: Proteins from the postsynaptic density that can bind to 

proteins with a PDZ domain were shown to interact with STG in vivo (PSD 95 and 

PSD93) or only in vitro (SAP-97, SAP-102, MUPP1 and OMP-25) This seems important 

because this proteins can mediate clustering of ion channels60,61;  

MAGI-2: Scaffold protein that can interact with STG and seems to be able 

assemble neurotransmitter receptors and cell adhesion proteins62;  

Npist: Protein is known to bind with ERBB2 receptor stabilizing it. It was 

observed that it binds to STG and might be implicated in the trafficking of AMPAR63,64;   

Erbin: Protein needed for the stabilization of STG and AMPAR surface 

expression65;  

Light chain of microtubule-associated protein 1A: Protein able to regulate 

neuronal differentiation and microtubule dynamics.  It is believe that through its 

interaction with STG plays a role in the trafficking of AMPAR to the cell surface66;  

Serine racemase: Enzyme that converts l-serine into d-serin, co-agonist for the 

glycine site of NMDAR. It interacts with PSD-95 and STG, which aids its membrane 

localization and inhibits its activity67;  

ARC: Protein required for learning and memory. Its N-terminal lobe binds with 

STG and CamKII to be able to play its role in synapse68.  

STG is increasingly attracting attention in the last few years.  Some 

computational studies were performed with this protein, including a study published 

in 2016 by Zhang et al. in which they investigated the interaction between Arc and 

STG. This interaction is established through a hydrophobic pocket from Arc and β-

sheets from STG and is presumably responsible for mediating Arc-dependent 

homeostatic scaling of AMPAR68. In the same year, another group described that 

AMPAR and STG interaction is mediated by the last transmembrane domains (TMDs) 

and the first two beta-sheets of STG. While the last two TMDs interact with the first 

and last TMDs of GluA2, the beta-sheets interact with the ligand binding domain 

(LBD)51. 

In 2018, Twomey et al. used three different channel blockers to clarify the 

mechanisms of blockage of AMPAR. The blockers can diffuse into the open channel 

and bind to the central cavity. Since these blockers do not interfere with the gating 

machinery, the ion channel closes with the blocker inside and traps it within. For it to 

exit, AMPAR must open69. 



2.3.2 Role of CACNG2 gene in psychiatric disorders 

The CACNG2 gene was associated as a potential susceptible gene for 

psychiatric disorders. In fact, this gene is located in the 22q chromosome region, shown 

to be a risk-conferring area for single nucleotide polymorphisms (SNPs), like those 

identified in patients with schizophrenia70–72, bipolar disorder73,74 and intellectual 

disability75.  Furthermore, a study done in the anterior cingulate cortex of patients 

diagnosed with schizophrenia showed significant changes in the mRNA protein levels 

of other TARPs. More precisely, the levels of mRNA were only significantly decreased 

in γ-8, while the levels of proteins were significantly decreased in γ4, γ7 and γ-8 and 

increased in γ-3 and γ-576. 

Recently, a missense mutation in the CACNG2 gene was found in an 8-year-old 

male with a non-syndromic intellectual disability. The mutation leads to the 

substitution of valine 143 for a leucine residue that affects the function of the protein. 

In fact, the V143L mutation in STG significantly decreases the STG’s ability to interact 

with GluA1 and GluA2 AMPAR subunits75.  

Objectives 

 STG, by interacting with AMPAR, plays a major role in regulating its function, 

transporting it to the synapse and aiding in the homeostatic scaling of AMPAR. 

Mutations in STG were found to lead to some neuropsychiatric disorders, however the 

exact effects of these mutations on the structure and function of STG and the complex 

AMPAR:STG are still unknown. Thus, the main aim of this work was to detail the 

mechanistic effect of those mutations on STG and their consequences on STG’s ability 

to interact with AMPAR. 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Methodologies 

1 Protein Sequence Alignment 

Sequence alignment is a method for comparing two or more sequences of DNA, 

RNA or proteins by searching for aggregates of characters that are in the same order77. 

For that, we can use one of three types of sequence alignment: global, local or multiple 

sequence alignment. An example of a global alignment is the Needleman-Wunsch 

algorithm, a technique commonly used in bioinformatics. This algorithm uses a scoring 

system that gives a value for each match, mismatch, and gap and a two-dimensional 

matrix with a size (|x| + 1) × (|y| + 1), where |x| and |y| are the lengths of the 

sequences x and y. In the first cell of the first column and first row there is a 0 and 

subsequently the gap scores are added to these columns and rows. The score for each 

remaining cell is computed using the following equation: 

  Mi,j = max [Mi−1,j−1 + si,j, Mi,j−1 + g, Mi−1,j + g]   (Equation 1) 

Where Mi,j is the element of the ith row and jth column in the matrix, si,j is the 

substitution score and g is the gap penalty. The value on the last row and column in the 

matrix is the alignment score 78. 

To represent the alignment of two amino-acids sequences it is usual to have 

each of them in a row. In this representation bundles of amino-acids that are identical 

or similar will be represented in the same column, while non-identical amino-acids will 

be represented by a gap in the other sequence or by being added to the other 

sequence79. The protein sequence alignment is normally used to align protein 

sequences of animals which are evolutionarily related77. 

1.1 Clustal Omega80 

Clustal Omega80 is a multiple sequence alignment (MSA) tool that can deliver 

alignments of virtually any number of sequences of amino-acids with high accuracy in 

a short amount of time. Sequences can be given in many formats like GCG and FASTA. 

The current sequencing limit is 4000 sequences and 4MB of data81,82.  

2 Homology Modeling 

Even though the amount of three-dimensional (3D) structures deposited in the 

protein data bank (PDB)83 has quickly increased in the last few years, the number of 

membrane protein structures is still far from desirable. This can be explained by the 

fact that the experimental technique needed to obtain  crystals of membrane proteins is 

still a really challenging84,85. 



Several theoretical methods can be applied to overcome the absence of 3D 

structures of macromolecular proteins.  Homology modeling, also nominated 

comparative modeling or template-based modeling, is the most reliable and common 

technique used in the field. This tool predicts the 3D structure of a protein when the 

sequence of amino-acids is available and the structure of a homologous protein is 

known86,87. 

The basis of the method is the observation that two proteins with a similar 

amino-acid sequence, will maintain the main fold and characteristic features of tertiary 

structure. The first step is the identification of the correct template by alignment of 

amino-acid sequences. This alignment is then used to construct the 3D structure of the 

protein, a model that should be optimized and its quality tested. As a general rule, to 

obtain a good template, a minimum of 30% of sequence identity is required between 

the target and the template, since below 25% of sequence identity it is difficult to 

assume a common ancestry. Usually, a higher sequence identity correlates with a more 

accurate model, however, functionally important similarities between proteins aren’t 

always evident from just the comparison of the raw sequences. To be able to recognize 

those similarities one must compare the 3D structures, due to the fact that many 

proteins are overlooked as template structures because they share little sequence 

homology with the target sequence when they could potentially share structural 

similarity87. 

The accuracy of the predicted protein is critical to understand how good the 

performance of the prediction method is. Numerous authors have proposed different 

quality assessment measures that can be used to assure that the model has the correct 

structure88,89. Examples of these quality measurements are: i) Discrete optimized 

protein energy (DOPE), a statistical potential optimized for assessing the quality of 

models dependent on atomic distance90; ii) Z-score, a quality measure of the deviation 

of a protein structure energy in relation to an energy distribution derived from random 

conformations of the protein91; iii) LGscore, a structural score, is calculated using 

structural P-values of the protein88; and iv) MaxSub, another model quality measure, is 

calculated through the identification of the maximal subset of residues whose distance 

between the model and the experimental structure are shorter than 3.5 Å89. 

2.1 SWISS-MODEL92–96 

SWISS-MODEL92–96 is a fully automated protein homology modelling server 

that has been improving since its creation and now generates around 3000 models a 

day. This server uses homology modelling to create a 3D model of a protein from a 

target sequence by extrapolating experimental information from an evolutionary 

related protein structure that serves as a template 92.  



2.2 MODELLER97 

MODELLER97 is a software widely used  for homology modelling with or 

without restrictions. The input the user has to provide is the alignment of the sequence 

to be modeled and the atomic coordinates of the template structure. Additionally, 

restrains can be added which will operate on secondary structure and special bonds, 

like disulfide bridges98.  

2.3 PSIPRED99 

The PSIPRED99 is a simple and accurate protein structure prediction server 

that  allows its users to get a prediction of a protein secondary structure based on the 

sequence of the protein in single letter amino-acid code format or in FASTA format. It 

incorporates three new methods (PSIPRED100, GenTHREADER101,102 and MEMSAT 2103) 

to predict structural information about a protein from its amino-acid sequence. This 

method incorporates two feed-forward neural networks that perform an analysis on 

the output obtained from PSI-BLAST (Position Specific Iterated BLAST). This method 

also uses a rigorous cross-validation procedure to evaluate its performance. MEMSAT 

2103 is an accurate secondary structure and topology of integral membrane proteins 

prediction method based on its ability to recognize topological models and to use a 

variety of sequence alignments generated by PSI-BLAST. The use of consensus 

information in the scoring of different topological models has increased its prediction 

accuracy. Finally, GenTHREADER101,102 is an accurate fold recognition method that can 

be applied to proteomes or individual protein sequences with the aim of detecting 

superfamily relationships. It uses a conventional sequence alignment algorithm to 

create sequence-structure alignments, which are then analyzed. A variant of this 

method calculates several sequence profiles of the target sequence using PSI-BLAST, 

and uses these profiles to make an alignment to sequences of the fold library104. 

3 Molecular Dynamics Simulation  

Molecular dynamics (MD) simulations have become an effective technique to 

understand macromolecular structure-function relationships84,85,105. It allows the study 

of the movement of atoms and molecules, which provides a dynamic view of the 

evolution of the system84,85,105. This technique has several uses including protein 

docking106, folding and insertion onto the membrane107, protein structure refinement108, 

protein aggregation109, large conformational protein changes110, protein-ligand 

binding111, protein crowding112, channel gating113 and protein-lipid interactions109,114,115. 

It can also be used in the drug development pipeline to characterize the interaction 

between proteins and other molecules106,116–119 and the uptake of small molecules120.  



Major advances in both hardware and mathematical algorithms used in MD 

simulations lead to an increase in performance allowing longer run times on 

increasingly larger systems121. In a simulation procedure it is important to choose 

carefully the force fields (FFs), mathematical expressions that can describe the 

dependence of the potential energy of a system on the coordinates of its atoms122, since 

the choice will affect how accurate the simulation is compared to experimental data123. 

The accuracy of FFs has been continuously improvement as can be observed in recent 

studies124–126. 

To perform a simulation, the 3D structure of a protein must be available in a 

public database (PDB)83,123,127 or be modeled through homology modeling or de novo 

modeling83,123,127. When the structure of the protein of interest or similar to it is 

unavailable, MD can be used as a physics-based ab initio modeling tool, since it can 

predict protein folding128. Regarding membrane proteins, the lipid composition of 

biological membranes is an important factor to be considered. This composition varies 

depending on certain conditions such as cell type, cell cycle phase and environmental 

conditions. Since the interaction with specific lipids and their location in the inner or 

outer leaflet of the membrane can influence membrane protein functions, the built of a 

system as to consider the lipids used in the inner and outer leaflet and create a 

membrane with 0 leaflet tension129,130. After deciding the composition of the membrane, 

different approaches can be taken to insert the protein into the membrane as inflategro 

or -membed (flag applied to the command gmx mdrun from the GROMACS software). 

While inflategro, start by inflating the membrane before removing overlapping lipids, 

followed by deflation, -membed, starts by contracting protein’s width and removing 

overlapping molecules, followed by a gradual protein decompression until it reaches 

its full size in a short MD simulation131,132. Alternatively, to automatically build the 

system, the CHARMM-GUI133–140 tool can be used since it generates several input files 

that can be used to start the simulation and avoid an additional step of solvation. 

To represent a MD system, a mixture of implicit and explicit methods can be 

applied141–145. An implicit solvent model is an approach that enhances the speed of MD 

simulations by treating the solvent (water) as a simplified continuum media while 

doing an atomistic representation of the rest of the system146. Implicit methods are 

useful to study large-scale phenomena of proteins147, ligand docking148, protein-protein 

interactions149, creating free energy landscapes150 and folding of proteins151. On the 

other hand, explicit representations of the system can be split into all-atom or atomistic 

molecular dynamics approach (AAMD), and coarse-grained molecular dynamics 

approach (CGMD)84,152. While AAMD is computationally more demanding, hindering 

longer time scales beyond millisecond in large systems, it can offer more detailed 

information about lipids and proteins' local structural properties. On the other hand, 

CGMD, with less accurate representation of the number of atoms in proteins and 



lipids, enables system’s MD simulations to reach longer time scales compared with the 

AAMD84,152,153. 

Depending on how the system is represented, different FFs are available. 

Depending on the constituents of the system, certain FFs may not have the proper 

parameterization needed to ensure reliable results. FFs can be categorized according to 

the environment's ability to influence atoms’ partial charge as addictive or non-

polarizable and non-addictive or polarizable. Despite the apparent advantage of non-

additive FFs, their high cost and effort to develop hindered its progression and 

usage125, making addictive FFs the most commonly used in MPs154. These FFs are 

integrated into a wide diversity of software used to run MD simulation with the most 

commonly used being Groningen machine for chemical simulation (GROMACS)155,156, 

nanoscale molecular dynamics (NAMD)157, chemistry at Harvard molecular mechanics 

(CHARMM)135, and assisted model building with energy refinement (AMBER)158. 

To avoid the possibility of interaction problems near the system boundary, a 

simulation will usually use constrained spherical boundary models for solute and 

solvent or the cubic or rectangular periodic boundary conditions (PBC), which consists 

of the repetitions of the system in the 26 adjacent unit cells. This way, PBC approach 

leads to conservation of mass and number of particles since when a molecule leaves the 

system, another equivalent enters159. An important step in MD is the energy 

minimization according to the position of side-chains atoms. To compute the minimum 

energy there are a lot of methods but the most commonly used are steepest descent 

and conjugate gradient. Initial velocities are then assigned to each atom159, which can 

be done using Maxwell-Boltzmann distribution equation: 

𝑃(𝑣𝑖𝑥) =  √(
𝑚𝑖

2𝜋𝑘𝑇
)exp (

−𝑚𝑖𝑣𝑖𝑥
2

2𝑘𝑇
)     (Equation 2)160 

As such, new velocities are assigned to slightly higher temperatures in small 

intervals until the desired temperature is achieved. Constraining forces are gradually 

removed as structural tensions dissipate by heating. The equilibration of kinetic and 

potential energies is done in the equilibration and when the solvent is equilibrated, all 

the constraints on the protein can be removed159. The production phase is carried out 

to generate a trajectory for the protein in compliance with specific equilibrium 

conditions during the desired amount of time. In this step, Newton’s second law of 

motion: 

𝐹𝑖 = 𝑚𝑖𝑎𝑖     (Equation 3)161 

𝐹(𝑥) = −∇𝑈(𝑥)  = 𝑚
𝑑2𝑥𝑖

𝑑𝑡2      (Equation 4)153 

are incorporated to be able to predict the trajectory of atoms. In an AAMD simulation 

atoms are represented as spheres that can interact with other atoms by means of a 



potential energy function. This function takes into consideration both intramolecular 

and intermolecular interactions162. Due to the structural complexity of the systems 

used, there is a need to include a huge variety of atomic parameters, however FFs can 

be described using the follow equation163: 

𝑈(𝑅⃗ ) =  ∑ 𝐾𝑏(𝑏 − 𝑏0)
2

𝑏𝑜𝑛𝑑𝑠 + ∑ 𝐾𝑈𝐵(𝑆 − 𝑆0)
2

𝑈𝑟𝑒𝑦−𝐵𝑟𝑎𝑑𝑙𝑒𝑦 + ∑ 𝐾𝜃(𝜃 − 𝜃0)
2

𝑎𝑛𝑔𝑙𝑒 +

∑ 𝐾𝑥(1 + cos(𝑛𝑥 − 𝛿))𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠 + ∑ 𝐾𝑖𝑚𝑝(𝜑 − 𝜑0)
2

𝑖𝑚𝑝𝑟𝑜𝑝𝑒𝑟𝑠 + ∑ 𝜀 [(
𝑅𝑚𝑖𝑛𝑖𝑗

𝑟𝑖𝑗
)
12

−𝑛𝑜𝑛𝑏𝑜𝑛𝑑

(
𝑅𝑚𝑖𝑛𝑖𝑗

𝑟𝑖𝑗
)
6

] + 
𝑞𝑙𝑞𝑗

𝜀1𝑟𝑖𝑗
     (Equation 5)163  

A wide range of features can be obtained through the results of MD159.  

Examples of quality and stability evaluation features are the radius of gyration, root 

mean square deviations (RMSDs), and minimal distance evaluation159. The analysis of 

these features is essential to guarantee that the systems' equilibration was successfully 

attained and to provide the conformation change throughout the simulation164. 

QwikMD165, a relatively new visual-molecular-dynamics (VMD)166 plugin, can not only 

help set up the system to run MD simulations but also be used to make basic and 

advanced analyses of results.  

3.1 CHARMM-GUI133–140 

Among many web-based modeling tools, CHARMM-GUI133–140 is an interface 

that prepares complex biomolecular systems for MD, by creating files that can be used 

in a number of programs, including GROMACS155,156,167–172. This interface typically 

simplifies both common and advanced simulation systems. For example, to simulate 

transmembrane proteins, the simulation will have to have water, ions, various lipid 

types and the protein. CHARMM-GUI133–140 Membrane Builder helps generate all of 

that in just a few minutes or hours depending on the size of the system84,137. 

3.2 GROMACS155,156,167–172 

There are a large number of software packages that implement MD with a  high 

performance and that can be used in parallel in central processing units (CPUs) or 

graphics processing unit (GPUs) in a  supercomputer155. GROMACS155,156,167–172 is a free, 

versatile software to perform MD that, although mainly designed for biochemical 

molecules like proteins, is also used to study non-biological systems because of how 

fast it is in calculating non bonded interactions167.  

 

 

 



Materials and Methods 

Case study: Stargazin 

Model Construction 

The model of STG was created by homology modelling using two structures: 

one with GluA2:STG complex (PDB-ID: 6DLZ69) and another with claudin-19 (PDB-ID: 

3X29173). The sequence of STG was retrieved from UniProt174 (Q9Y698). To determine 

sequence identity, Clustal Omega175 was used to perform sequence alignment the 

sequence obtained from Uniprot174 and sequences from the template structures: for 

6DLZ69 crystal, sequence identity was 99,47%; and for 3X29 was 35%. 

First, 100 models were built using MODELLER97 using the structure of the 

complex of GluA2 with STG as a template. A model was selected taking into account 

DOPE score, z-score91,176, LGscore177, MaxSub177 and a final visual inspection. 

Afterwards, another STG model was built through SWISS-MODEL92–96 using the crystal 

of claudin-19 as a template. Since there were a few missing residues in a key beta-sheet 

in the GluA2:STG crystal, and according to Twomey, E. C., et al. (2016)51 that region is 

important for STG and AMPAR coupling, the final model was created with the beta-

sheets region from the Claudin-19 derived model while the rest of the structure was 

constructed from the GluA2:STG derived model. Loops of the final model were refined 

using MODELLER97. Due to the lack of secondary structures and subsequent high 

structural instability, the C-terminal of this protein was removed from the final model. 

The mutant models of STG were built using mutagenesis tool of PyMOL178, where 

residue 143 was substituted with a leucine to create the STG-ID model and the residue 

148 was substituted with an asparagine to create the STG-SCZ model. 

Molecular Dynamics Simulations 

MD simulations of STG, including the WT and two mutated models, were 

performed using GROMACS 2018.4179 and the CHARMM36 force field180. STG 

orientation in the membrane was obtained through the oriented crystal of GluA2:STG 

complex (PDB-ID: 6DLZ69). Systems were built using CHARMM-GUI133–140 membrane 

builder with a bilayer membrane of POPC:Cholesterol (9:1 ratio) to replicate the 

physiological environment. These simulation boxes were also hydrated with TIP3 

model of water and 0.15M of NaCl. This system had 81 POPC and 9 Cholesterol in each 

leaflet of the membrane, was hydrated with approximately 14800 molecules of water 

and was ionized with 39 molecules of sodium and 40 of chlorine. Using a steepest 

descent algorithm, the systems went through a minimization. To raise the temperature 

of the systems to 310K, a Berendsen-thermostat was used, and to increase the pressure 



to 1 bar, a semi-isotropic pressure coupling algorithm was used. Simultaneously the 

constraint forces of lipids and protein were successively lessened.  

For each system, three independent replicas of 1 μs each were produced. 

Simulations were performed in the isothermal–isobaric ensemble. Temperature 

coupling was done using Nose-Hoover thermostat with time constant of 1 ps whereas 

to maintain the pressure constant a semi isotropic Parrinello–Rahman barostat was 

used with a time constant of 5 ps and compressibility of 4.5 × 10-5 bar-1. Electrostatic 

interactions were performed with fast smooth Particle-Mesh Ewald, a cutoff of 1.2 nm. 

H-bonds were constrained using the linear constraint solver. 

Case study: Complex AMPAR:STG 

Model Construction 

Models for each GluA2 subunit of AMPAR were built using MODELLER with 

the crystal of GluA2:STG complex (PDB-ID: 6DLZ69) as a template to fill the gaps 

present in the crystal. The sequence of GluA2 was retrieved from UniProt174 (P42262) 

and with the sequence alignment was performed with Clustal Omega175. The amino 

terminal domain of the subunits was removed in the final model of AMPAR since it 

doesn’t interact with STG. This model was selected using the same criteria used with 

the STG model. The complexes AMPAR:STG (WT, ID and SCZ variants) were obtained 

by superimposition of the STG models obtain prior and AMPAR models with 6DLZ69 

structure. 

Molecular Dynamics Simulations 

MD simulations of the complex AMPAR:STG, including the WT and two 

mutation models, were performed using GROMACS 2018.4179 and the CHARMM36 

force field180. The complex’s orientation in the membrane was obtained through the 

oriented crystal of GluA2:STG complex (PDB-ID: 6DLZ69). Systems were built using 

CHARMM-GUI133–140 membrane builder with a bilayer membrane of POPC:Cholesterol 

(9:1 ratio) to replicate the physiological environment. These simulation boxes were also 

hydrated with TIP3 model of water and 0.15M of NaCl. This system had 315 POPC and 

35 Cholesterol in each leaflet of the membrane, was hydrated with approximately 

130110 molecules of water and was ionized with 357 molecules of sodium and 371 of 

chlorine. Using a steepest descent algorithm, the systems went through a 

minimization. To raise the temperature of the systems to 310K, a Berendsen-thermostat 

was used, and to increase the pressure to 1 bar, a semi-isotropic pressure coupling 

algorithm was used. Simultaneously the constraint forces of lipids and protein were 

successively lessened.  



For each system, three independent replicas of 0,5 μs each were produced. 

Simulations were performed in the isothermal–isobaric ensemble. Temperature 

coupling was done using Nose-Hoover thermostat with time constant of 1 ps whereas 

to maintain the pressure constant a semi isotropic Parrinello–Rahman barostat was 

used with a time constant of 5 ps and compressibility of 4.5 × 10-5 bar-1. Electrostatic 

interactions were performed with fast smooth Particle-Mesh Ewald, a cutoff of 1.2 nm. 

H-bonds were constrained using the linear constraint solver. 

Analysis 

Solvent-Accessible Surface Area Analysis 

Solvent-accessible surface area (SASA) analysis for each individual residue of 

four interfaces (1 STG + 2 AMPARs) followed a similar protocol reported by Magalhães 

et al.181, splitting by ligand (STG) and receptor (2 AMPAR). For standardization 

purposes, the maximum value for each type of amino acid was extracted. These 

analyses were performed considering the whole complex, without STG and without 

AMPAR for every replica of the three systems. The mean was calculated for the three 

replicas and transformed in percentage using the maximum value of the amino-acids. 

To find the most relevant residues for the interface between STG and AMPAR, 

the SASA results of the complex AMPAR:STG of each residue where subtracted to the 

SASA results of AMPAR and STG isolated. Residues with a difference below 20% and 

residues in which the standard error of the mean was superior to the value of the 

difference were excluded.   

MMPBSA 

The binding free energy of protein and ligands was calculated using molecular 

mechanics generalized Poisson-Boltzmann (MM-PBSA) method, in which the binding 

free energy of both proteins was calculated from snapshots of the trajectories of 

molecular dynamics (MD). The binding free energy was computed using this Equation: 

ΔGbind = Gcomplex - (GSTG + GAMPAR)  (Equation 6) 

The binding free energy was calculated using MMPBSA as implemented in 

AMBERtools158. Only the equilibrated regions of each replicate were considered with a 

snapshot per ns. The contribution of each residue of the complex to the biding free 

energy was calculated. All parameters were used as default. Averages and standard 

error of mean of each AMPAR’s and STG’s substructure was calculated 



Interface Distances 

In-house VMD166 script was used to calculate the intermolecular distances 

between residues in the interfaces. Interfacial residues were defined as any residues 

whose atoms were within a 6 Å cut-off of the other chain to ensure that no meaningful 

interaction was lost during MD. 

Root Mean Square Fluctuations 

Root mean square fluctuations (RMSF) of Cα atoms in all STG’s trajectories 

were calculated using Bio3D R package182. 

Cross Correlation Analyses  

For each system, the cross correlation analysis was calculated for residue-level 

dynamic on the respective Cα trajectory using the Bio3D R package182. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Results and Discussion 

Part - I Effects of mutations on monomeric STG 

To have an overall picture of how the ID and SCZ mutations could structurally 

affect the STG protein in its monomeric form (Figure 3A), a computational approach 

with different analyses was performed. The RMSF analyses, a measure of the 

displacement of a particular atom, or group of atoms, relative to the reference 

structure, averaged over the number of atoms allow to identify and understand the 

regions with the higher fluctuations. Figure 3B-D shows that the more affected region 

upon mutation is the first extracellular domain, more precisely the first four beta-

sheets. Concerning the STG with SCZ mutation, in replica 3 (Figure 3D) the third 

transmembrane domain also presented higher fluctuations. At both mutations, the loop 

between the 4th helix (3rd TMD where the mutations occur) and B5, which is located at 

2nd ECD, presents higher values when compared with STG WT. This data is relevant 

when analyzing the effect of the protein mutations.  

The cross-correlation analysis (CCA) tracks the movements of two or more sets 

of time series data relative to one another. In both mutated systems, residues in the 

region of the beta-sheets move in the same direction, while the 3rd TMD and 4th TMD 

move in opposite directions (Figure 3E-G). Analyzing the SCZ mutation (Figure 3G), 

the last half of the 4th TMD goes in the opposite direction of the 1st TMD and the H2 (at 

the 1st ECD) moves in the same direction of the 1st TMD. This behavior is not observed 

in the WT system (Figure 3E), revealing the mutations impact in the conformational 

space of the STG in the monomeric form. 

The RMSD was another parameter chosen to assess the effects of the mutation 

on the secondary structures of the protein. The RMSD was calculated for the helices 

(Figure 4A, C and E) and beta-sheets (Figure 4B, D and F). The overall obtained results 

showed that the helices stability seems to be greatly affected by the mutations 

excepting of H1 (1st TMD) in the ID system and H3 (2nd TMD) in the SCZ system. 

Several authors1–4 described that both TMDs do not participate in the coupling between 

STG and AMPAR. Additionally, it was also observed an increase deviation for H2 (at 

1st ECD), H4 (3rd TMD) and H5 (4th TMD) in the SCZ system when compared to WT. 

Taking into account that 3rd and 4th TMDs are known to play a key role in the 

interaction between both proteins, this fact opens the possibility of the mutation 

hindering the coupling. Regarding the beta-sheets, between WT and the system with 

the ID mutation, the results point to a slight tendency towards a reduced deviation. 

However, for the SCZ system, an increase in conformational flexibility is observed in 

all beta-sheets. Since the region of the beta-sheets, specifically the first four, are 



considered relevant in the binding between STG and AMPAR, these results indicate a 

reduction in the binding of the mutated STG and the receptor. 

To evaluate the stability of the mutated STGs we calculated the number of 

hydrogen bonds that were established during the MD simulation between the various 

STG substructures (Figure 5). The results suggest that both mutations can influence the 

number of intramolecular H-Bonds in the whole structure (Figure 5A), as it can be seen 

in table 1, even though it is more significant (with a p-value inferior to 2.2x10-16 < 0.05) 

with the STG-SCZ. This effect, being more significant within the STG-SCZ, may be 

related to the results of the CCA, in which we also observed bigger effects on the 

movement of STG residues. Regarding the H-bonds between the helix residues (Figure 

5B), in both mutations fewer H-bonds were established during MD simulation (both 

with a p-value inferior to 2.2x10-16 < 0.05), which may be related to the increase in helix 

conformational flexibility found by the RMSD analysis in both mutations. Regarding 

the H-bonds between beta-sheets residues (Figure 5C) from both mutations the 

number of H-Bonds significantly increase, although the STG-ID has a sligtly greater 

increase, which may explain why this mutated STG has a small deviation in the region 

where the beta-sheets are located. Regarding H-Bonds between loop residues (Figure 

5D) in both mutations the number of H-Bonds significantly increased, although the 

STG-ID had a bigger increase. Regarding the number of H-bonds between the various 

STG substructures and the rest of the protein (Figure 5E-G) the number of H-Bonds 

decreased significantly in both mutations, this effect being more pronounced in the 

SCZ mutation. The significant decrease in the number of hydrogen bonds between 

helix residues and the other sub-structures of STG-SCZ, may explain the increase in the 

deviation for three STG helices. Likewise, this effect between beta-sheets residues and 

the other STG-SCZ structures  may be related to the deviation increase and loss of 

stability observed in the RMSD analysis. All these results indicate that the ID mutation 

has a higher effect on residues of beta-sheets and STG loops, while the SCZ mutation 

has a more generalized effect on the whole protein. 

 

 

 

 

 

 

 



Table 1 – Average H-Bonds of STG at monomeric form and p-values obtained from Mann Whitney test. 

 
Average 

WT 

Average 

ID 

P-value  

(WT vs ID 

systems) 

Average 

SCZ 

P-value 

(WT vs 

SCZ 

systems) 

Whole structure 
166.85 165.33 8.5 x10-6 161.21 <2.2x10-16 

Between helices 
93,39 90.82 <2.2x10-16 91.30 <2.2x10-16 

Between beta-sheets 
23.07 24.82 <2.2x10-16 24.44 6.1 x10-13 

Between loops 
15.96 24.82 <2.2x10-16 18.15 <2.2x10-16 

Between helices and 

the rest of STG 

30.31 28.85 1.8 x10-13 23.08 <2.2x10-16 

Between beta-sheets 

and the rest of STG 

8.35 7.60 2.8 x10-13 6.36 <2.2x10-16 

Between loops and the 

rest of STG 

36.76 35.09 7.3 x10-14 29.05 <2.2x10-16 

 

 Taking into account the key role of 4th helix (3rd TMD) and 5th helix (4th TMD) 

and B1-4 for the STG:AMPAR binding1, the structural conformational analysis point to 

a decrease protein-protein coupling when either of the two STG mutations is present. 

The results also point to a greater effect in the STG-SCZ mutated system.  

 



Figure 3 - Results of STG in the monomeric form. (A) Representation of STG as cartoon colored according to secondary structures (with color code for each 

of the sub-structures. (B–D) RMSF of the WT system and with both mutations with vertical bars representing each substructure of STG (E–G) Dynamical 

cross-correlation analysis of the wild type system (pink), ID mutation (blue) and SCZ mutation (green) with substructure annotation at the bottom and left 

side of each map. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 – RMSD density plots for Cα atoms of the secondary structures of the STG at monomeric form: (A, C and E) 

RMSD of the protein helices of all systems colored using the colors of the previous figure. (B, D and F) RMSD of the 

protein beta sheets of all systems colored using the colors of the previous figure. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5 – Distribution of H-Bonds in the different substructures of STG in the monomeric form: The density plot where colored according to the system that the H-bonds 

where calculated (WT – pink; ID – blue; SCZ – green). The number of H-bonds formed was calculated for amino acids in the whole protein (A), between helix residues (B), 

between beta-sheet residues (C), between loop residues (D), between helix residues and the other substructures (E), between beta-sheet residues and the other substructures 

(F), and between loop residues and the other substructures (G).  



Part II - Effects of mutations on STG complexed with 

AMPAR 

 Based on the results obtained for STG 

in monomeric form, the effect of mutations 

on the STG/AMPAR binding was also 

analyzed. To that purpose we created a 

system with four GluA2 subunits from 

AMPAR and four STGs. The X-ray structure 

of the system used for MD simulations 

allows us to perceive that the interaction 

between the two proteins occurs between 1 

STG and two GluA2 (Figure 6). Thus, after 

dimer formation, we have 4 different 

possible interfaces comprising 1 STG and 2 

GluA2 proteins. 

The RMSF values (Figure 7) show a slightly 

increase of residue fluctuation of both 

proteins in the first B4. With the exception of 

3 replicas of the ID system (Figure 7 E-H), 

the RMSF values were lower than in the 

complex with the STG-WT. Within the ID system, these higher fluctuations were 

observed in similar positions to what was already observed for the STG in monomeric 

form, precisely in the beginning/middle region of the beta-sheets. However, for the 

SCZ system (Figure 7 I-L) these higher fluctuations were more marked near the end of 

the region where these beta-sheets are located, which is located in a different position 

when compared to the STG in the monomeric form. 

 Similarly to what was done for the monomeric forms, we also performed CCA 

(Figure 8) and observed that the first four beta-sheets had a positive correlation in both 

mutated systems, however the 3rd TMD and 4th TMD showed a less accentuated 

movement. Additionally, in the STG-SCZ:AMPAR complex, the 1st TMD and 4th TMD 

showed a positive correlation.  

The RMSD values were also calculated for the helices (Figure 9) and beta-sheets 

(Figure 10). The results showed that the H1 (1st TMD) and H3 (2nd TMD) of the mutated 

systems had a smaller deviation in relation to WT and that H4 (3rd TMD) and H5 (4th 

TMD) showed slightly greater deviations. When comparing these results with those 

obtained for the monomeric STG, it was observed that upon AMPAR binding, the STG-

WT:AMPAR complex tends to gain greater conformational flexibility, while the 

Figure 6 - Representation of the four 

GluA2 subunits (dark and light cyan) 

interacting with STG(pink). 
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mutated forms seem to lose part of the conformational flexibility that they had 

previously, although flexibility is greater in the binding domains. Regarding the beta-

sheets, the B5 of the STG-ID had smaller deviation when compared to STG-WT while 

the B1-4 tend to have an increased conformational flexibility. For the STG-SCZ:AMPAR 

complex all beta-sheets showed lower deviation when compared to the STG-

WT:AMPAR complex. 

 The average distance between the interfacial residues of both macromolecular 

systems was also performed (Figure 12). Between the STG-WT/AMPAR complex and 

the complexes with the mutated STG, for amino acids with the smallest distance 

between both proteins, there is not much variation either in the STG (Leu147, Ser158, 

Glu191 and Val198) or in the GluA2 subunits of AMPAR (Gly556, Val559, Leu563 and 

Ser811). To be more specific the average for the STG-WT:AMPAR complex the distance 

between the pair Leu147 and Gly556 is 7.230.21 Å, between the pair Glu191 and 

Glu559 is 7.120.30 Å, between the pair Val198 and Leu563 is 6.790.31 Å and between 

the pair Ser158 and Ser811 is 5.470.74 Å. For the STG-ID:AMPAR complex the 

distance between the pair Leu147 and Gly556 is 7.180.48 Å, between the pair Glu191 

and Glu559 is 7.320.16 Å, between the pair Val198 and Leu563 is 6.810.40 Å and 

between the pair Ser158 and Ser811 is 5.160.72 Å. For the STG-SCZ:AMPAR complex 

the distance between the pair Leu147 and Gly556 is 6.780.17 Å, between the pair 

Glu191 and Glu559 is 7.030.20 Å, between the pair Val198 and Leu563 is 6.900.36 Å 

and between the pair Ser158 and Ser811 is 4.890.40 Å. Of all these pairs of residues the 

one that consistently appears in all interfaces of both the WT and mutated systems 

with the lowest values is the pair Ser158 and Ser811. The average distance between 

both proteins in the binding region of the SCZ, especially regarding the first four beta-

sheets, increases when compared to the WT system.   

 A detailed analysis of the interfacial residues of both proteins was also 

performed by measuring the coupling impact on the solvent exposition of the different 

interfacial residues. We observed that the average number of residues involved in the 

different interfaces were 52.252.75 from STG and 24.503.42 and 25.507.59 from both 

GluA2s for the STG-WT:AMPAR, 46.007.44 from STG and 21.506.24 and 24.008.91 

from both GluA2s for the STG-ID:AMPAR, and 49.506.35 from STG and 24.254.03 

and 23.004.24 from both GluA2s for the STG-SCZ:AMPAR. Regarding the interaction 

area, we observed that the area was 2247.08210.68nm2 for STG and 1144.04246.36nm2 

and 947.18218.29nm2 for both GluA2s from the STG-WT:AMPAR, 1975.66423.58nm2 

for STG and 965.68234.74nm2 and 910.97269.40nm2 for both GluA2s from the STG-

ID:AMPAR and 2104.14227.45nm2 for STG and 1110.95188.21nm2 and 

886.58115.45nm2 for both GluA2s from the STG-SCZ:AMPAR. The results showed 

that the STG-WT (Figure 13) had more residues with higher SASA values and 
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therefore, more involved in the protein-protein coupling when compared with the 

STG-ID. To be more explicit, while the beta-sheets residues of the STG-WT that are 

present in interface tend to vary between Lys41 and Lys52, in the ID system, except for 

interface 4, the beta sheets are not present on the interface or vary between Lys41 and 

Val45 and Lys43 and Asn48. Contrary to expectations, the results for STG-

SCZ:AMPAR complex do not show an obvious difference compared to the STG-

WT:AMPAR complex. Additionally, the residues in the H4 (3rd TMD) and H5 (4th 

TMD) are similar between the three systems and Leu98 from STG is present in every 

interface. Regarding the results for AMPAR subunits (Figure 14), the residues of the 

M1 and M4 are similar in all systems, and number of residues varies mostly in the 

loops region between M1 and M2 and between M3 and M4. This behavior is more 

easily understood in two of the interfaces of the ID system, in which the number of 

residues decreases visibly. Ile594, from M2 is also present in all interfaces of all 

systems, suggesting that the ability of STG to modulate the gating properties of 

AMPAR is not affected by the mutations. 

At complex systems, the number of intramolecular H-bonds (Figure 11 A, C and 

E) tends to decrease in comparison with MD simulations from the monomeric form of 

STG as described in Table 1 and 2. Comparison between the mutated systems and the 

WT, showed a significant increase of the number of H-Bonds in most interfaces, 

especially in the system with the mutation found in a SCZ patient.  

  Regarding the intermolecular H-Bonds between STG and AMPAR (Figure 11 B, 

D and F), the mutations led to a significant decrease in almost all interfaces (Table 2) in 

particular within the SCZ mutated system.  We observed that the average H-bonds 

involved in the different interfaces were 17.104.29 for the STG-WT:AMPAR, 

14.446.02 for the STG-ID:AMPAR, and 12.55 4.83 for the STG-SCZ:AMPAR. 
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Table 2 – Means and p-values obtained from Mann Whitney test of the intramolecular 

and intermolecular H-Bonds for the different systems. 

 Mean WT Mean ID 

P-value  

(WT vs ID 

systems) 

Mean SCZ 

P-value  

(WT vs SCZ 

systems) 

Whole 

structure 

156.03 155.84 0.90 160.26 <2.2x10-16 

155.62 154.56 0.03 156.15 0.10 

148.68 153.92 <2.2x10-16 156.07 <2.2x10-16 

144.35 152.54 <2.2x10-16 147.97 2.8x10-13 

Between 

Proteins 

20.69 20.58 0.60 17.35 <2.2x10-16 

17.74 15.35 7.60 x10-14 13.84 <2.2x10-16 

15.40 14.47 3.71 x10-4 11.67 <2.2x10-16 

14.60 7.34 <2.2x10-16 7.35 <2.2x10-16 

 

Salt bridges were also calculated (Figure 15), and their average value for the 

different interfaces were 11.863.97 for the STG-WT:AMPAR, 10.853.88 for the STG-

ID:AMPAR, and 10.734.69 for the STG-SCZ:AMPAR. Although the effect was not as 

clear as the one achieved for hydrogen bonds, we observed that both mutations 

diminished the number of salt bridges as well as their occupancy along the MD 

simulations. In terms of salt bridges between residues of the first four beta-sheets and 

AMPAR, STG-WT showed a higher number of salt bridges spread from Lys43 to 

Lys53. In STG-ID this number was reduced for all interfaces with the exception of 

interface 4, in which the salt bridges tend to be formed preferably with the residues 

from near the end of the region. This facts explains why the beginning/middle region 

showed higher fluctuations in the RMSF analysis. On the other hand, the STG-SCZ was 

the system with the lowest number of salt bridges formed in the beta-sheets region 

corroborating the results obtained with the cross correlation analysis in which the 

region of the beta-sheets was found more affected within the STG-SCZ system. 

The stability of the STG:AMPAR complex in all systems was further evaluated 

using the well stablished MMPBSA method that allowed us to calculated the Gbinding  

and Gbinding energy.  It was calculated not only the contribution of each residue but 

also the sum of each substructure of AMPAR and STG (Figure 16). The mutated 

complexes showed slightly higher Gbinding values, and therefore fewer stable 

interactions. All possible four interfaces showed a less stable AMPAR_H1, STG-B1-4, 
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and STG-H4 in the mutated systems. The impact on STG-H5 was more variable, 

especially for the SCZ system.  

The free binding energy was also applied for the individual residues (Figure 17 

and 18) and the obtained values of the mutated systems were subtracted from the 

values of the STG-WT:AMPAR complex system (Gbinding). Thus, positives results 

indicate that the residues are less important for the interaction between STG and 

AMPAR, compared to the STG-WT. Regarding the STG-ID:AMPAR complex (Figure 

17), one residue from the first four beta-sheets (Val45), loop between β4 and the 2nd 

TMD (Glu90), 3rd TMD (Ile150, Ile151 and Ile153), 4th TMD (Val198) and C-terminal 

(Thr211) showed higher values in most interfaces. All these regions are known to be 

essential for the biological function of STG, and all, except the C-terminal, have been 

described as responsible for AMPAR binding1,4. On the other hand, some residues from 

the loop between the 2nd TMD and 3rd TMD (His132) and from the 4th TMD (His205 and 

Lys206) showed lower free binding energy values. The Glu545 at M1, the loop between 

M1 and Arg566 at M2 and M4 (Tyr818 and Leu824) presented higher values in most 

interfaces. Excepting Arg566, all residues are located in key regions for the interaction 

between STG and AMPAR. Oppositely, only Leu832 from M4 had lower energy levels 

in almost interfaces. Regarding the STG-SCZ:AMPAR  complex (Figure 18), the loop 

residues between β4 and the 2nd TMD (Glu90), 3rd TMD (Ile140), 4th TMD (Phe180, 

Tyr181 and His205) and C-terminal (Thr211 and Arg213) showed values higher in most 

interfaces, while other residues in the same regions, such as His 132, Ile 143, Phe187, 

Lys 206 and Arg 209 were shown to have lower energy. The residues from the N-

terminal (Lys530 and Lys532), the M1 (Glu545 and Met548), the loop between M1 and 

M2 (Arg 566, Glu 571 and TRP 572), the loop between M3 and M4 (Lys 720) and M4 

(Phe 817 and Leu 832) showed higher energy in most interfaces. On the other hand, the 

loop between M1 and M2 (Glu587), Ile594 at M2 and the loop between M3 and M4 

(Pro533, Val535 and Ser809) had lower energy.  

The MMPBSA results, the number of hydrogen bonds and salt bridges, suggest 

that, for both STG mutations, the interaction between STG and AMPAR becomes less 

stable with a fewer contact network. Taking in to account all the results obtained for 

both the STG in monomeric form and for the STG in complex with AMPAR, both 

mutations seem to be able to alter the behavior of STG, with the most affected region 

being the first extracellular domain, more precisely in the region where the first four 

beta-sheets are located. The results also point to the fact that simple single mutations 

affected the stability of the interaction between AMPAR and STG by propagating their 

signal towards the interfaces.  



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7 – RMSF results for each individual stargazin of the complex AMPAR:STG. (A-D) RMSF results of the wild type system, (E-H) ID system and (I-L) SCZ system with 

vertical bars representing each substructure of STG colored with the same colors as the same analysis done to the monomeric STG. 
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Figure 8 – Dynamical Cross Correlation Analysis for each individual STG from the complex AMPAR:STG. CCA results of the 4 STGs of wild type system (A-D), 

ID system (E-H) and SCZ system (I-L) with substructure annotation at the bottom and left side of each map. 
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Figure 9 – RMSD density plots for Cα atoms of the helices of each individual stargazin from the AMPAR:STG complex. RMSD results of the wild type system (A-D), ID 

system (E-H) and SCZ system (I-L) colored using the colors of the previous figure. 
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Figure 10 – RMSD density plots for Cα atoms of the beta-sheets of each individual stargazin from the AMPAR:STG complex. RMSD results of the wild type system (A-D), ID 

system (E-H) and SCZ system (I-L) colored using the colors of previous figures. 
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Figure 11 – Hydrogen bonds distribution for each STG of the AMPAR:STG complex. The intramolecular hydrogen bonds formed during the simulation where calculates for WT 

(A), ID (C) and SCZ system (E). Additionally the hydrogen bonds formed between STG and AMPAR during the simulation where also calculated for the WT system (B), ID (D) and 

SCZ system (F).  
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Figure 12 – Average distances between interface residues of STG and AMPAR.  The average distances between residues present in the interface was calculated for the four 

possible interfaces present in the WT (in pink), ID (in blue) and SCZ system (in green). 
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Figure 13 – Average Δ SASA values per residue of the four interfaces of STG. Δ SASA values for each system (WT, ID and SCZ) where calculated by subtracting the 

SASA values of the complex and the SASA value of the individual proteins (GluA2 and STG). In this figure only the Δ SASA of STG is represent, with the residues 

being colored according to what substructure they belong to. 
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Figure 14 – Average Δ SASA values per residue of the four interfaces of AMPAR. Δ SASA values for each system (WT, ID and SCZ) where calculated by subtracting 

the SASA values of the complex and the SASA value of the individual proteins (GluA2 and STG). In this figure only the Δ SASA of AMPAR is represent, with the 

residues being colored according to what substructure they belong to. 
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 Figure 15 – Salt bridges between STG and AMPAR. The number of salt bridges and their occupancy along the simulation was calculated for of each interface in the WT (pink), 

ID (blue) and SCZ system (green). For an easier reading of this results substructure annotation was added at the top and between the two gluA2s that participate in each 

interface. 
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Figure 16 – ΔGbinding values for each secondary structure of STG and AMPAR. The average Gbinding values over the secondary structures of STG and AMPAR for the four 

interfaces of the complex was calculated using the MMPBSA method. The graphs were colored according to the system the values are representing. 
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Figure 17 – ΔΔGbinding values per residue of the four interfaces of STG. Gbinding values, obtained for the individual residues, were result of the subtraction of mutated 

systems and the WT system. On top the  of STG for the ID system can be observed, as well as on the bottom for the SCZ system. For an easier reading of 

the bars were colored according to which secondary structure the residues are part of. 
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Figure 18 – ΔΔGbinding values per residue of the four interfaces of AMPAR. Gbinding values, obtained for the individual residues, were result of the subtraction of mutated 

systems and the WT system. On top the Gbinding values of STG for the ID system can be observed, as well as on the bottom for the SCZ system. For an easier reading of the 

bars were colored according to which secondary structure the residues are part of. 



Conclusion 

 The main aim of this thesis was to study the effect of two mutations found in 

patients with psychiatric disorders on STG and its ability to interact with AMPAR. 

Through the multiple analysis performed, it was possible to conclude that both 

mutations have a large impact not only the first extracellular domain but also on the 

first, third and fourth TMDs. The results also point that the mutation found in a SCZ 

patient, S148N, could be more detrimental for the stability of the protein when 

compared to the other mutation found in an ID patient, V143L. Considering that the 

main interaction between STZ and AMPAR is conducted between third and fourth 

TMDs and M1 and M4 of GluA2, and the first extracellular domain also plays a role in 

the interaction51, the overall results suggest that this mutation will difficult that ability 

of STG to bind with AMPAR.   

 In the second part of this work, the complex AMPAR:STG was studied to 

evaluate the effects of the point mutations on the overall complex structure and 

stability As already assessed for the monomeric STG, this mutation is still able to affect 

the same domains, first extracellular and the first, third and fourth TMD. However, the 

effect is not as striking as it was found for the unbound structure, which may indicate 

that AMPAR has some protective effects on STG after it binds to the receptor. Lastly, 

the effect of the mutations on the interaction between both proteins was evaluated, in 

which, initially, the region of the first extracellular domain was found to be the most 

affected by the mutations, especially with the V143L mutation. Considering that the 

extracellular domains are positioned closely to the ligand binding domain and the loop 

between that domain and TMD responsible to form the channel and it is able to 

regulate AMPAR function, it appears that the mutation V143L will affect more the 

ability of STG in regulating the activity of AMPAR. Nevertheless, not only by the 

decreased number of hydrogen bonds and salt bridges (as well as their occupancy), but 

also by calculating the free energy binding energies, it can be concluded that both 

mutations are able to destabilize the interaction between STG and AMPAR.  

Altogether, this study contributes to a better understanding of how two point 

mutations in stargazing, found in patients with ID and increase SCZ, influence the 

binding of this protein to AMPAR, which can be ultimately responsible for the 

appearance of those disorders. 
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