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ABSTRACT 
 

 

 

 
Climate change due to greenhouse gas emissions led to new vehicle emissions standards 

which in turn led to a call for vehicle technologies to meet these standards. Modeling of 

vehicle fuel consumption and emissions emerged as an effective tool to help developing 

and assessing such technologies. Although vehicle analytical models are favourable in 

many cases due to describing the physical phenomena associated with vehicle operation 

based on the principles of physics and with explainable mathematical trends and with 

extendable modeling to other vehicle types, no analytical model has been developed and 

experimentally validated as yet of diesel fuel consumption and exhaust emissions rate.  

The present study analytically models diesel fuel consumption rate microscopically for 

the accelerating, cruising and decelerating modes of driving a vehicle and models diesel 

regulated emissions rate for the cruising mode of driving a vehicle. In order to make these 

models, an analytical model of the following subsystems has been made: (i) intake 

manifold taking the flexibility of crankshaft and air density into account, (ii) 

supercharging diesel centrifugal compressor, (iii) multi-cylinder supercharged diesel 

engine, (iv) diesel fuel system and engine power, (vi) exhaust system and the percentage 

of unburned fuel. Sensitivity analysis has been conducted for simplifying the models in 

order to fit the INTEGRATION software and traffic simulator. The models have been 

validated experimentally against field data. For the rate of diesel fuel mass flow, the 

average percentage of deviation was 1.8% for all standard cycles outperforming widely 

recognized models such as the CMEM and VT-Micro. The simulated results have been 

analyzed statistically for the rate of diesel fuel mass flow with coefficient of 

determination and relative error of 96% and 1.2%, respectively. The average percentage 

of deviation of 7% 1.7%, 1.9%, 2%, and 10.6% for the diesel engine power, CO emission, 

NOx emission, HC emission, and percentage of unburned fuel respectively, for all 

Freeway cycles outperforming widely recognized models such as the CMEM and VT-

Micro. The simulated results have been analyzed statistically as well with coefficient of 

determination of 73%, 99%, 99%, 83%, and 70% respectively. The corresponding relative 

error has been 7%, 3%, 1.7%, 2%, and 10.6% respectively. Moreover, the developed 

analytical models of the intake manifold gas speed dynamics, in-cylinder gas speed 

dynamics, supercharging compressor power, supercharging compressor mechanical 

efficiency, and supercharged air density have been experimentally validated using case 

studies with an average of deviation from field data of 12.6%, 11%, 3%, 8%, and 3.7%, 

respectively. The simulated results have been analyzed statistically as well with relative 

error of 12.6%, 11%, 3%, 8%, and 3.7%, respectively. In addition to devising two new 

classifications, which are the formulation approach-based modelling and main input 

variable-based modelling, the models developed in this study are (a) widely valid models 

which are not restricted to a specific dataset, (b) an effective tool to quickly judge whether 

the related experimental measurements make sense or not, (c) show which chemical 

reaction within the powertrain kinetically influences significantly emissions rate.  

  
Keywords: Vehicle Fuel Consumption; Vehicle Regulated Emissions; Modeling; Diesel 

Powertrain    
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 ملخص البحث
 

 

ِؼب١٠ش عذ٠ذح ٌٍّؼذي اٌّسّٛػ ثٗ لأجؼبس ٚضغ غبصاد الاؽزجبط اٌؾشاسٞ أدٜ إٌٝ رغ١ش إٌّبؿ ثسجت أجؼبس 

الأِش اٌزٞ أدٜ ثذٚسٖ إٌٝ اٌذػٛح ٌزط٠ٛش رم١ٕبد أٔظّخ ِؾشوبد اٌس١بساد ٌزٍج١خ ٘زٖ  اٌغبصاد ِٓ اٌس١بساد ،

 ش ٚرم١١ُ ٘زٖ اٌزم١ٕبد.اٌّؼب١٠ش. ظٙشد ّٔزعخ اسزٙلان اٌٛلٛد ٚأجؼبصبد اٌّشوجبد ثبػزجبس٘ب أداح فؼبٌخ ٌزط٠ٛ

إٌّبرط اٌزؾ١ٍ١ٍخ ِفضٍخ فٝ ؽبلاد ػذ٠ذح ، ٌىٛٔٙب رّىٓ ِٓ رٛص١ف اٌظٛا٘ش اٌف١ض٠بئ١خ  أْ ػٍٝ اٌشغُ ِٓ

اٌّشرجطخ ثٕظبَ ؽشوخ اٌس١بسح ػٍٝ ٔؾٛ شبًِ ػٍٝ أسبط ِجبدئ اٌف١ض٠بء ِغ ١ِضح ٚضٛػ اٌزفس١ش اٌش٠بضٝ 

ًّ ّٔٛرط رؾ١ٍٍٝ ٚاٌزأوذ ِٓ صؾزٗ ثبسزخذاَ إٌزبئظ اٌّؼ١ٍّخ ٌّؼذي ٌٕزبئظ إٌّزعخ ، الا أٔٗ ٌُ ٠زُ ؽزٝ ا٢ْ ػ

فٝ ٘زٖ اٌذساسخ رُ ػًّ ّٔٛرط  اسزٙلان اٌٛلٛد ِٚؼذي أجؼبس اٌغبصاد ِٓ اٌس١بساد اٌزٝ رؼًّ ثٛلٛد اٌذ٠ضي.

ٍٝ رؾ١ٍٍٝ ٌّٕزعخ ٔظبَ ِؾشن اٌس١بساد اٌزٝ رؼًّ ثٛلٛد اٌذ٠ضي ٌّٕٚزعخ ِؼذي اسزٙلان ٚلٛد اٌس١بساد ػ

ٌّٕٚزعخ ِؼذي  أصٕبء اٌزسبسع ٚرؾشن اٌس١بسح ثسشػخ صبثزخ ٚاٌزجبطؤ اٌّسزٜٛ اٌّغٙشٜ ٌؾبلاد ل١بدح اٌس١بسح

ِٓ أعً ػًّ ٘زٖ إٌّبرط اٌزؾ١ٍ١ٍخ  .أصٕبء رؾشن اٌس١بسح ثسشػخ صبثزخأجؼبس الأجؼبصبد ػٍٝ اٌّسزٜٛ اٌّغٙشٜ 

اٌسؾت ٌز١ٌٛذ اٌمٛح اٌذ٠ضي راد اٌشؾٓ الاضبفٝ ٌٍٙٛاء ِغ ( ِشؼت 1رُ ػًّ إٌّبرط اٌزؾ١ٍ١ٍخ ٌلأعضاء اٌزب١ٌخ: )

( شبؽٓ اٌٙٛاء الاضبفٝ ٌّؾشن اٌذ٠ضي ٚاٌزٜ ٠ؼًّ 2أخز ِشٚٔخ اٌؼّٛد اٌّشفمٟ ٚوضبفخ اٌٙٛاء فٟ الاػزجبس، )

( ِؾشن اٌذ٠ضي رٚ اٌشؾٓ الاضبفٝ ٌٍٙٛاء ِٚزؼذد 3ثبٌطشد اٌّشوضٜ ٚثٗ ِشزذ رٚ دٚاساد س٠ؼ ، )

( ٔظبَ اٌؼبدَ ٌٍّؾشوبد اٌزٝ رؼًّ ثٛلٛد اٌذ٠ضي ٚٔسجخ 5( ٔظبَ ٚلٛد اٌذ٠ضي ٚلٛح اٌّؾشن ، )4الأسطٛأبد ، )

ٌٚمذ رُ اعشاء رؾ١ًٍ ؽسبس١خ ٌٍّٕبرط اٌزٝ رُ ػٍّٙب ٌّؼذي اسزٙلان ٚلٛد اٌذ٠ضي ِٚؼذلاد  اٌٛلٛد اٌغ١ش ِؾزشق.

ِٓ أعً رجس١طٗ ثؾ١ش ٠ّىٓ اسزخذاِٗ فٝ  أجؼبس اٌؼبدَ ٌٍزغ١ش فٝ ل١ُ اٌّزغ١شاد اٌّٛعٛدح فٝ إٌّٛرط اٌزؾ١ٍٍٝ

ٚلذ رُ اٌزؾمك ِٓ صؾخ إٌّبرط اٌزؾ١ٍ١ٍخ اٌّمذِخ ثبسزخذاَ  ."  INTEGRATION" ّٔٛرط اٌّؾبوبح اٌّسّٝ  

ٌغ١ّغ دٚساد   ٪1.8إٌسجخ اٌّئ٠ٛخ ٌلأؾشاف إٌزبئظ اٌّؼ١ٍّخ. ثبٌٕسجخ ٌّؼذي اسزٙلان ٚلٛد اٌذ٠ضي وبْ ِزٛسظ 

-VT" ٚ ّٔٛرط  "  CMEMفبئمخ فٝ الأداء أداء ّٔبرط ػ١ٍّخ ٚاسؼخ الأزشبس ِضً ّٔٛرط  "  اٌزشغ١ً اٌّؼزّذح
Micro  ."96 اٌخطأ إٌسجٝ إٌّبظش ٌزٍه إٌزبئظٚ ٌٚمذ رُ رؾ١ًٍ ٔزبئظ اٌّؾبوبح اؽصبئ١ب ٚوبْ ِؼبًِ اٌزؾذ٠ذ %

٪ ٌمٛح 10.6٪، ٚ 2٪، 1.9، ٪1.7٪، 7إٌسجخ اٌّئ٠ٛخ ٌلأؾشاف وبْ ِزٛسظ وزٌه  ػٍٝ اٌزشر١ت.% 1.2 ٚ

 ، ٌٕٚسجخ اٌٛلٛد اٌغ١ش ِؾزشق، HC، ٌّٚؼذي أجؼبس   NOx ، ٌّٚؼذي أجؼبس COاٌّؾشن ، ٌّٚؼذي أجؼبس 

ػٍٝ اٌزشر١ت ٚرٌه ٌغ١ّغ دٚساد اٌزشغ١ً اٌّؼزّذح ثبسُ اٌطش٠ك اٌؾش فبئمخ فٝ الأداء أداء ّٔبرط ػ١ٍّخ ٚاسؼخ 

ٌٚمذ رُ وزٌه رؾ١ًٍ ٔزبئظ اٌّؾبوبح اؽصبئ١ب  ". VT-Microرط  " " ٚ ّٔٛ CMEMالأزشبس ِضً ّٔٛرط  " 

وزٌه وبْ اٌخطأ إٌسجٝ إٌّبظش  % ػٍٝ اٌزشر١ت.70،  %83% ، 99% ، 99% ، 33ٚوبْ ِؼبًِ اٌزؾذ٠ذ  

فمذ رُ اٌزؾمك ِٓ صؾخ ثبلاضبفخ ٌٙزا  ػٍٝ اٌزشر١ت.% 10.6،  %2% ، 1.7% ، 3% ، 3ٌزٍه إٌزبئظ  

١خ ٌّؼذي رسبسع سشػخ اٌغبص فٝ ِشؼت اٌسؾت ، ٌّؼذي رسبسع سشػخ اٌغبص فٝ ِشؼت اٌسؾت إٌّبرط اٌزؾ١ٍٍ

داخً اسطٛأخ ِؾشن اٌذ٠ضي ، ٌٍمٛح اٌّطٍٛثخ ٌزشغ١ً شبؽٓ اٌٙٛاء الاضبفٝ ٌّؾشن اٌذ٠ضي ٚاٌزٜ ٠ؼًّ ثبٌطشد 

فٝ ٌّؾشن اٌذ٠ضي ٚاٌزٜ اٌّشوضٜ ٚثٗ ِشزذ رٚ دٚاساد س٠ؼ ، ٌٍىفبءح ا١ٌّىب١ٔى١خ ٌزشغ١ً شبؽٓ اٌٙٛاء الاضب

٠ؼًّ ثبٌطشد اٌّشوضٜ ٚثٗ ِشزذ رٚ دٚاساد س٠ؼ ، ٌٚىضبفخ اٌٙٛاء اٌّضغٛط ٚرُ رٌه ثبسزخذاَ ث١بٔبد ِؼ١ٍّخ 

ػٍٝ ٪، 3.7٪،  8٪، 3٪،  11٪،  12.6إٌسجخ اٌّئ٠ٛخ ٌلأؾشاف ػٓ طش٠ك دساسبد ؽبٌخ ٚوبْ ِزٛسظ 

٪،  11٪،  312.6اٌخطأ إٌسجٝ إٌّبظش ٌزٍه إٌزبئظ  صبئ١ب ٚوبْ ٌٚمذ رُ وزٌه رؾ١ًٍ ٔزبئظ اٌّؾبوبح اؽ اٌزشر١ت.

ثبلاضبفخ اٌٝ اثزىبس رص١ٕف١ٓ عذ٠ذ٠ٓ ٌّٕزعخ ِؼذي اسزٙلان اٌٛلٛد ٚ ِؼذي  ػٍٝ اٌزشر١ت.٪، ٪3.7،  ٪8، 3

ط إٌّبراخشاط اٌؼبدَ ٌٍس١بساد ، ّٚ٘ب إٌّزعخ ؽست أسٍٛة اٌص١بغخ ٚإٌّزعخ ؽست اٌّذخلاد اٌشئ١س١خ ، فبْ 

صبٌؾخ ػٍٝ ٔطبق ٚاسغ لا رمزصش صلاؽ١زٗ ػٍٝ ٘زٖ اٌذساسخ رز١ّض ثأٔٙب: )ا(  اٌزؾ١ٍ١ٍخ اٌزٝ رُ ػٍّٙب فٝ

ٌزؾذ٠ذ ِؼذي اسزٙلان اٌٛلٛد ٚ ِغّٛػخ ث١بٔبد ِؾذٚدح ِٚؾذدح ، )ة( ٚس١ٍخ سش٠ؼخ ٚغ١ش ِىٍفخ ٚراد وفبءح 

خ ٌٍؾىُ ػٍٝ ِب إرا وبٔذ اٌم١بسبد اٌّؼ١ٍّخ اٌزٝ رؼًّ ثٛلٛد اٌذ٠ضي وأداح فؼبٌ ِؼذي اخشاط اٌؼبدَ ٌٍس١بساد

ِٕطم١خ ٚصؾ١ؾخ أَ لا، )ط( رظٙش أٞ ِٓ اٌزفبػلاد اٌى١ّ١بئ١خ داخً ِؾشن اٌذ٠ضي ٠ؤصش رفبػ١ٍب ػٍٝ ِؼذي 

 الأجؼبصبد ثشىً أوجش.
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Ti4 gas temperature at the beginning of the exhaust stroke in diesel cycle 

 

TInlet-Intercooler intercooler inlet temperature (or post compressor temperature, i.e. T2) 

 

TIntercooler temperature at the outlet of the intercooler as stated in the intercooler 

catalogue 

 

TPeak peak temperature inside cylinders which is commercially set in the 

diesel engine catalogue for each category of diesel engines 

 

Tref the system’s temperature at the reference state 

 

TRef-Amb ambient reference temperature 

 

u specific internal energy (J) 

 

U the tangential velocity of the rotor of the centrifugal compressor  

 

U2 the tangential velocity of the rotor at the diffuser of the centrifugal 

compressor  

 



 

 

xxvii 

v specific volume of the air (m
3
) 

 

V total volume of air inside the engine cylinder 

 

v1 specific volume of gas in the engine at state 1 

 

v2 specific volume of gas in the engine at state 2 

 

v3 specific volume of gas in the engine at state 3 

 

v4 specific volume of gas in the engine at state 4 

 

VC clearance volume of the engine cylinder 

 

VCyl volume of air goes into cylinder in the intake stroke 

 

Vd the total displaced volume of the engine (m
3
/d-cycle) 

 

Vd-Cyl displaced volume per cylinder (m
3
/d-cycle) 

 

Vi intake manifold volume (m
3
) 

 

VP volume of the piston 

 

xi the interval variable that is the expected value analytically 

 

y vertical displacement of the rotating tip of the crank 

 

Y piston height 

 

yi the interval variable that is the measured value, i.e. field dataset 

 

z potential altitude (m) 

 
αC compressor rotational deceleration (rad/s

2
)  

 

θ crankshaft rotational angle 

 

θIVC crankshaft rotational angle at which the intake valve closes 

 

θIVO crankshaft rotational angle at which the intake valve opens 

 

ρP density of the material of the piston which is usually aluminium alloy 

 

ωc the angular speed of the rotor of the centrifugal compressor  
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CHAPTER 1 
 

INTRODUCTION 
 
 
 
 
1.1. OVERVIEW        

The transportation sector is the third largest consumer of energy and the largest 

consumer of petroleum products and is one of the greatest contributors to air pollution 

worldwide (United Nations Economic and Social Council, 2009). Emissions from 

vehicles contribute to smog, low visibility, and various greenhouse gas emissions. 

About half of all air pollution and more than 80 percent of air pollution in cities are 

produced by the transportation sector worldwide (United Nations Economic and 

Social Council, 2009). Its energy consumption is growing faster than that of other 

sectors, driven by the rapid increase in motorization and strong transport demands 

from economic development. Meanwhile, the transport sector is the primary source of 

air pollution. These facts require the transport sector to take more efficient mitigation 

and adaptation measures to reduce energy consumption and emissions. A reduction in 

fuel consumption will lead to reduction in vehicle emissions (Yue, 2008). Therefore, 

automobile manufacturers are currently under pressure to produce more 

environmentally friendly vehicles (Fabian, 2010).   

The transportation sector is the source of 41 percent of the Hydrocarbon (HC) 

emissions, 79 percent of carbon monoxide (CO) emissions, and 51 percent of Oxides 

of Nitrogen (NOx) emissions (Environmental Protection Agency, 1996). Highway 

motor vehicles generate 29 percent of HC emissions, 60 percent of CO emissions, and 

31 percent of NOx emissions (Yue, 2008). Since trucks generally operate at low fuel 

economy and efficiency, the share of diesel vehicles in total CO2 jumps to 72% 
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(Fabian, 2010). Since the majority of trucks are powered by diesel engines, this 

research addresses fuel consumption and emissions of diesel powertrains.    

 

 

1.2. BACKGROUND   

Vehicle fuel consumption and emission models are currently the primary tools for 

evaluating the regional impacts of transportation projects and in evaluating new 

hardware in the field of Intelligent Transportation System (ITS). In typical 

applications, a transportation planning model such as TRANPLAN (National 

Research Council, 1995), MINUTP (Yue, 2008) or EMME/2 (Environmental 

Protection Agency, 1996) is first used to determine the average speed and total 

vehicle-miles of travel for the network or facility being considered. Then, a fuel 

consumption and emissions model such as MOBILE6 (Fabian, 2010) or EMFAC (The 

Urban Analysis Group, 1992) is used to compute the average fuel consumption and 

emissions rates for the facility. Within this step, a base emissions rate reflecting fuel 

consumption and emissions measurements that were gathered in a laboratory using 

pre-defined test drive cycles is first selected for the facility considered. This base rate 

is then modified to account for differences in average speeds between the laboratory 

and real-world cycles, as well as for differences in temperature, vehicle load, fleet 

composition, accrued mileage of vehicles within the fleet, type of fuel used, and 

vehicle operating conditions. Total fuel consumption and emissions are finally 

obtained by multiplying the resulting rates by the estimated vehicle miles traveled on 

the facility (The Seider Group, 1997). Macroscopically, single fuel consumption rate 

and single emission rate are produced for each average speed input. These rates are 

produced under the assumptions that all vehicles pollute similarly for the same 
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average speed and vehicle-miles traveled and that variations in driver behavior can be 

neglected (INRO Consultants, 1996).  

 

 

1.3. PROBLEM STATEMENT  

Given that: 

1. The share of diesel vehicles in CO2 emissions jumps to 72% (Fabian,  

            2010);   

2. Automobile manufacturers are currently under pressure to produce more  

            environmentally friendly vehicles in an endeavor to mitigate the issue of   

            global warming (Fabian, 2010);  

3. The majority of trucks are powered by diesel engines (Fabian, 2010); 

4. Gear-shifting-based modeling is sought because the model parameters  

            can be adjusted to reflect different driving conditions without the need  

            for gathering field data (Rakha, et al., 2012).  

Therefore, there is a call for devising a cost-effective, widely valid, and gear-shifting-

based microscopic model of diesel powertrain fuel consumption and emissions 

(Rakha, et al., 2012). Such a microscopic model should help in:  

1. Evaluating the current/new diesel powertrain technologies;   

2. Evaluating instantaneous fuel consumption and emission rate.  

  

 

1.4. SIGNIFICANCE OF PROBLEM STATEMENT  

The  state-of-the-art  emission  models  such  as  MOBILE6  developed  by  the  US 

 Environmental Protection Agency (EPA) and EMFAC7F developed by the California 

Air Resources Board (CARB) attempt to model vehicle emission rate accounting for 
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travel-related factors such as distance and number of trips, weather-related factors and 

vehicle-related factors such as engine size (Ahn, et al., 2002). However, these models 

generally fail to capture the effect of roadway related factors such as road grade and 

driver related factors such as driver’s behavior and driving cycle on vehicle emissions. 

These models use average speed to estimate vehicle emissions whereas in each facility 

average speed there is implicitly a driving cycle (Ahn, et al., 2002). Thus, the current 

state-of-the-art emission models are unsuitable for evaluating the environmental 

impact of change in facility’s operational-level (Ahn, et al., 2002). Although there 

have been statistical and empirical models developed to overcome the shortcomings of 

the state-of-the-art models by quantifying roadway and driver related factors on 

vehicle emissions and by using vehicle’s instantaneous speed and acceleration, such 

as INTEGRATION, such models are only valid for the set of data based on which 

they have been developed.  

      Vehicle power losses can currently only be written as empirical regression 

expressions because of the lack of a physics-based model in this regard (Hendricks, 

1997). In addition, the effect of diesel combustion cycle on engine model needs to be 

analytically investigated (Hendricks and Sorenson, 1990). Moreover, the exhaust 

manifold of diesel engines needs to be analytically investigated as well (Biteus, 2002). 

Largely, there is a need for analytical modeling of the diesel powertrain components 

for which no analytical models have been developed as yet (Biteus, 2002). Modeling 

of fuel consumption and emission of vehicles operating under a non-stoichiometric 

condition is particularly problematic (Greenwood, 2003). Therefore, an instantaneous, 

physics principles-based and widely valid model of diesel powertrains is sought. 

Therefore, the research problem is significant and the approach proposed to solve this 

problem is unprecedented.      
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1.5. RESEARCH PHILOSOPHY  

The adopted research philosophy in this research consists of three pillars:  

            1.   Developing an analytical model for each relevant component to fuel  

                   consumption and emission in diesel powertrain;     

            2.    Developing an aggregate analytical model of diesel fuel consumption and  

                   emission rates;  

             3.   Developing a simplified version of the developed aggregate analytical  

                   model to fit the INTEGRATION software of Virginia Tech.     

 

 

1.6. RESEARCH OBJECTIVES  

This dissertation aims to develop a microscopic diesel powertrain fuel consumption 

and emission rate model. The research objectives are as follows:   

1. Developing an instantaneous, gear-shifting-based and microscopic 

analytical model to simulate the diesel powertrain fuel consumption rate 

under accelerating, cruising and decelerating driving conditions and 

regulated emissions rate under cruising driving condition for trucks in 

order to fit the INTEGRATION software package of Virginia Polytechnic 

Institute and State University (Virginia Tech);   

2. Validating the simulation results against experimental results; 

3. Developing an interface facility to give instantaneous fuel consumption 

and regulated emissions rate of trucks. 
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1.7. RESEARCH METHODOLOGY 

This research is quantitative research based on a theoretical approach employing 

exploratory and descriptive techniques to analytically model diesel fuel consumption 

and regulated emissions rate. The experimental data for validation have been collected 

from literature namely a previous research work done by our research partner at 

Virginia Tech based on the Oak Ridge National Laboratory (ORNL) and the US 

Environmental Protection Agency (EPA) field data. In an endeavor to conduct this 

research, the following research procedure and operational framework has been 

followed:    

1. Conducting thorough literature review in order to make sure the research     

      problem significantly exists;  

2. Coming up with specific research questions which fully address the  

       research problem based on the literature review; 

3. Establishing analytical framework and devising analytical models; 

4. Conducting simulation based on the devised analytical models using  

       readily available field data and MATLAB in order to check the suitability  

      of the developed analytical models for being fitted into  the  

      ‘INTEGRATION’ traffic simulation software that is developed by Virginia  

      Tech since this proposed research is a collaborative research project  

       between the International Islamic University Malaysia and Virginia Tech;    

5. Carrying out validation through comparison between the results of the    

      developed analytical models and the corresponding field data.     

   

The research assumptions in this research include the following assumptions: (i) as to 

field data that can be used for research validation, all vehicles pollute similarly for the 
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same average speed and vehicle-miles traveled; (ii) standard deviation in recorded 

speeds is small, and thus can be negligible.  

 

 

1.8. RESEARCH SCOPE   

This research lies within the borders of the bio-environmental engineering research 

area. Specifically, the scope of this study is limited to the intersection between the 

following specific research areas:   

1. Analytical Modeling;  

2. Supercharged diesel powertrains;  

3. Diesel fuel consumption rate evaluation;  

4. Steady speed diesel exhaust regulated emissions rate evaluation.   

The models developed in this study are limited to diesel trucks and light duty vehicles 

fuelled by diesel fuel no. 2.   

 

 

1.9. DISSERTATION LAYOUT   

The dissertation commences with a literature review and identification of the research 

gap as indicated in Chapter 2. Chapter 3 presents an analytical model of diesel 

powertrain intake manifold. An analytical model of supercharging diesel centrifugal 

compressor with vanes-based diffuser is presented in Chapter 4. Chapter 5 elucidates 

an analytical model of diesel engine. An analytical model of diesel powertrain exhaust 

system and regulated emissions rate follows in Chapter 6. Sensitivity analysis of the 

developed models is presented in Chapter 7. Chapter 8 demonstrates the simulated 

results and experimental validation. Chapter 9 presents the conclusions of this study 

and future work.     
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CHAPTER 2 
 

 LITERATURE REVIEW 
 
 
 
 
2.1 OVERVIEW  

The present work reviews the vehicle fuel consumption and emissions modeling and 

key models. It classifies vehicle fuel consumption and emissions modeling into five 

classifications and presents the relevant models to each of them. These models are 

then compared with regard to assumptions, limitations, merits, drawbacks, 

characteristic parameters, data collection technique, accuracy, relevance to road 

traffic, and validation. A summary then follows on these models and comparisons 

highlighting the key points.      

 

 

2.2. VEHICLE FUEL CONSUMPTION AND EMISSIONS MODELING   

Several approaches have been developed in order to estimate vehicle fuel 

consumption and emission rate. They can be classified into five categories of 

classification: (1) Scale of the input variables-based modeling, (2) Formulation 

approach-based modeling, (3) Type of explanatory variable-based modeling, (4) State 

variable value-based modeling, (5) Number of dimensions-based modeling. Based on 

the scale of the input variables the current state-of-the-art and current state-of-practice 

models can be divided into three categories: microscopic, mesoscopic, and 

macroscopic models. The subcategories of the formulation approach-based modeling 

classification, i.e. the way of building model-based modeling classification, are 

analytical, empirical, statistical, and graphical models. In the explanatory variable-



 9

based modeling classification, there are three subcategories: average speed, 

instantaneous speed, and specific power models. The state variable value-based 

modeling classification can be divided into crank-angle resolution-based models and 

mean value-based models. The subcategories of the number of dimensions-based 

modeling classification are zero/one dimensional/single zone, quasi dimensional, and 

multi dimensional/multi zone modeling.    

 

 

2.2.1 Scale of the Input Variables-based Modeling  

Let us start with investigating the scale of the input variables-based modeling 

classification that is divided into: microscopic models, mesoscopic models, and 

macroscopic models, as suggested by Yue (Yue, 2008). Microscopic models use 

instantaneous speed and acceleration data to estimate vehicle fuel consumption and 

emission rates. The fuel consumption and emission estimates from microscopic 

models are instantaneous rates as well. Macroscopic models use aggregate network-

based parameters to estimate network-wide fuel consumption and emissions rates. 

Mesoscopic models use scales that lie in-between the macroscopic scale and 

microscopic scale, such as link-based estimates (Yue, 2008). All of these three 

categories can be called modal models if they account for different standard operating 

modes. These three categories are reviewed in the following three subsections 

respectively.    

 

 

2.2.1.1 Microscopic models 

Microscopic  models  estimate  instantaneous  vehicle fuel consumption and emission 
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 rates that are then aggregated to estimate network-wide measures of effectiveness. 

Instantaneous fuel consumption models are derived from a relationship between fuel 

consumption rates and instantaneous vehicle power. Second-by-second vehicle 

characteristics and road conditions are required in order to estimate fuel consumption 

in these models. Due to the disaggregate characteristics of the fuel consumption data, 

these models are usually used to evaluate individual transportation projects. 

Instantaneous fuel consumption models can be used in microscopic traffic simulation 

packages to estimate fuel consumption based on instantaneous speeds and 

accelerations of individual vehicles (Yue, 2008). The key microscopic models 

include: (1) Comprehensive Modal Emission Model (CMEM), (2) VT-Microscopic 

Model, (3) VERSIT+micro, (4) PHEM, (5) VeTESS, (6) NetSim, (7) EMIT, (8) 

MOVES, (9) Vehicle Dynamics Models. These microscopic models will be 

highlighted in the following subsections.       

An and Barth (An and Barth, 1997) developed a modal emissions model, 

called Comprehensive Modal Emission Model (CMEM), which is based on a simple 

parameterized empirical approach and consists of six modules that predict engine 

power, engine speed, air/fuel ratio, fuel use, engine-out emissions, and catalyst pass 

fraction. Three dynamic variables (acceleration, Air/Fuel equivalence ratio, and fuel 

rate), second-by-second speed, road grade angle, and accessory use (such as air 

conditioning) are used as the input operating variables. The instantaneous emission is 

the key output. The main limitation of CMEM is that it is unable to estimate emissions 

from heavy duty vehicles such as trucks and buses. The CMEM is utilized in the 

PARAMICS microscopic simulator.    

             Rakha and Ahn developed a microscopic vehicle fuel consumption and 

emission model called VT-Micro based on instantaneous speed and acceleration 
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(Rakha and Van Aerde, 2000; Ahn, 2002). The inputs to the VT-Micro are the 

instantaneous speed and acceleration and the outputs are instantaneous fuel 

consumption and emission rates of individual vehicles (Yue, 2008). The model 

estimates vehicle fuel consumption to within 2.5 percent of actual measured field 

values. The VT-Micro model has been incorporated within INTEGRATION, a 

microscopic traffic simulation package. INTEGRATION appears to have the highest 

probability of success in real world transportation applications (Tapani, 2005). 

Although the VT-Micro model seems to be the leading model in predicting 

instantaneous fuel consumption and emission rates, it is based on empirical formulae 

and thus provides unexplainable mathematical trends.  

The VERSIT+micro  was developed in the Netherlands by TNO to simulate the 

traffic emissions of CO2, NOx and PM10 as well as energy use factors as outputs on the 

basis of the instantaneous velocity and acceleration of a vehicle as inputs. The 

VERSIT+micro is unique in yielding consistent results on national, regional and local 

scales so that it is positioned at bar with the INTEGRATION model. The key 

drawback of the VERSIT+micro is the linear dependence of the emission estimates on 

the velocity of the vehicle which limits the effect of the velocity on the emission 

estimates (Smit et al., 2007). The VERSIT+micro is adopted by AIMSUN (Advanced 

Interactive Microscopic Simulator for Urban and Non-urban Networks) software.  

The Passenger car and Heavy duty Emissions Model (PHEM) uses an 

emissions map as a look-up table in terms of the engine operating parameters to 

estimate emissions microscopically. There are not yet sufficient quantitative 

validation data for this model. The model provides predictions of aggregate emissions 

that are less accurate than the predictions of the INTEGRATION model. The PHEM 

is utilized in the VISSIM software.  
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VeTESS (Vehicle Transient Emissions Simulation Software) is another 

microscopic emission model like PHEM that adopts a quasi steady state modeling 

approach by taking into account the dynamic behaviour of the engine. The model’s 

inputs are driving pattern, gradient, and vehicle specifications. The model’s outputs 

are the engine power and emission rate. The VeTESS estimates for fuel consumption 

and emissions have generally an accuracy within 10 to 20%. VeTESS is utilized in the 

CORSIM (CORridor microscopic SIMulation) software. Similarly, EMIT model 

evaluates emissions depending on vehicle speed and acceleration. EMIT has been 

used to evaluate the environmental impact of technologies (Sommer et al., 2011).    

MOtor Vehicle Emission Simulator (MOVES) is an emission model that is 

based on vehicle’s instantaneous speed and acceleration. Albeit its good estimation of 

vehicle’s emission rates, MOVES model is relatively time-consuming. The MOVES 

is utilized in the Transportation Analysis and SIMulation System (TRANSIMS) 

software. Vehicle dynamics or gear-shifting modeling approach is better because the 

model parameters can be adjusted to reflect different weather, tire, and roadway 

surface conditions without the need for gathering any field data. Research is currently 

needed to characterize analytically the relationships, if any, between the driver’s 

throttle input and the vehicle conditions, roadway conditions, and surrounding traffic 

conditions (Rakha et al., 2010). Now, let us turn to investigate the second category of 

the scale of the input variables-based modeling classification.  

 

 

2.2.1.2 Macroscopic models 

Macroscopic models use average aggregate network parameters to estimate network-

wide energy consumption and emission rates. The key models in the macroscopic 
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vehicle fuel consumption and emissions modeling subcategory include: (1) MOBILE, 

(2) EMFAC, (3) CORFLO, (4) Watson model, (5) COPERT. The following 

subsections will elaborate on these macroscopic models.  

The MOBILE source emission factor model estimates are a function of the 

vehicle’s average speed, vehicle's technology, vehicle's age, ambient temperature, fuel 

parameters, and vehicle's operating mode (National Research Council (NRC), 1995). 

Eight pollutants can be estimated by MOBILE6 model: HC, CO, NOx, CO2, PM, SO2, 

NH3, and six hazardous air pollutants (HAP). The CO2 emission estimate from 

MOBILE6 is unlike other MOBILE6 emission estimates. This CO2 emission rate 

estimate is based on vehicle type only and is not affected by speed, temperature, and 

gasoline type. In this model, basic emission rates are derived from emissions tests 

conducted under standard conditions such as temperature, fuel, and driving cycle. 

Speed Correction Factor (SCF) is then used when vehicle average travel speed is 

different from the average travel speed derived from the standard testing drive cycle. 

The SCF is derived based on emission rates from a specific number of testing driving 

cycles (Yue, 2008). Yet, MOBILE6 can not estimate fuel consumption and thus has 

been officially replaced by MOVES2010 model in the US.  

The EMission FACtors (EMFAC) model is another vehicle emission model 

that has been widely used. The EMFAC emission rate estimates are as well a function 

of vehicle average speed. The EMFAC2007 can be used to estimate HC, CO, NOx, 

CO2, PM, SOx, pb, and fuel consumption. Adjustments are used in this model for 

different temperatures, gasoline types, humidity, etc., after evaluating the basic 

emission rates that are derived from emissions tests conducted under standard 

conditions. Albeit the EMFAC model is good for estimating emission rates, it ignores 

the impact of intelligent transportation systems strategies, such as traffic signal 
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coordination, and therefore has been officially replaced by MOVES2010 model in the 

US.  

CORFLO is a macroscopic traffic model and traffic simulation software that 

was developed by the Federal Highway Administration, USA. CORFLO’s 

macroscopic modeling approach allows for fast simulation times and analysis of 

design control scenarios. The model is based on the energy conservation law and a 

dynamic speed density equation. Although it can run on inexpensive computers, 

CORFLO lacks the capability to simulate most ITS applications and does not account 

for dynamic rout guidance modeling (Boxill and Yu, 2000).  

Waston and Milkins (1980) used average speed to develop a fuel consumption 

model. The model incorporates the changes in the positive kinetic energy during 

acceleration as a predictor variable. When the average speeds are high enough, the 

aerodynamic effects on fuel consumption become significant. This usually occurs at 

average speeds over 55 km/h (Evans and Herman, 1976). The model helps in showing 

that it is easier to achieve steady-state speed requirement under highway driving 

conditions. The model’s inputs are average speed, final speed, initial speed, and total 

section length. The model’s output is fuel consumption. Although Waston’s model is 

good for estimating fuel consumed, the accuracy of its estimation is less than that of 

instantaneous speed-based models.  

            The COmputer Program to compute Emissions from Road Transport 

(COPERT) is an average speed based macroscopic emission model. The model’s 

input is the vehicle average speed and the model’s output is the emission rate. The 

model was developed based upon the principle that the average emission factor for a 

certain pollutant and a given type of vehicle varies according to the average speed 

during a trip. However, in modeling the emission rates of heavy duty vehicles, 
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COPERT model is inherently unreliable at speeds above 100 km h-1 (Int Panis et al., 

2007). Having seen this, the third category of the scale of the input variables-based 

modeling classification will be presented in the next subsection. 

 

 

2.2.1.3 Mesoscopic models  

The input variables to mesoscopic model are more disaggregate than macroscopic 

model and more aggregate than microscopic model. Generally, mesoscopic models 

use a few explanatory variables to estimate vehicle fuel consumption and emissions 

(Yue, 2008). The key models in the mesoscopic vehicle fuel consumption and 

emissions modeling subcategory include: (1) Elemental model, (2) CONTRAM, (3) 

MEASURE model.  

          The elemental model, which is based on average speed, was proposed by 

Herman (Chang and Evans, 1981; Evans and Herman, 1978). It is a simple 

theoretically-based model expressing fuel consumption in urban conditions as a linear 

function of the average trip time per unit distance, i.e. reciprocal of average speed. In 

average speed models, fuel consumption rates is basically the model’s output and trip 

time, trip distance and average speed are the model’s inputs. Since these models do 

not adequately take into account aerodynamic drag resistance at high speeds, they 

should only be used for average speeds of less than 55 km/h in most cases (Akcelik, 

1985). The Elemental model is adopted in the SIDRA INTERSECTION software that 

was developed by Akcelik (Akcelik, 1985) and that is widely used in transportation 

applications in Australia. The main drawback of this model is that it does not capture 

transient changes in vehicle’s speed and acceleration.     

The CONtinuous TRaffic Assignment Model (CONTRAM) is a mesoscopic 

model and simulator that is concerned with the dynamics of the flow of heavy traffic 
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using aggregated speed-density functions to model the behavior of that flow (Sommer 

et al., 2011). The core of CONTRAM is a dynamic assignment model that predicts 

traffic routes, link flows and queues and delays at intersections as they evolve over 

time. CONTRAM is thus capable of accurately representing time varying network 

conditions. Though CONTRAM model deal with multiple classes of vehicles, it lacks 

the ability to output measures of performance such as travel times and speeds nor does 

it seem to be able to model all the relevant ITS functions, e.g. it lacks the capability to 

model incidents or driver information systems (Boxill and Yu, 2000).   

The Mobile Emission Assessment System for Urban and Regional Evaluation 

(MEASURE) was developed by researchers at The Georgia Institute of Technology. 

The MEASURE model is a Geographic Information System GIS-based modal 

emissions model process that predicts modal vehicle operations and generates 

mesoscopic estimates of HC, CO, and NOx emissions (Bachman and Sarasua, 1996; 

Bachman and Sarasua, 2000). This model includes two major modules: start emission 

module and on-road emission module. Emission rates are modelled based on a refined 

tree-based regression analysis of vehicle emission test data from the US EPA and 

CARB. Emission rates are a function of vehicle model year, vehicle fuel delivery 

technology, high or normal emitter vehicle, and modal variables. The MEASURE 

model is compatible with most of the traditional microscopic traffic simulation 

packages and models. Outputs from microscopic traffic simulation package or travel 

demand forecasting models along with roadway conditions, traffic control conditions, 

traffic conditions, and facility type are used as the input into the regression analysis to 

calibrate the model. The vehicle activity data, fleet composition characteristics, 

operating conditions, and emission rates are then used as the model’s inputs in order 

to get emissions estimates (Yue, 2008). This concludes the scale of the input 



 17

variables-based modeling classification. Let us now investigate the second 

classification.    

 

 

2.2.2 Formulation Approach-based Modeling  

Based on the formulation approach-based modeling, i.e. the way of building the 

vehicle model, fuel consumption and emission rates models can be divided into four 

categories: analytical, empirical, statistical, and graphical modeling. The analytical 

modeling of a vehicle models the vehicle in terms of mathematical formulae which 

describe the relationships between the vehicle subsystems based entirely on the 

principles of physics. Empirical modeling is an approach that uses observations and 

the trial-and-error method to model a system. Statistical modeling is an approach that 

solely uses data and statistical methodologies to model a system. Graphical modeling 

is an approach that uses graphical tools and graphical methods to model the 

subsystems of a system as unified objects connected with each other. These 

subcategories of the second classification of models will be presented in this section, 

respectively.   

 

 

2.2.2.1 Analytical models 

Analytical modeling has been adopted in several research papers in order to model 

vehicle powertrains. For example, Lavoie and Blumberg proposed a thermodynamics-

based model to predict fuel consumption, and emissions as a function of engine design 

parameters and operating conditions (Lavoie and Blumberg, 1980). Albeit the 

validation of that model proved its reliability in predicting fuel consumption, it is 

valid only for spark ignition engines.     
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Metallidis and Natsiavas proposed non-linear models of the dynamics of 

single- and multi-cylinder reciprocating engines, which may involve torsional 

flexibility in the crankshaft (Metallidis and Natsiavas, 2003). These models took into 

account the torsional flexibility in the crankshaft and the dependence of the engine 

moment of inertia on the crankshaft rotation. A linearised version of the models was 

presented to acquire insight into some aspects of the system dynamics such as 

determining the steady-state response and investigating the effect of engine misfire on 

fuel consumption and emission rates. Yet, these models need relatively long 

computational time.         

Harris and Pearce (Harris and Pearce, 1990) developed a mathematical model 

of the performance of a governed diesel engine using the following concept. At any 

throttle setting, and as torque is increased, the speed of a diesel engine will decrease 

from its value at zero torque and if torque increases further, the engine then operates 

along the locus of these points where the fuel delivery is a maximum. That model is 

simple enough to model and to indirectly measure tractor engine performance. Albeit 

it helps in evaluating the fuel consumption rate of tractor engines, the model does not 

account for estimating the emission rates of tractor engines.     

Khayyam (Khayyam, et al., 2008) developed an analytical model of fuel 

consumption (AMFC) to coordinate the driving power and to manage the overall fuel 

consumption for an internal combustion engine vehicle. Their model effectively 

evaluates the different loads applied on the vehicle including road-slope, road-friction, 

wind-drag, accessories, and mechanical losses. However, the model needs relatively 

long computational time.      

Zargari and Khan (Zargari and Khan, 2003) presented a model for the 

estimation of fuel consumption for bus operation on transitways/busways serving 
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major travel corridors. That bus fuel consumption model is developed for standard and 

articulated buses. Yet, the model lacks simplicity and can not be easily integrated into 

modern automobile control systems without simplification which in turn may lead to 

modeling errors.    

Oberg (Oberg, 2001) extended previously developed analytical models for 

four cylinder turbocharged diesel engine that has no throttling developed by Karlsson 

(Karlsson, 2001) and by Nyberg (Nyberg and Sutte, 2004). In addition, Oberg 

presented the diesel engine combustion model and exhaust model developed by 

Butschek (Butschek, 2000). Oberg made extensions to the pumping and turbo 

submodels of these already developed diesel engines models and developed a model 

for both Exhaust Gas Recirculation (EGR) and Variable Nozzle Turbine turbocharger 

(VNT) of the diesel engine. Albeit these models give insight into what influence the 

rate of fuel consumption, Oberg reported that the EGR, and the VNT have been 

difficult to be analytically modeled satisfactorily.   

  Hillion (Hillion, et al., 2008) proposed a model-based control strategy to adapt 

the fuel injection settings according to the intake manifold condition on a diesel 

Homogeneous Charge Compression Ignition (HCCI) engine. For that purpose, the 

start of injection is adjusted based on the Knock Integral Model and intake manifold 

condition. The Knock Integral Model, originally developed by Livengood and Wu 

(Livengood and Wu, 1995), is a widely used model that gives an implicit relation 

between the start of injection crankshaft angle, start of combustion crankshaft angle, 

and the physical in-cylinder parameters such as cylinder pressure, cylinder 

temperature, in-cylinder burned gas rate, and the fuel/air ratio.      

Kulkarni (Kulkarni, et al., 1992) reported that a turbo charged diesel engine 

without any governor or controller of fuel pump is normally represented by a fourth 
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order model. They used a model order reduction technique. The reduced order model 

was validated through simulation using typical data. They concluded that a simplified 

model, obtained by neglecting the manifold volumes, would give erroneous results.  

Yang and Sorenson (Yang and Sorenson, 1992) developed a physical model 

for the diesel fuel injection electronic unit injector and the electronic distributor pump 

system. The model incorporates a simplified characteristic line method for 

determining the hydraulic transients in high pressure fuel lines and a transmission line 

analogy method for modeling magnetic processes in the solenoid. Yet, it is relatively 

calculation intensive.   

Xia and Oh (Xia and Oh, 1999) developed a physical dynamic torque 

converter model to reduce fuel consumption. This model satisfies the energy 

conservation law and dynamic torque balance for all converter elements. The model 

was validated successfully and the results showed that converter dynamics has a 

significant effect on vehicle launch performance and thus on fuel economy. However, 

it needs to be simplified in order to be easily integrated into vehicle control 

applications.          

Wu and Moin (Wu and Moin, 2008) reported that enthalpy (fuel mass fraction 

and/or temperature) fluctuations in the oncoming mixture have important impacts on 

premixed combustion and in particular on combustion instability. An analytical model 

for premixed combustion was derived from the reactive Navier-Stokes equations by 

using large-activation-energy analysis (AEA) that introduced the concept of flamelets 

to help in understanding laminar flames. The model gives insight into the premixed 

combustion, but is not suitable for vehicle control applications because of its 

complexity.     
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Ni and Henclewood presented the Bernoulli model of internal combustion 

engines for Vehicle Infrastructure Integration-enabled in-vehicle applications of high 

accuracy (Ni and Henclewood, 2008). The proposed model provides insight into the 

relation between engine power and the rate of fuel consumption, and it was validated 

successfully using empirical data. Yet, the model is not simple enough to be suitable 

for control and transportation applications. Having seen this, let us investigate the 

second subcategory of the formulation approach-based modeling classification.   

 

 

2.2.2.2 Empirical models  

Empirical modeling, or sometimes called phenomenological modeling, has been 

adopted in several research papers in the field of powertrain modeling and control. 

Hrovat and Sun presented linear internal combustion engine models and control 

design methodologies for the idle speed control (ISC) application (Hrovat and Sun, 

1997). They reported that the application of modern idle speed control techniques, 

such as sensitivity tuning controls, has led to improved engine performance at idle 

speed. They highlighted the criticality of controlling the transition from/to the idle 

speed control mode. Though the models that are presented in that research paper give 

insight into the relation between the idle speed and the rate of fuel consumption, they 

are valid only for the idling operating condition.      

Lindhjem et al. (2004) presented the Physical Emission Rate Estimator 

(PERE) which has been developed to complement the Motor Vehicle Emission 

Simulator (MOVES) GreenHouse Gas (GHG) emissions model for increasing the 

level of accuracy in estimating on-road vehicle emissions. They proposed under the 

sponsorship of the US EPA the PERE as an empirical model that is partly based on 
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the principles of physics to estimate on-road vehicle emissions. Yet, that proposed 

model is valid only for the range of data based on which it was built.    

Cook and Powell (1987) reviewed the nonlinear modeling of internal 

combustion engines literature and presented a fundamental nonlinear model of an 

internal combustion engine. They found that nonlinear dynamic models are suitable 

for wide speed and load operating ranges. Rakha et al. (2010) hence developed a 

simple vehicle driveline model that can be integrated with car-following models 

within microscopic traffic simulation software. That model is calibrated using engine 

and driveline parameters that are publicly available without the need for field data 

collection. The model demonstrated the capability to produce vehicle acceleration, 

speed, position, and fuel consumption estimates that are consistent with field 

observations.   

Powell et al. (1998) presented the mathematical modeling, analysis, and 

simulation of a dynamic automatic transmission and manual dry clutch combination 

powertrain model. Both the conventional powertrain model and hybridized powertrain 

model were simulated and validated using experimental test data. The model gives 

insight into what influence the rate of fuel consumption, but it does not provide 

explainable mathematical trends.          

Eriksson (2007) proposed a component-based modeling methodology for 

turbocharged engines. Using this methodology, Eriksson, developed models for the 

engine turbocharger compressor efficiency, compressor flow, and turbine flow. It was 

concluded in that research these models could be used in observer design and air/fuel 

ratio control of SI engines, as well as in control design of direct injection engines with 

variable geometry turbine (VGT) and EGR. However these models do not provide 

explainable mathematical trends.   



 23

              Filipi and Assanis (2001) developed a transient, non-linear, single-cylinder 

turbocharged diesel engine model for predictions of instantaneous engine speed and 

torque. That research models the diesel engine as a non-linear, dynamic system and 

provides an insight into the relation between the rate of fuel consumption, engine 

speed, and torque. Yet, the model is valid only for the range of data based on which it 

is developed.   

Watson et al. (1980) developed an empirical correlation simulating the 

turbocharged diesel engine’s combustion process (heat release) via a mathematical 

expression whose governing parameters are linked to in-cylinder conditions. The 

proposed fundamental model provides the combustion information at the operating 

point and has become a key model in modeling combustion in diesel engines 

providing insight into what influence the rate of fuel consumption (Kim et al., 2002). 

Yet, it is valid only for the range of data based on which it was developed.         

            Shaver et al. (2006) reported that due to dilution limits, the HCCI engines will 

need to switch to a conventional spark ignition (SI) or diesel mode at very low and 

high load conditions. Thus, they developed a simple control-oriented model of a 

single-cylinder multi-mode HCCI engine using exhaust reinduction. The model helps 

in controlling exhaust emissions but it does not provide explainable mathematical 

trends. This concludes the second category of the formulation approach-based 

modeling classification. Let us now investigate the third category in this classification.  

  

 

2.2.2.3 Statistical models  

Many researchers have preferred statistical modeling to other types of modeling for 

vehicle powertrain modeling. Lindhjem et al. (2004) presented the Motor Vehicle 
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Emission Simulator (MOVES) GreenHouse Gas (GHG) emissions model for on-road 

vehicle emissions. They proposed under the sponsorship of the US EPA a statistical 

model for modeling the on-road vehicle emissions. In that model, key vehicle 

operating parameters, such as engine speed, road grade, and vehicle weight are 

incorporated. Yet, that model is valid only for the range of data based on which it was 

built.   

Cacciari and Piancastelli (2001) presented a lumped mass model that is able to 

estimate velocity, acceleration and fuel consumption using aerodynamic, inertia and 

thermodynamic data of the vehicle. The model is then used along with a Genetic 

Algorithm (GA) to optimize the engine choice and the gearbox speeds distribution. 

That model is the base for their proposed robotized manual gearbox. However, it does 

not provide explainable mathematical trends.     

Ouladsine et al. (2004) presented a neural network-based model of a 

turbocharged diesel engine. The model is composed of three interconnected neural 

sub-models, each of them constituting a nonlinear Multi-Input Single-Output Output 

Error model. In that model, the parameter estimation is done based on data gathered 

from a real diesel engine or on static mapping. Albeit the model gives insight into 

what influence the rate of fuel consumption, it requires recalibration with each dataset.   

Wahlstrom (2005) developed a model of an internal combustion engine 

equipped with VGT and EGR. It was reported that the torque produced by this 

engine’s model demonstrates some model errors probably because of the difficulty of 

modeling the nonlinearity of the engine VGT and EGR and of capturing the effect of 

changing the engine speed on the VGT and EGR and thus on exhaust emission rates.  

Zito and Dor´e Landau (2005) developed a high pressure direct injection 

(HDI) variable geometry turbocharged diesel engine model with VGT and without 
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EGR.  The proposed model is based on a nonlinear black-box identification procedure 

that is in turn based on a polynomial NARMAX representation for modeling 

nonlinearities. Yet, it requires recalibration with each dataset.  

Daw et al. (2009) extended an iterated-map model that relates masses of air 

and fuel, lumped on a cycle basis, with feedback from cycle-to-cycle via the cylinder 

residual gases to spark assisted HCCI combustion. This extended model combines 

diluent-limited flame propagation (SI) and temperature-dependent, residual gas driven 

combustion (HCCI) to compute a combustion extent and integrated heat release for 

each cycle. However, mapping-based modeling is sometimes not satisfactory because 

emission maps can be highly sensitive to the driving cycle. Let us now investigate the 

fourth and last category in the formulation approach-based modeling classification.   

  

 

2.2.2.4 Graphical models  

Graphical  modeling  has  been  widely  chosen  in  numerous  research  papers  to  

model vehicle powertrains. Butler et al. (1999) presented ‘V-Elph’ vehicle engine 

model that is composed of four components: electric motors, internal combustion 

engines, batteries, and support components that can be integrated into a model and can 

simulate drive-trains. V-Elph was written in the SIMULINK graphical simulation 

language and is portable to most computer platforms. The model is meant to predict 

vehicle fuel consumption and vehicle emissions. However, the accuracy of prediction 

of that model is not high.    

Gao et al. (2007) presented a Resistive Companion Form technique and Bond 

Graph method for modeling powertrain components. They presented as well the 

modeling and simulation capabilities of existing tools such as Powertrain System 

Analysis Toolkit (PSAT), ADvanced VehIcle SimulatOR (ADVISOR), PSIM, and 
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Virtual Test Bed. These modeling methods and tools are helpful in predicting fuel 

consumption and emission rates. However, the models that these tools provide do not 

provide explainable mathematical trends.     

Grossi et al. (2009) modelled an internal combustion engine using the Power-

Oriented Graphs (POG) technique with analogy between engine description and 

electrical circuit. They found that there is modeling correspondence between the 

engine components and variables (e.g. throttle valve, cylinder, and inertial flows) and 

electrical counterparts (e.g. current, voltage, resistance). Albeit the model gives 

insight into what influence the rate of fuel consumption, its accuracy is not high.  

Silverlind (2001) presented the Modelica software package which is a library 

of basic and flexible components suitable for developing mean value engine models 

and control algorithms for the evaluation of new hardware on the systems-level, such 

as the fuel injection system in the internal combustion engines. The Modelica software 

package provides a structured means to develop a mean value engine model and is 

originally developed for DaimlerChrysler. Stankovic (2000) presented ‘Modelica’ as a 

standardized, object-oriented, and multi-domain modeling language for modeling the 

automotive engines thermodynamic subsystems, such as the fuel injection sub-system. 

Stankovic, A., analyzed the performance of Modelica in automotive engine 

applications. It was identified that the modeling principle in Modelica is based on the 

connector applied, i.e. the interaction between the components, for the description of 

engine components. Elmqvist et al. (2004) described typical modeling and real-time 

simulation issues that occur in vehicle powertrain dynamics modeling. In addition, 

they demonstrated the powerful real-time capabilities of Dymola and the Modelica 

modeling languages and their symbolic processing of the model equations. Yet, these 

models do not provide explainable mathematical trends.      
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              Kim and Kim (1999) developed a computational fluid dynamics model of a 

large diesel engine using the WAVE software package to predict combustion heat 

release rate from user-specified fuel injection rate and injector geometry. The model 

was simulated and verified by experimental data of heat release rate and NOx 

emission for Hyundai Heavy Industries Co., Ltd. Yet, that model does not provide 

explainable mathematical trends.  

Mukherjee and Karmakar (2000) presented the modeling and simulation of 

physical dynamic systems through Bondgraphs portraying systems in terms of power 

bonds. They presented bond graph as a graphical representation of a physical dynamic 

system, such as vehicle engines, with the major difference from block diagrams that 

the arcs in bond graphs represent bi-directional exchange of physical energy, while 

those in block diagrams and signal-flow graphs represent uni-directional flow of 

information. The engine model is generated using a modeling environment that 

supports hierarchical structuring by means of bond graphs (Louca et al., 2001). 

Gissinger et al. (1989) described a graphical approach for the complete modeling of a 

diesel engine. They used Bond graphs to model and simulate the behaviour of a 

turbocharged six cylinder Diesel engine. The program handles the various non-

linearities such as the non-linearity of the rate of fuel consumption, the various 

coolants, the heat transfers within the cylinder head and the ignition delays. Yet, these 

models do not provide explainable mathematical trends.     

SIMULINK is a similar multidomain simulation and modeling software 

package called that was developed by Mathworks Inc., and has become a widespread 

engine modeling tool in industry (The MathWorks Inc., 2000; Eriksson et al., 2010). 

Its primary interface is a graphical block diagramming tool and a customizable set of 

block libraries that let designers model a variety of time-varying systems. The 
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platform provides reusable generic components in a library for developing engine 

models setting standardized rules for modeling dynamic systems, such as the fuel 

injection pump of internal combustion engines. Assanis et al. (2000) developed a 

SIMULINK integrated model of vehicle systems composed of turbocharged, 

intercooled diesel engine, driveline and vehicle dynamics modules. The engine model 

features the thermodynamics of the in-cylinder processes with transient capabilities to 

ensure high fidelity predictions and was validated successfully. However, it does not 

provide explainable mathematical trends. Having concluded the second classification, 

the next section presents the third classification of powertrain modeling.         

 

 

2.2.3 Main Input Variable-based Modeling 

Modeling of vehicle fuel consumption and emissions rates can be categorized as well 

based on the main input independent variable. In this type of categorization there are 

three subcategories: (1) Modeling based on average speed as the main input 

independent variable, (2) Modeling based on instantaneous speed as the main input 

independent variable, (3) Modeling based on specific power as the main input 

independent variable.      

 

 

2.2.3.1 Average speed models 

Average  speed  is  the  most  widely  used  independent  input  variable  in  vehicle  

fuel consumption and emission rates modeling. Numerous research papers adopted 

average speed as the main independent input variable in vehicle fuel consumption and 

emission rates modeling. Ding and Rakha (2004) identified recent state-of-practice for 

estimating vehicle emissions based on average speed only. They found that research 
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has demonstrated that although the EPA MOBILE5 model would indicate that a 

slowing of traffic typically increases emissions, empirical research indicates the 

opposite in many cases. They proposed statistical models for estimating fuel 

consumption and emissions using these critical variables that include the average 

speed. Though these models were validated successfully, they require recalibration 

with each dataset.       

 Guensler et al. (1993) further explored adopting average speed as the main 

independent input variable in vehicle fuel consumption and emission rates modeling. 

They proposed disaggregate speed correction factor (SCF) modeling technique to 

estimate relationships between average speed and vehicle emissions. Yet, the results 

indicate that additional data should be collected and that additional independent 

variables should be included. Thus, they found that average vehicle speed as the single 

explanatory variable is insufficient for modeling emissions.  

 Taylor (2003) presented CONTRAM which is a computer model of time-

varying traffic in road networks that takes as input the network definition and time-

varying demand for travel between a set of origin and destination zones, and delivers 

as outputs the resulting network flows, routes and travel times. The paper detailed the 

central method used in this model which is the time-dependent queuing. In addition, it 

presented an empirical fuel consumption and emissions model based on Everall’s 

function of average speed and fuel consumption. Although, this average speed model 

is helpful in estimating aggregate emissions inventories and highly relevant to road 

traffic, it ignores the effect of transient changes in vehicle speed and acceleration.          

 Rizzotto et al. (1995) presented a data-based fuzzy logic bus fuel consumption 

model. The results of fuel consumption measurements in that research were correlated 

to a set of independent variables which represent the vehicle average speed, number of 
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passengers on board, and the actual elevation of the road. They reported that fuzzy 

logic is more efficient in correlating measured data than traditional mathematical 

method such as least squares. Yet, the model does not provide explainable 

mathematical trends.       

Liao and Machemehl (1998) suggested an average speed-based analytical fuel 

consumption model (AFCM) to estimate the effects of signal timing on fuel 

consumption at signalized intersections. In that research, results of numerical 

experiments conducted using the AFCM were compared with results from the TEXAS 

simulation model with 10 percent error. However, the AFCM does not account for the 

significant effect of speed variability on vehicle fuel consumption and emissions rates. 

Having investigated this, let us now elucidate the second category in the main input 

variable-based modeling classification.   

  

  

2.2.3.2 Instantaneous speed models   

Instantaneous speed is the second most widely used independent input variable in 

vehicle fuel consumption and emission rates modeling. Several research papers 

adopted instantaneous speed as the main independent input variable in vehicle fuel 

consumption and emission rates modeling. Rakha and Ahn (2004) proposed that 

average speed is insufficient to fully capture the environmental impacts of ITS. They 

found that for the same average speed, one can observe widely different instantaneous 

speed and acceleration profiles, each of which results in very different fuel 

consumption and emission levels. Thus, they developed a software package called 

INTEGRATION model that combines car-following, vehicle dynamics, lane 

changing, energy, and emission models to estimate mobile source emissions from 



 31

instantaneous speed and acceleration levels. The validity of the model was 

demonstrated using sample test scenarios that include traveling at a constant speed, 

traveling at variable speeds, stopping at a stop sign, and traveling along a signalized 

arterial. Ahn et al. (2002) for the INTEGRATION development proposed statistical 

regression models that predict vehicle fuel consumption and emission rates with key 

input variables of instantaneous vehicle speed and acceleration measurements. The 

energy and emission models described in that paper utilized data collected at the Oak 

Ridge National Laboratory (ORNL) that included fuel consumption and emission rate 

measurements (CO, HC, and NOx) for five light-duty vehicles and three light-duty 

trucks as a function of the vehicle’s instantaneous speed and acceleration levels. The 

fuel consumption and emission models developed in that research were found to be 

relatively accurate as compared to the ORNL data, with coefficients of determination 

ranging from 0.92 to 0.99. The study indicated that since these models utilize the 

vehicle’s instantaneous speed and acceleration levels as independent variables, they 

are capable of evaluating the environmental impacts of operational-level projects 

including ITSs. Yet, these models require recalibration with each dataset.  

Rakha and Van Aerde (2000) for the INTEGRATION development as well 

proposed a  series of multivariate fuel consumption and emission prediction models 

that are applicable  both to be used within a traffic simulation model of a signalized 

arterial and directly to instantaneous speed and acceleration data from floating cars 

traveling down a similar signalized arterial. That study indicated that the application 

of these instantaneous models has been more practical in terms of both their absolute 

magnitude and their relative trends than of average speed-based models.  

          Panis et al. (2006) modeled the traffic emissions caused by acceleration and 

deceleration of vehicles based on an instantaneous emission model integrated with a 
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microscopic traffic simulation model. Their proposed integrated model captures the 

second-by-second speed and acceleration of individual vehicles. However, it is very 

labour intensive in conducting inventory analysis.     

          Zweiri et al. (2001) developed a detailed non-linear dynamic model for single-

cylinder diesel engines. The model describes clearly the dynamic behavior and inter-

relationships between fuelling and engine speed. Albeit the model captures the 

second-by-second variations in the speed of the engine, it is relatively time 

consuming.            

 Hung et al. (2005) developed a data-based model of vehicular fuel 

consumption and emissions as a function of instantaneous speed and driving mode. 

They proposed piecewise interpolation functions for each non-idling driving mode in 

that model. Although this instantaneous speed-based model can capture transient 

changes in a vehicle speed as it travels on a highway network, and is more accurate in 

estimating vehicle emissions than average speed models, it is very labour intensive in 

conducting inventory analysis.     

Froschhammer (2009; 2006) presented cost-effective component-based 

SIMPACK real-time engine models used by the BMW Group. The term 'component-

based' refers to models which include individual components, such as valves, as 

opposed to using quasi-static look-up tables to describe the engine characteristics. The 

models showed satisfactory performance, but they have relatively moderate 

computational efficiency.  

               dSPACE GmbH (2006) presented a dSPACE real time diesel engine model 

and HIL simulator implemented for Deutz AG. The presented model and simulator 

provides wide engine variants handling and easy engine test automation. Albeit the 

model was validated satisfactorily, it is relatively time consuming. This concludes the 
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second category in the main input variable-based modeling classification. Let us now 

investigate the third category in this classification.     

 

 

2.2.3.3 Specific power models      

Specific power is the third most widely used independent input variable in vehicle fuel 

consumption and emission rates modeling. Several researchers adopted specific power 

as the main independent input variable in vehicle fuel consumption and emission rates 

modeling. Frey et al. (2007) proposed a vehicle specific power-based approach to be 

used for modeling fuel consumption for diesel and hydrogen fuel cell buses. In that 

research, relative errors between trip fuel consumption estimates and actual fuel use 

were generally under 10% for all observations. Yet, the study recommended this 

vehicle specific power-based modeling approach if the relevant data were available.   

 Ran et al. (2007) presented a mean specific power-based model of hydrogen 

fueled spark-ignition internal combustion engines for design and sizing of such 

engines. The study concluded that the mean value based sizing and simulation model 

gives relatively satisfactory sizing results. However, the model is valid only for spark 

ignition engines.    

Wang et al. (2008) presented a data-based Vehicle Specific Power VSP-based 

model of vehicle fuel consumption to estimate the influence of driving patterns on fuel 

consumption using a portable emissions measurement instrument. They found that 

fuel consumption increases significantly with acceleration. Although this specific 

power model has reasonable accuracy, it is valid only for the range of data based on 

which it was built.      

 Song et al. (2009) proposed a model for evaluating the effects of traffic 

management on fuel efficiency of light duty vehicles. The model captures the 
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relationships between the vehicle specific power, the real-world driving activities, and 

the corresponding fuel consumptions. However, that model needs availability of 

relevant specific power data.   

 Feng (2007) developed a new heavy-duty diesel vehicle load-based modal 

emission rate model that is called Heavy-Duty Diesel Vehicle Modal Emission 

Modeling (HDDV-MEM). The HDDV-MEM approach first predicts second-by-

second engine power demand as a function of vehicle operating conditions and then 

applies brake-specific emission rates to these second-by-second engine power demand 

predictions. Albeit the model was validated satisfactorily, it is valid only for Diesel 

engines. Having investigated this, the fourth classification of modeling is elucidated in 

the next section.    

  

   

2.2.4 State Variable Value-based Modeling  

Another classification of modeling of vehicles fuel consumption and emissions is the 

state variable value-based modeling. This classification has two subcategories: crank-

angle resolution-based models and mean value-based models, as suggested by 

Guzzella and Amstutz (1998). Cook et al. (2006) reported as well that diesel engine 

models can be classified into mean value modeling and cylinder-by-cylinder 

modeling, i.e. analytical modeling. The mean value modeling of diesel engines, its 

average value of states characteristic, and its simplicity and easiness of manipulation 

were presented and covered by Kao and Moskwa (1995). The cylinder-by-cylinder 

modeling, its crank angle resolution characteristic, and its explainable trends were 

presented and covered by Watson (Watson, 1984). It predicts the effects of 

mechanical and/or control system changes on vehicle powertrain output torque, fuel 
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consumption, and emission using the state of the crank-angle resolution. The mean 

value-based models predict these effects based on the mean value of the state 

variables within the vehicle powertrain system.          

  

 

2.2.4.1 Crank-angle resolution-based models  

Crank-angle resolution-based models have been used for long time for modeling 

vehicle powertrain fuel consumption and emission rates. Numerous researchers 

adopted this type of modeling for its accuracy. Guzzella and Amstutz (Guzzella and 

Amstutz, 1998) presented model-based controls of diesel engine torque and transient 

macroscopic pollutant emission. They identified the tendencies in the influence of 

control inputs into diesel engines on the brake specific fuel consumption and 

emissions. They found that adopting early start of injection as a control input results in 

good brake specific fuel consumption and reduced amount of particulates but at the 

expense of high NOx emissions. They found as well that late start of injection results 

in reduced NOx emissions but at the expense of an increase in brake specific fuel 

consumption and particulate emissions.  

Streit and Borman (Streit and Borman, 1971) presented a crankshaft resolution 

model of multicylinder turbocharged diesel engines. The model for the cylinder 

includes instantaneous heat transfer, homogeneous combustion burning rates 

explaining their relation to the rate of fuel consumption, and a scavenging model 

which allows any intermediate mode between perfect scavenging and complete 

mixing. They developed as well a model for the compressor of the turbocharger. 

Upholding the research findings of that research, Heywood (Heywood, 1988) reported 

the existence of a radiative heat transfer component during combustion. Though these 
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models were validated satisfactorily, they require a relatively long computational time 

due to their complexity.       

Winterbone et al. (1977) developed a crank angle resolution model of 

turbocharged diesel engines based on the “filling and emptying” technique and using 

empirical feedback to estimate their transient response. The experimentally validated 

model was then used to evaluate the linearized transfer function of the diesel engine 

for control studies, such as fuel consumption control. However, it needs to be 

simplified before being suitable for vehicle control applications.      

Hillion et al. (2009) proposed linearization of the modified autoignition Knock 

Integral Model (KIM) for HCCI and a cool flame model in order to accurately control 

the end of the cool flame phenomenon and thus improving the stability of the 

combustion of HCCI engines during transients as well as improving the control on 

fuel consumption. The modified autoignition KIM for HCCI was originally proposed 

by Swan et al. (2006). The cool flame model models the combustion with a very low 

reaction rate during which several chemical processes occur simultaneously leading to 

the real combustion. Albeit these models demonstrated reasonable accuracy, they 

require a relatively long computational time for their complexity. Having elaborated 

on this, let us now turn to investigate the second category in the state variable value-

based modeling classification.  

 

 

2.2.4.2 Mean value-based models  

The other subcategory of the state variable value-based modeling classification is the 

mean value-based modeling. Mean value-based models have been adopted extensively 

in modeling vehicle powertrain fuel consumption and emissions rates for its high 

computational efficiency. Hendricks (1986) reported that the detailed analytical 
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models of the internal processes in the engine are very accurate and very useful for 

detailed laboratory analysis of engine performance, but they require long computing 

times and exhibit large numbers of fitting parameters. Thus, Hendricks presented for 

the first time a model of the engine dynamics that is called Mean Value Engine Model 

(MVEM) to predict the effects of mechanical and/or control system changes on heavy 

duty diesel engines output torque. Hendricks (1997) further proposed a mean value 

diesel engine dynamics model that describes the transfers between inputs (e.g. the 

crankshaft angular speed and throttle valve angle) and the output (e.g. fuel mass flow). 

That model is derived partly from the principles of physics and thermodynamics and 

seeks to predict the mean values of heavy duty diesel engine variables (e.g. volumetric 

efficiency and exhaust manifold pressure).  

Seykens et al. (2006) presented the extension of the steady state mean value 

DYNAmic engine MOdel (DYNAMO), proposed by Ewalds (2003), combining the 

compression release brake and an exhaust valve brake in order to predict engine brake 

torque, exhaust gas temperatures and air and fuel mass flow rates. The developed 

model has been used successfully to analyze the possibility to use the engine brake 

torque to make automatic gear switching smoother and faster. However, it is valid 

only for the range of data based on which it was built.     

Moskwa and Hedrick (1992) presented a nonlinear dynamic engine model of a 

port fuel-injected engine, which can be used for control algorithm development. This 

engine model predicts the mean engine brake torque as a function of the engine 

controls such as throttle angle. Albeit this model was validated satisfactorily, it does 

not account for delays.   

  Sun et al. (2005) presented the fundamental system models of the Air-Fuel 

ratio and torque that are typically embedded into the engine control strategy for most 
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engines. They presented as well the key issues in electronic control of internal 

combustion engines and their solutions. The research findings of that research were 

upheld by the findings of Zhao et al. (1997). Sun reported that Assanis et al. (1999) 

proposed a predictive model of the wastegate of the turbocharger which consists of a 

spring-loaded diaphragm in the exhaust manifold. In addition, a mean value model of 

VGT diesel engines was developed by Kolmanovsky et al. (1997) for a diesel engine 

equipped with an EGR valve. Sun, et al., highlighted as well the research finding of 

Canova et al. (2010) that two-stage turbochargers are a recent solution to improve 

engine performance and to mitigate the turbo-lag phenomenon although their 

modeling is problematic because of their complexity.  

Eriksson et al. (2010) presented semi-physical mean value nonlinear models of 

the dynamics and nonlinear behaviors of gas and energy flows in EGR/VGT equipped 

turbocharged diesel engines. They found that the EGR system and VGT which were 

introduced to reduce emissions are strongly coupled and are difficult to be optimized 

because of their overshoots, non-minimum phase behaviors, and sign reversals which 

is a conclusion upheld by the findings of Winge Vigild (2001).            

Hendricks (2001) presented an adiabatic mean value model of spark ignition 

engines and diesel engines. The proposed adiabatic mean value model described the 

performance, such as the rates of fuel consumption and emission, and dynamics of the 

engines with EGR more accurately than the conventional isothermal mean value 

engine models. Yet, it does not account for delays. This concludes the state variable 

value-based modeling classification. Let us now investigate the last classification of 

powertrain modeling.    
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2.2.5 Number of Dimensions-based Modeling 

    

The subcategories of the number of dimensions-based modeling classification are 

zero/one dimensional/single zone, quasi dimensional, and multi dimensional/multi 

zone modeling, as suggested by Jung and Assanis (2001). The zero/one 

dimensional/single zone modeling assumes that the cylinder charge is uniform in both 

composition and temperature, at all time during the cycle which results in high 

computational efficiency (Foster, 1985). Multi dimensional/multi zone models, such 

as KIVA, account for spatial variation in mixture composition and temperature, which 

are essential to predict exhaust emissions (Varnavas and Assanis, 1996). The quasi 

dimensional modeling is an intermediate step between zero-dimensional and multi-

dimensional models and can provide the spatial information required to predict 

emission products and require significantly less computing resources compared to 

multi-dimensional models (Whitehouse and Sareen, 1974).  

 

 

2.2.5.1 Zero/one dimensional/single zone models  

When high computational efficiency becomes the first priority, Zero/one 

dimensional/single zone modeling is preferred to other types of modeling. Thus, 

several researchers opt for this type of modeling in order to model vehicle powertrain 

fuel consumption and emission rates. Oliver (2006) modeled the turbocharged diesel 

engines intake manifold in one dimension using WAVE software package in an 

endeavor to estimate CO and NOx emissions. Oliver showed how injecting air into the 

manifold can greatly improve the transient response of the turbocharger. Schmitt et al. 

(2009) described how a zero-dimensional engine model can improve the engine 

control law design for a turbocharged diesel engine fitted with an EGR system. 
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Because of the simplicity of the zero-dimensional engine model, it proved to give a 

good estimate of the start of combustion with minimal computational time. This 

conclusion is supported by the findings of Aceves et al. (2001). That proposed model 

helps in developing diesel engine controllers to meet the Euro VI pollutant standard, 

while maintaining the fuel consumption advantage the diesel engines have compared 

to spark ignition engines.       

 Liu and Chen (2009) developed a zero-dimensional combustion model for SI 

engine knock optimization. The model helps in optimizing the rate of fuel 

consumption and fuel injection timing. It is based on a three-zone approach (i.e., 

unburned, burning, and burned zones). A modified version of Tanaka's reduced 

chemical kinetic model for a commercial gasoline fuel was applied in both burned and 

unburned zones incorporated with the LUCKS (Loughborough University Chemical 

Kinetics Simulation) code. In the burning zone, an equilibrium combustion 

thermodynamic model is used. Yet, its accuracy is relatively low.    

 Tirkey et al. (2010) developed a zero dimensional knock model, two-zone 

combustion model, and gas dynamic model to minimize engine emissions and safe 

knock limit by optimizing some operational and engine design parameters such as 

equivalence ratio. Therefore, the Nitric Oxide exhaust emission concentrations are 

then predicted using the rate kinetic model. Albeit the model was validated 

satisfactorily, the accuracy of this model is relatively low.       

 Barba et al. (2000) presented a phenomenological single-zone combustion 

model for high speed DI diesel engines with common rail injection to help in meeting 

the emissions requirements for this type of engines. The model focuses on result 

parameters like combustion noise and NOx-emission which are affected by this fuel 
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split injection. Although the model is suitable for modeling and powertrain control 

applications and is highly relevant to road traffic, its accuracy is relatively low.   

Shrivastava et al. (2002) developed a CFD optimization model for optimizing 

the design of a direct-injection diesel engine using a 1-D KIVA Genetic Algorithm (1-

D-KIVA 3v-GA) computer code. The design fitness in this model was determined 

using a 1-D gas dynamics code model for the simulation of the gas exchange process, 

coupled with a 3-D code model of spray, combustion, and emissions formation. 

Though this model was validated satisfactorily, it does not account for the spatial 

variation in mixture composition and temperature in the cylinder charge. Having seen 

this, let us now investigate the second category of the number of dimensions-based 

modeling classification.     

   

 

2.2.5.2 Quasi dimensional models 

The second subcategory of the number of dimensions-based modeling classification is 

the quasi dimensional modeling. Quasi dimensional modeling strikes a balance 

between modeling accuracy and modeling computational efficiency. Many researchers 

hence preferentially adopt this type of modeling. Jung and Assanis (2001) developed a 

quasi-dimensional, multi-zone, direct injection (DI) diesel combustion model and 

implemented it in a full cycle simulation of a turbocharged engine. That combustion 

model accounts for transient fuel spray evolution, fuel-air mixing, ignition, 

combustion and NOx, and soot pollutant formation. It was proved that the model is 

capable of predicting the rate of heat release and engine performance with high 

fidelity, but it can not predict NOx and soot emissions satisfactorily.   

Bazari (1994) presented a non-linear transient engine cycle simulation 

software integrated into a two-dimensional multi-zone combustion-emissions model 
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in order to predict exhaust emissions under transient operating conditions. They 

demonstrated using this combustion-emissions model the characteristics of engine 

transient operation. The model was validated satisfactorily, but it does not account for 

large spatial variations in mixture composition in the cylinder charge.        

Patterson et al. (1994) developed three-dimensional KIVA code to study the 

effects of injection pressure and split injections on diesel engine performance and soot 

and NOx emissions. The KIVA code included the following sub-models: a wave 

breakup atomization model, drop drag with drop distortion, spray/wall interaction 

with sliding, rebounding, and breaking-up drops, multi-step kinetics ignition and 

laminar-turbulent characteristic time combustion, wall heat transfer with unsteadiness 

and compressibility, Zeldovich NOx formation, and soot formation with Nagle 

Strickland-Constable oxidation. Soot and NOx emissions were found to be very 

sensitive to factors that influence the chamber gas temperatures such as crevice flow.    

 Arsie et al. (2007) proposed a semi-empirical two-zone thermodynamic model 

to optimize the control parameters of High Speed Direct Injection (HSDI) Diesel 

engines. The model facilitates the engine control design for commonrail Diesel 

engines with multiple injections, where the large number of control parameters 

requires a large experimental tuning effort. Yet, it does not account for large spatial 

variations in mixture composition and temperature in the cylinder charge. An 

optimization analysis based on that model was then performed aiming to minimize 

NOx emissions with constraints on soot emissions and engine performance. The 

research findings of this study were supported by the research findings of Arsie et al. 

(2005; 2006).     

Roy and Liu (2008) presented a quasi-dimensional model with eight Degrees 

Of Freedom (DOF) to simulate and to animate the response of a vehicle to different 
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road, traction, braking and wind conditions. The model was developed for vehicle 

suspension design and performance analysis. Its inputs are the engine throttle and 

starter, brake, transmission gear number, and clutch position. The model outputs are 

suspension parameters, such as rigidity and damping, and the longitudinal energy loss. 

Albeit the model was validated satisfactorily, it does not account for large spatial 

variations in mixture composition in the cylinder charge. Let us now investigate the 

third category of the number of dimensions-based modeling classification. 

 

 

2.2.5.3 Multi dimensional/multi zone models 

As the last subcategory of the number of dimensions-based modeling classification, 

multi dimensional/multi zone modeling is preferred when modeling accuracy is 

concerned. Several researchers adopt this type of modeling when they model the 

vehicle powertrain fuel consumption and emissions rates. Taklanti and Delhaye 

(1999) presented the methodologies of multi-dimensional modeling of the 

aerodynamic and combustion in Diesel engines developed at the PSA Peugeot 

Citroën. These methodologies are based on CFD and combustion simulation 

applications. Although the models developed using these methodologies are relatively 

accurate and give insight into what influence the rate of fuel consumption in Diesel 

engines, they require relatively long computational time so that they are not suitable 

for control applications without being simplified.      

Easley et al. (2001) developed a multi-zone model of HCCI engines by 

coupling the first law of thermodynamics with detailed chemistry of hydrocarbon fuel 

oxidation and NOx formation. This model is meant to be used in parametric studies to 

determine the effect of heat loss, crevice volume, temperature stratification, fuel-air 

equivalence ratio, engine speed, and boosting on HCCI engine operation. Though the 
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predictions that the model provides are satisfactorily accurate, they may vary 

according to the assumed initial or boundary conditions in these sub-models.  

Aceves et al. (2000) developed a multi-zone model for prediction of the HCCI 

combustion and emissions and found that the hottest part of the mixture ignites first, 

and compresses the rest of the charge, which then ignites after a short time lag. They 

found that turbulence has little effect on HCCI combustion. The model was validated 

satisfactorily, but it requires relatively long computational time.   

Komninos et al. (2005) presented a multi-zone phenomenological model for 

simulating the mass exchange between zones and the flow of the in-cylinder mixture 

in and out of the crevice region in HCCI engines. That experimentally validated 

model describes the combustion, heat and mass transfer processes for the closed part 

of the engine cycle, i.e. compression, combustion and expansion, helping in better 

understanding what influence the rate of fuel consumption. The findings of that study 

are further supported by the findings of Komninos and Hountalas (2008). Though the 

model demonstrated satisfactory predictions, it has relatively low computational 

efficiency.   

Havstad et al. (2010) described CHEMKIN-based multi-zone model that 

simulates the expected combustion variations in a single-cylinder engine fueled with 

iso-octane as the engine transitions SI combustion to HCCI combustion. The model 

captures several important experimental trends, including stable SI combustion at low 

EGR (~10%), a transition to highly unstable combustion at intermediate EGR, and 

stable HCCI combustion at very high EGR (~75%). Albeit the model provides insight 

into what influence the rate of fuel consumption, the usually included 

phenomenological sub-models in such model result in having results that may vary 

according to the assumed initial or boundary conditions in these sub-models. This 
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concludes the classification of powertrain modeling and paves the way to compare 

them with each other. In an endeavor to provide further insight into the subcategories 

of each of the modeling classifications presented in this study, “Appendix F” presents 

comparisons between these subcategories with respect to assumptions, limitations, 

merits, drawbacks, characteristic parameters, data collection technique, accuracy, and 

relevance to road traffic.  

 

 

2.3. RESEARCH GAP AND SUMMARY OF LITERATURE REVIEW   

Modeling of vehicle fuel consumption and emissions emerged as an effective tool to 

help in developing and assessing vehicle technologies as well as to predict and to 

estimate aggregate vehicle fuel consumption and emissions. This study has reviewed 

the relevant literature to identify the current state of the art on vehicle fuel 

consumption and emissions modeling. The study has found that there are five types of 

modeling based on which the literature on vehicle fuel consumption and emissions 

can be categorised: (1) scale of the input variable-based modeling type, which was 

suggested by Yue (Yue, 2008), (2) formulation approach-based modeling type, (3) 

main input variable-based modeling type, (4) state variable value-based modeling 

type, which was suggested by Guzzella and Amstutz (Guzzella and Amstutz, 1998), 

(5) number of dimensions-based modeling type, which was suggested by Jung and 

Assanis (Jung and Assanis, 2001). The relevant main models in each of these 

categories to vehicle fuel consumption and emissions have been presented in this 

study.  

The scale of the input variable-based modeling classification has been 

reviewed and its three subcategories have been explored which are microscopic, 

macroscopic, and mesoscopic models. The four subcategories in the formulation 
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approach-based modeling classification have been also reviewed which are analytical, 

empirical, statistical, and graphical modeling. In the main input variable-based 

modeling classification, the three subcategories in this classification have been 

reviewed as well which are average speed, instantaneous speed, and specific power 

models. The overview has presented as well the two subcategories in the state variable 

value-based modeling classification which are crank-angle resolution-based models 

and mean value-based models. The three subcategories in the number of dimensions-

based modeling classification have been reviewed which are zero/one  

dimensional/single zone, quasi dimensional, and multi dimensional/multi zone 

modeling.     

The review has revealed that the main input variables and parameters for 

vehicle fuel consumption and emissions modeling are vehicle average speed, vehicle 

average acceleration, crankshaft instantaneous speed, crankshaft instantaneous 

acceleration, and engine specific power. The other input variables and parameters for 

vehicle fuel consumption and emissions modeling which include engine torque, intake 

manifold pressure, engine displacement volume, road grade, vehicle weight, and 

loading condition such as accessory use. The reviewed models have been compared 

with regard to assumptions, limitations, merits, drawbacks, accuracy, relevance to 

road traffic, and data collection technique.       

As to the scale of the input variable-based modeling type, it has been found 

that microscopic vehicle fuel consumption and emissions models can capture transient 

changes in a vehicle speed and acceleration level as it travels on a highway network, 

can capture the impact of intelligent transportation system strategies such as traffic 

signal coordination, and are more accurate in estimating vehicle fuel consumption and 

emissions than macroscopic models in terms of both their absolute magnitude and 
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their relative trends than of average speed-based models. In addition, macroscopic 

vehicle fuel consumption and emissions models have been found highly relevant to 

road traffic and most helpful in estimating aggregate emissions inventories.   

It has been found that analytical modeling is the most accurate type of vehicle 

fuel consumption and emissions modeling and graphical modeling is the least accurate 

type of vehicle fuel consumption and emissions modeling in the formulation 

approach-based modeling type. In addition, it has been found that analytical models 

can describe the physical phenomena associated with vehicle operation and emissions 

productions and with explainable mathematical trends. They can be thus easily 

extended to other types of applications. It has been found as well that empirical 

models strike a balance between modeling accuracy and computational time 

effectiveness. Although Statistical models have been found requiring recalibration 

with each dataset and can not easily interpolate gaps in the dataset and can not easily 

extrapolate data beyond the bounds of the dataset, they have been found relatively 

easy to be made and the uncertainty in their results can be quantified. The least 

accurate type of formulation approach-based modeling is graphical models since they 

are simplification based on other types of modeling.     

As to the main input variable-based modeling type, it has been found that 

average speed models result in modeling error of 57% in comparison with field data 

but they are most helpful in estimating aggregate emissions inventories and are highly 

relevant to road traffic. It has been found as well that instantaneous speed models are 

more accurate in estimating vehicle emissions than average speed models in terms of 

both their absolute magnitude and their relative trends. In addition, it has been found 

that specific power models are more suitable for heavy duty diesel vehicle engines.  
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 In the state variable value-based type of modeling, it has been found that the 

crank-angle resolution-based models are the most accurate models in this 

classification although they usually require a relatively long computational time for 

their complexity so that they are less suitable for vehicle powertrain fuel consumption 

and emissions control applications and therefore are less relevant to road traffic than 

the mean value-based models. The mean value-based models strike a balance between 

modeling accuracy and computational efficiency and therefore are very suitable for 

vehicle powertrain fuel consumption and emissions control applications.         

 In the number of dimensions-based modeling type, it has been found that the 

zero/one dimensional/single zone models are the most computationally efficient 

models in this classification because of their simplicity and thus are most suitable for 

vehicle powertrain fuel consumption and emissions control applications and therefore 

are most relevant to road traffic. Yet, the zero/one dimensional/single zone models are 

the least accurate modeling subcategory in this classification. On the contrary, the 

multi dimensional/multi zone models are the most accurate modeling subcategory in 

this classification because they account for spatial variation in mixture composition 

and temperature in the cylinder charge. Yet, the multi dimensional/multi zone models 

require relatively long computational time and their usually included 

phenomenological sub-models result in having results that may vary according to the 

assumed initial or boundary conditions in these submodels. The quasi dimensional 

models subcategory lies somewhere in-between these two extremes since the quasi 

dimensional models strike a balance between modeling accuracy and computational 

efficiency.          

         A major challenge in this research area is to bridge the gap between the accuracy 

of microscopic modeling simulations and the scalability of macroscopic modeling 
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simulations. Scaling up microscopic modeling simulations to macro-scale allows 

engineers to address detailed research questions at a truly large scale helping in 

assessing and developing transportation applications accurately (Demers et al., 2009). 

Largely, there is a need for analytical microscopic modeling of the diesel powertrain 

components for which no analytical models have been developed as yet (Biteus, 

2002). Analytically modeling of fuel consumption and emission of vehicles operating 

under a non-stoichiometric condition is particularly problematic (Greenwood, 2003). 

Therefore, this research presents an analytical microscopic model of diesel powertrain 

fuel consumption and emissions.   

        The proposed model analytically models the intake manifold of diesel powertrain 

in Chapters 3 and the supercharging compressor in Chapter 4 as the inlets to the diesel 

powertrain. The output of these developed models acts as the input into the analytical 

model of diesel engine as presented in Chapter 5. The output of the models developed 

in Chapters 3, 4 and 5 acts as the input into the analytical models developed in 

Chapter 5 on diesel powertrain fuel consumption rate and brake power. The output of 

the models developed in Chapters 3 and 5 acts as the input into the analytical model of 

diesel powertrain exhaust system and regulated emissions rate elucidated in Chapter 6. 

Figure 2.1 illustrates the inter-connections between these chapters and the research 

objectives.  
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Figure 2.1  

The inter-connections between thesis chapters and the research objectives  

 

 

Chapter 7 presents the sensitivity analysis and the simplified models of the analytical 

models developed in Chapters 5 and 6 of diesel powertrain fuel consumption rate, 

engine power and regulated emissions rate. These simplified models are aimed to be 

fitted into the INTEGRATION software and traffic simulator. All of the analytical 

models presented in this study have been derived from the principles of physics as a 

way of validating these models.     
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CHAPTER 3 
 

DIESEL POWERTRAIN INTAKE MANIFOLD 
ANALYTICAL MODEL 

 
 
 
 
 

3.1. OVERVIEW  

The highly promising features of diesel powertrains, such as high compression ratio, 

effective fuel consumption rate, high torque, and high output power, put continual 

demands on diesel powertrain development (Obert, 1973; Heywood, 1988; Taylor, 

1985). The ITSs lie at the heart of the continual efforts of developing the diesel 

powertrains based on modeling. The pursuit of modeling diesel powetrain usually 

starts with modeling the intake manifold. Since no analytical model has been 

developed as yet of diesel powertrains, this chapter presents an analytical model of the 

intake manifold of a supercharged diesel powertrain, equipped with an electronic 

throttle control (ETC), as the inlet of the diesel powertrain with the aim of helping in 

analyzing analytically the performance of the diesel intake manifold. Following from 

principles of physics, Chapter 3 contributes to the implementation of the 1st pillar of 

the research philosophy adopted in this study in an endeavour to achieve the 1st 

objective in this research.  

 

 

3.2. INTAKE MANIFOLD DYNAMIC PRESSURE   

Since the intake manifold pressure is a key characteristic parameter in diesel intake 

manifold, let us firstly formulate analytically the intake manifold dynamic pressure. 

At no phase change, at relatively high temperature, and/or at relatively low pressure 
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air can be treated as an ideal gas. Since this is the case in the diesel engine intake 

manifold, it follows from the ideal gas law that (Obert, 1973):   

iiii TRmVP =                                                                                                            (3.1)                        

By establishing differentiation with respect to time on both sides of equation (3.1) in 

order to formulate the intake manifold pressure dynamics, given that the intake 

manifold volume is constant it follows that (Jung and Glover, 2003):   
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By combining equations (3.1) and (3.2) together, the following follows:  
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Simplifying equation (3.3) leads to the following:  
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By applying the principle of conservation of mass on the intake manifold, the 

following follows from equation (3.4).   
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In order to resolve equation (3.5), the mass flow rate of air goes into cylinders has to 

be determined analytically first. Thus, the following subsection presents how the mass 

flow rate of air goes into cylinders, CylAllm
•

, can be determined analytically. 

 

 

3.3. MASS FLOW RATE OF AIR GOES INTO CYLINDERS  

 

In  order  to  evaluate  CylAllm
•

  of  equation (3.5), the  following  follows  from  the 
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 fundamental definition of the mass flow rate and from the fundamental definition of 

volumetric efficiency (Heywood, 1988; Sonntag et al., 2008; Ismail et al., 2009):     

lTheoriticaCylVCylCylAll Vm
••

= ηρ                                                                                     (3.6)                          

 

Thus, by combining equation (3.6) with the definition of the theoretical air volumetric 

flow into cylinder, the following follows (Heywood, 1988):     
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Therefore, equation (3.7) can be rewritten as follows:  
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Considering the fundamental definition of density, it follows from equation (3.8) 

(Sonntag et al., 2008; Ismail et al., 2009):   

CylCyl

mdVCyl
Cyl

VN
nNVm

m
60
η

=
•

                                                                                       (3.9)                         

 

Recalling the ideal gas law, it follows from combining equations (3.9) and (3.1) that:  
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TCyl equals Ti since the few microseconds which are the duration of the intake stroke 

are not sufficient to make significant heat transfer from the cylinder hot wall to the 

inducted fresh air charge into the cylinder since temperature rise takes time whereas 

pressure drop occurs instantaneously (Khummongkol et al., 2004). Thus, the 

following follows from equation (3.10):   
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For all of the four cylinders of the engine it follows from equation (3.11) that:  
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Therefore, simplifying equation (3.12) leads to the following:  
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In order to evaluate PCyl in equation (3.12), since pressure drop occurs instantaneously 

the cylinder pressure PCyl during the exhaust stroke and at the beginning of the intake 

stroke becomes ambient pressure (Obert, 1973; Taylor, 1985). However, due to the 

effect of accelerating the reciprocating piston, a slight pressure drop occurs in the 

cylinder due to the created vacuum pressure that results from the inertia and 

acceleration of the piston (Rama and Durgaiah, 2007). Thus, the cylinder pressure PCyl 

can be evaluated as follows:         

VacAtmIntakeCyl PPP −=                                                                                                 (3.14)                         

  

By the end of the intake stroke, pressure equalizes throughout the intake manifold 

runners and thus PCyl becomes equating Pin. Therefore, PCyl can be evaluated as 

follows:  
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In order to evaluate PVac in the diesel engine cylinder shown in Figure 3.1, the 

following follows from the fundamental definition of pressure (Rama and Durgaiah, 

2007):   

2

4
B

FP a
Vac π

=                                                                                                            (3.16)           

                                                                                                           

 

Figure 3.1   

Geometry of cylinder, piston, connecting rod, and crankshaft 

 

 

In order to evaluate Fa , it follows from the fundamental definition of force that    

PPa amF =                                                                                                              (3.17)                         

   

In order to evaluate Pa , it follows from the fundamental definitions of displacement, 

velocity, and acceleration that      

θcosaay −=                                                                                                         (3.18)      

                                                                                                                              

The crankshaft rotational speed in radians per second, w, can be expressed in terms of 

the crankshaft rotational speed in revolutions per minute, Nm, as follows:   
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60
2 mNw π=                                                                                                              (3.19)                          

    

The instantaneous linear velocity of the piston, SP, can be evaluated using equations 

(3.18) as follows:    

θsinaw
dt
dyS P ==                                                                                                  (3.20)                         

   

The linear acceleration of the piston, Pa , can be thus evaluated using equations (3.20) 

as follows:  
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The mass of the piston, mP, can be evaluated based on the fundamental definition of 

mass as follows (Ismail et al., 2009):    

PPP Vm ρ=                                                                                                              (3.22)                          

  

Hence, the force generated due to the acceleration of the piston, Fa, can be evaluated 

by combining equations (3.17), (3.21), and (3.22) as follows given the fact that pistons 

are currently non-uniformly cylindrical in shape:     

( )θρ cos2 awVF PPa =                                                                                            (3.23)                         

 

Substituting equation (3.23) in equation (3.16) leads to the following:   
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Combining equations (3.19) and (3.24) leads to the following:  

2

2

225
cos

B
NaVP mPP

Vac
θρπ

=                                                                                   (3.25)                        



 57

 

Thus, by combining equations (3.14), (3.15), and (3.25), the pressure of air goes into 

cylinder PCyl can be evaluated as follows expressing Ns in terms of Nm:  
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Therefore, by combining equations (3.12) and (3.26) the following follows:   
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Flexibility of the crankshaft in diesel engines exhibits significant nonlinearities to the 

analysis of diesel powertrain intake manifold performance. Particularly, at crankshaft 

rotational speeds higher than 2000 rpm the influence of such flexibility on diesel 

powertrains performance becomes significant. Hence, the next subsection presents the 

mass flow rate of air goes into cylinders with a flexible crankshaft.  

 

 

3.4. MASS FLOW RATE OF AIR GOES INTO CYLINDERS WITH A 

FLEXIBLE CRANKSHAFT  

In order to evaluate CylAllm
•

 of equation (3.5) taking into account the flexibility of 

crankshaft, let us evaluate PCyl in equation (3.15) taking into account the flexibility of 
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crankshaft. Since pressure drop occurs instantaneously, the cylinder pressure PCyl 

during the exhaust stroke and at the beginning of the intake stroke becomes ambient 

pressure (Obert, 1973; Taylor, 1985). However, due to the effect of accelerating the 

reciprocating piston, a slight pressure drop occurs in the cylinder due to the created 

vacuum pressure that results from the inertia and acceleration of the piston (Rama and 

Durgaiah, 2007). Thus, the gas pressure inside the cylinder during the intake stroke 

PCyl Intake can be evaluated as follows:         

VacAtmIntakeCyl PPP −=                                                                                                 (3.28)        

                                                               

By the end of the intake stroke, pressure equalizes throughout the intake manifold 

runners and thus PCyl becomes equating Pin. The PVac in the diesel engine cylinder 

shown in Figure 3.2 can be evaluated from equation (3.16) the following from the 

fundamental definition of pressure. Also, the Fa can be evaluated from equation (3.17) 

following from the fundamental definition of force.           

                                                                                                                                               

 

Figure 3.2 

 Geometry of cylinder, piston, connecting rod, and flexible crankshaft 
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In order to evaluate Pa , it follows from the fundamental definitions of displacement, 

velocity, and acceleration that      

θθθ 2222 sinsin2cos aaddlaSd −−−+=                                                                   (3.29)  

 

The crankshaft rotational speed in radians per second, w, in terms of Nm can be 

evaluated from equation (3.19). The instantaneous linear velocity of the piston, SP, can 

be evaluated using equation (3.29) as follows:    
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Equation (3.30) can be rewritten as follows:  
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By combining equations (3.19) and (3.31) together, the following follows:     
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The acceleration of the piston, Pa , can be thus evaluated using equations (3.32) as 

follows: 
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                                                                                                                                (3.33)                         

By rearranging equation (3.33) the following follows:   
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                                                                                                                                (3.34)                         

By combining equations (3.19) and (3.34) together, the following follows:    
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                                                                                                                                (3.35)                         

 

The mass of the piston, mP, can be evaluated using equation (3.22) following from the 

fundamental definition of mass. Hence, the force generated due to the acceleration of 

the piston, Fa, can be evaluated by combining equations (3.17), (3.35), and (3.22) as 

follows:      
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Equation (3.36) can be simplified as follows:   
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Substituting equation (3.37) in equation (3.16) leads to the following:    
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                                                                                                                               (3.38)  

Thus, by combining equations (3.28), (3.15), and (3.38), the pressure of air goes into 

cylinder PCyl can be evaluated as follows:  

( ) ( )
( )

( )

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

<≤

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

⎟⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

−−−

+−−

+
−−−

−−+

−

−

=

IVCi

IVCIVO
mP

Atm

Cyl

P

aaddl

aad
aaddl

aadaadNaY
P

P

θθ

θθθ

θθ

θθθ

θθ

θθθθθθ

θ
πρ

2
1

2222

22

2
3

2222

222

sinsin2

cossinsin
sinsin22

cossin2cos2cossincos
cos

900

                 

                                                                                                                               (3.39) 

Therefore, by combining equations (3.22) and (3.39) the following follows: 
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                                                                                                                               (3.40) 

Now, the outstanding parameter to determine analytically the intake manifold 

dynamic pressure in equation (3.5) is the mass flow rate of air at the throat of the 
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intake manifold, 
•

Throttlem . Hence, the following subsection elucidates the analytical 

modeling of 
•

Throttlem . 

 

 

3.5. MASS FLOW RATE AT THE THROAT OF THE INTAKE MANIFOLD 

AND INTAKE MANIFOLD DYNAMIC PRESSURE  

Since air flow is a gas flow, the following follows: ‘Total energy equals the sum of the 

total energy associated with mass flow and work done.’ Given the fact that the total 

energy associated with mass flow comprises internal energy, kinetic energy, and 

potential energy, it therefore follows that     
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                                                                                   (3.41)                         

    

It follows from the definition of the gas flow internal energy that:   

pvuh +=                                                                                                             (3.42)                        

  

Thus, combining equations (3.41) and (3.42) together leads to the following:  

gzchETotal ++=
2

2

                                                                                                (3.43)                        

By applying the first law of thermodynamics on the conservation of energy to 

stagnation due to throttling, as shown in Figure 3.3, the following follows for a couple 

of state points in the gas flow (1) and (0) (Obert, 1973):   
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Figure 3.3   

Air flow throttling 

 

 

Since the difference in altitude between the points in the air flow within the intake 

manifold is relatively negligible, the assumption of the same altitude z is thus a valid 

assumption. It follows therefore from equation (3.44) that:  

gzchgzho ++=++
2

0
2

1
1                                                                                     (3.45)                        

 

By treating air in this case as an ideal gas as justified above, it follows that:    

Tch P=                                                                                                               (3.46)                          

 

Therefore, combining equations (3.45) and (3.46) leads to the following:   

2

2
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1
cTcTc PoP +=                                                                                                (3.47)                         

 

Thus, equation (3.47) can be rewritten as:  

P
o c

cTT
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2
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1 +=                                                                                                       (3.48)                         

 

Since the heat loss in the intake manifold is relatively negligible, it follows from the 

principles of the second and third laws of thermodynamics that (Bar–Meir, 2002):      

T
qds δ

=                                                                                                                (3.49)                         
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By establishing integration in equation (3.49) between the couple of state points in the 

air flow (1) and (0):  

∫=−
0

1
1 T

qsso
δ                                                                                                         (3.50)                         

 

Recalling the first law of thermodynamics, it follows that (Obert, 1973):  

wduq δδ +=                                                                                                          (3.51)                         

 

Substituting equation (3.51) in equation (3.50):    
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The non-flow process by definition is the process in which the working substance 

does not flow across its confining boundary during the state change (Johnston, 1992). 

Considering the intake manifold as a control system, the flow between the state points 

(1) and (0) indicated in Figure 3.3 does not flow across the confining boundary of the 

control system. Therefore, following from the definition of the work done, equation 

(3.52) can be rewritten as follows (Obert, 1973):  
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Combining equations (3.42) and (3.53) together:  
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Thus, simplifying equation (3.54) leads to the following:   
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It follows from combining equation (3.1) and the definition of density that:  

TRp ρ=                                                                                                               (3.56)                         

  

By combining equations (3.1), (3.55), and (3.56) together, the following follows based 

on specific quantities, i.e. per unit mass:  
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By combining equations (3.1), (3.46), and (3.57) together, the following follows: 
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Hence, it follows mathematically from equation (3.58) that:   

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
=−

11
1 lnln

p
pR

T
Tcss oo

Po                                                                           (3.59)                         

 

Therefore, rearranging equation (3.59) leads to the following:   
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It follows from equation (3.42) that:  

)( vpddudh +=                                                                                                  (3.61)                          

 

By combining equations (3.1) and (3.61), the following follows:  

TRdudh +=                                                                                                       (3.62)                          
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By dividing both sides of equation (3.62) by T and recalling equation (3.46) and 

recalling the similar equation to equation (3.46) for the specific heat at constant 

volume, it follows that:   

Rcc VP +=                                                                                                            (3.63)                          

 

Following from the definition of the ratio of specific heat, k, equation (3.63) can be 

rewritten as:   

R
k
cc P
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Thus, by rearranging equation (3.64) the following follows:  
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Hence, equation (3.65) can be rearranged as follows:  

1−
=

k
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By substituting equation (3.66) in equation (3.60): 
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Since in the intake manifold no significant heat is transferred to or from the working 

fluid and the heat loss is negligible, the process can be assumed isentropic 

(Khummongkol et al., 2004; Holmgren, 2005). Therefore, the following follows from 

equation (3.67):    
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By establishing an inverse logarithmic operation on both sides of equation (3.68) the 

following mathematically follows:  
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By substituting equation (3.66) in equation (3.48): 
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Since Mach number, M, by definition is defined as:   

e
cM =                                                                                                                   (3.71)                         

 

The speed of sound, es, by definition is evaluated using the following formula (Ni and 

Henclewood, 2008; Bar–Meir, 2002):  

TRkes =                                                                                                          (3.72)                          

 

Hence, by combining equations (3.70), (3.71), and (3.72) it follows that:    
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Equation (3.68) can be rearranged as follows:   
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By establishing an inverse logarithmic operation on both sides of equation (3.74):   
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By substituting equation (3.69) in equation (3.73):  
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By establishing a logarithmic operation on both sides of equation (3.76):   
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By rearranging equation (3.77) and establishing an inverse logarithmic operation on 

both sides the following follows:  
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In order to evaluate Throttlem
•

 of equation (3.5), the following follows from the 

fundamental definition of the coefficient of discharge, CD (Heywood, 1988):    

TheoThrottleDThrottle mCm
••

=                                                                                         (3.79)                          

 

The coefficient of discharge, CD, can also be evaluated by definition as follows 

(Heywood, 1988):    
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In order to evaluate TheoThrottlem
•

of equation (3.79), the following follows from the 

fundamental definition of the mass flow rate (Sonntag et al., 2008; Ismail et al., 2009):   
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By combining equations (3.56) and (3.81) together, the following follows:   
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Equation (3.82) can be mathematically rearranged as follows:   
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Equation (3.83) can be further rearranged as follows: 
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By combining equations (3.71), (3.72), and (3.84) together, the following follows:  
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Equation (3.75) can be rearranged as follows:  
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For T equals T1, combining equations (3.85), (3.86), and (3.73) together leads to the 

following:   



 70

2
1

2
1

2

0

0

0 2
11

2
11 ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛ −
+⎟⎟

⎠

⎞
⎜⎜
⎝

⎛ −
+=

−
−•

MkMk
R
kM

T
p

A
m k

k

TheoThrottle                          (3.87)                         

 

Rearranging equation (3.87) leads to the following:  
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Equation (3.88) can be rearranged as follows:  
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By combining equations (3.71), (3.72), and (3.89) the following follows:  
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Equation (3.90) can be rearranged as follows:  
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By combining equations (3.71), (3.72), and (3.91) the following follows: 
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Equation (3.92) can be further mathematically simplified as follows:  
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Combining equations (3.79), (3.80), and (3.93) leads to the following:  
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By combining equations (3.5), (3.27), and (3.94), the dynamic pressure inside the 

intake manifold, 
•

ip , can be evaluated as follows:  
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                                                                                                                               (3.95) 

                                                                                                                                                                                

Equation (3.40) can be used instead of equation (3.27) in this substitution to 

analytically formulate 
•

ip  if the flexibility of crankshaft is not negligible. Another key 

characteristic of the operation of diesel engines is the in-cylinder gas speed. In order 

to show analytically how the in-cylinder gas speed varies over time, the following 

subsection presents the analytical model of the in-cylinder gas speed.    
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3.6. IN-CYLINDER GAS SPEED FORMULATION  

In  order  to  formulate  gas  speed, c,  in  terms  of  instantaneous piston speed and 

engine parameters, the following follows from the fundamental definitions of mass 

flow rate and density as well as from equation (3.81) (Sonntag et al., 2008; Ismail et 

al., 2009; Heywood, 1988):  

Mean
C

TheoThrottle Ac
V

mm 0=
•

                                                                                      (3.96)                         

   

Rearranging equation (3.96) leads to the following:   

MeanC

TheoThrottle

A
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m
mc

0

•

=                                                                                          (3.97)                         

 

The theoretical mass flow rate of air goes from supercharger compressor and 

electronic throttle control into intake manifold, TheorottleThm
•

, can be expressed as 

follows following from the fundamental definition of mass flow rate (Sonntag et al., 

2008; Ismail et al., 2009; Heywood, 1988):   

dt
dVm TheoThrottle ρ=

•

                                                                                              (3.98)                          

 

The rate of change of V can be analytically formulated following from the 

fundamental definition of the rate of change of gas volume in reciprocating engines as 

follows (Heywood, 1988):      

PS
B

dt
dV

4

2π
=                                                                                                   (3.99)                         

  

Thus, combining equations (3.97), (3.98), and (3.99) together leads to the following:   
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Equation (3.100) can be rearranged as follows:   
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Hence, equation (3.101) can be rewritten as follows:  

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜
⎜

⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

=
CMean

P V
V

A

B

Sc
0

2

4
π

                                                                           (3.102)                         

   

Thus, equation (3.102) can be rewritten as follows: 
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In order to express the instantaneous piston speed, SP, in terms of engine parameters, 

the following follows from combining equation (3.18), (3.19), and (3.20):    

θπ SinaNS m
P 30
=                                                                                                 (3.104)                          

 

Therefore, the speed of gas, c, can be analytically formulated as follows by combining 

equations (3.103) and (3.104):  

θπ Sin
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Analytically modeling the speed of gas, c, paves the way to analytically model the 

intake manifold gas speed dynamics. 

 

 

3.7. ANALYTICAL MODEL OF INTAKE MANIFOLD GAS SPEED 

DYNAMICS  

In order to evaluate the intake manifold gas dynamic speed, the momentum 

conservation is taken into consideration. Considering the control volume in the intake 

manifold shown in Figure 3.4, since the area change over the infinitesimal length of 

the intake manifold, dx, in the intake manifold is small, the flow is thus assumed to be 

quasi one dimensional flow.  

 

Figure 3.4 

   Control volume in diesel intake manifold for one-dimensional flow analysis 

 

The momentum conservation equation states that the net pressure forces plus the wall 

shear force acting on the control volume surface equal the rate of change of 

momentum within the control volume plus the net flow of momentum out of the 

control volume (Heywood, 1988). Thus, the net forces, the rate of change of 
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momentum within the control volume, the net flow of momentum across the control 

volume surface, and the total momentum are presented respectively in this section.      

 

 

3.7.1. The net forces 

The net forces in the control volume shown in Figure 3.4 consist of pressure force and 

shear force. The net pressure force, FPress , can be evaluated as follows:    

dx
dx
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dx
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By rearranging equation (3.106), the following follows:  
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By simplifying equation (3.107) and ignoring the term of trivial value which is the 

term ⎟
⎠

⎞
⎜
⎝

⎛
∂
∂

dx
dx
dAdx

x
Pi , the following follows from equation (3.107):  

dx
x
PAF i

ess ∂
∂

=Pr                                                                                                    (3.108)                         

 

The net shear force, FShear , can be evaluated as follows:  

( )dxDF WShear πτ−=                                                                                            (3.109)                         

   

By definitions of the flow shear stress and flow friction coefficient, the following 

follows (Heywood, 1988):  

KinW Eζτ =                                                                                                             (3.110)                        

 

The kinetic energy per unit area, EKin, can be evaluated by definition as follows 

(Heywood, 1988):  
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2

2cEKin ρ=                                                                                                            (3.111)                         

 

Therefore, combining equations (3.109), (3.110), and (3.111) the following follows:   

 dxDcFShear 2

2 πρζ
−=                                                                                        (3.112)                         

 

Having analytically formulated the net forces, let us now have a look at the rate of 

change of momentum within the control volume.  

 

 

3.7.2. The rate of change of momentum within the control volume 

The rate of change of momentum within the control volume in the intake manifold 

shown in Figure 3.4, MMoment, can be evaluated from the fundamental definition of 

momentum and force as follows (Heywood, 1988):   

( )MomentMoment Fc
t

M
∂
∂

=                                                                                           (3.113)                         

  

The force that generated this momentum, FMoment, can be evaluated from its 

fundamental definition as follows (Heywood, 1988):    

iMoment VF ρ=                                                                                                          (3.114)                         

 

Thus, combining equations (3.113) and (3.114) together leads to the following:  

( )dxAc
t

M Moment ρ
∂
∂

=                                                                                          (3.115)                         

 

Now, let us investigate the net flow of momentum across the control volume surface.  

 

 

 



 77

3.7.3. The net flow of momentum across the control volume surface 

The net flow of momentum across the control volume surface in the intake manifold 

shown in Figure 3.4, MNet, can be evaluated from the fundamental definition of 

momentum as follows (Heywood, 1988):   
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Equation (3.116) can be rearranged as follows:  
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Equation (3.117) can be further rearranged as follows:  
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Equation (3.118) can be further rearranged as follows:  
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                                                                                                                              (3.119)                         

By simplifying, ignoring mathematically trivial terms, and rearranging equation 

(3.119), the following follows:  
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dAcdxAc
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Having investigated the net flow of momentum across the control volume surface, let 

us turn to investigate the total momentum.  
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3.7.4. The total momentum 

Following from the fundamental definition of the momentum conservation and by 

combining equations (3.108), (3.112), (3.115), and (3.120), it therefore follows that:  
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By simplifying equation (3.121):     
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Equation (3.122) can be rewritten as follows:  
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Equation (3.123) can be rearranged as follows:  
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Equation (3.124) can be rearranged as follows:  
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Thus, the intake manifold air dynamic speed can be expressed as follows following 

from equation (3.125):   
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By combining equations (3.105) and (3.126) together, the dynamic gas speed can be 

rewritten as:  
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iP , A, and ρ  can be assumed constant with respect to x since a value of diameter can 

be assigned to the intake manifold as D (Sulaiman et al., 2010) and the intake 

manifold is relatively short in length. Hence, multiplying both sides of equation 

(3.127) by ‘dx’ and establishing integration with respect to x:   

D
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Having seen this, let us now analytically model the supercharged air density in intake 

manifold.  

 

 

3.8. ANALYTICAL MODEL OF THE SUPERCHARGED AIR DENSITY  

In  reality  much  of  the  compressor  rotor  exit  kinetic  energy  pressure  head is 

usually dissipated as a heat loss and is not converted into pressure rise (Heywood, 

1988). Hence, it can follow that:        

2PPi =                                                                                                                                           (3.129)                             

( )AmbfrIntercoolei TTTT Re22 −−= η                                                                                           (3.130)                              

The intercooler efficiency, rIntercooleη , is analytically formulated as follows:   

AmbfrIntercooleInlet

rIntercoolerIntercooleInlet
rIntercoole TT

TT

−−

−

−
−

=
Re

η                                                                                   (3.131)                              

Due to the fact that the supercharged air density in the intake manifold, ρ , varies with 

both latitude and altitude, this variation should be reflected in the present analytical 

model. Due to variation in the angle of incidence of the sun's rays at the surface of 

earth, the yearly average temperature varies as well with latitude. The yearly average 
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temperature over the equator is 27°C whereas the same over the poles is -20°C 

(Kottek, et al., 2006). In other words, an overall difference of 47°C spreads over 90 

degrees of latitude. Thus, a decrement of 0.522°C/degree latitude naturally exists for 

latitude varies from -90° to 90° away from the equator at which the latitude is 0°. In 

addition, Hess (Hess, 1979) discovered that for the Troposphere, i.e. altitude ranges 

from sea level to 10,769 km, the temperature naturally decreases at a constant rate of 

6.5 K/km (Greenwood, 2003). Therefore, the reference ambient temperature in K, TRef-

Amb, indicated in equations (3.130) and (3.131), is related to the yearly average 

temperature over the equator at sea level in °C, TEquator , as follows:     

( ) 15.2730065.0522.0Re +−−=− AltitudeLatitudeEquatorAmbf ALTT                                         (3.132)                            

 

Substituting equation (3.132) into equation (3.131), the intercooler efficiency, 

rIntercooleη , can be now analytically formulated for a given latitude and altitude as 

follows:   

15.2730065.0522.0 −++−
−

=
−

−

AltitudeLatitudeEquatorrIntercooleInlet

rIntercoolerIntercooleInlet
rIntercoole ALTT

TTη          (3.133)                             

Hence, substituting equation (3.132) into equation (3.130), the intake manifold 

temperature, Ti, can be analytically modeled as follows:    

( )15.2730065.0522.022 −++−−= AltitudeLatitudeEquatorrIntercoolei ALTTTT η                    (3.134)                             

Thus, substituting equations (3.129) and (3.134) into equation (3.56), the 

supercharged air density in the intake manifold, ρ , can be expressed analytically as 

follows:  

( )[ ]15.2730065.0522.022

2

−++−−
=

AltitudeLatitudeEquatorrIntercoole ALTTTR
P

η
ρ           (3.135)    
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CHAPTER 4 
 

SUPERCHARGING DIESEL CENTRIFUGAL 
COMPRESSOR WITH VANES-BASED DIFFUSER ANALYTICAL 

MODEL 
 
 
 
 
 

4.1. OVERVIEW  

In diesel powertrains, a compressor may be required by the engine either for good 

scavenging in 2-stroke engines, or as a means of raising the power output in 4-stroke 

engines (Obert, 1973). As the key tool to develop diesel powertrains, modeling of 

diesel supercharging compressors has a key role in diesel powertrain development. 

This research presents an analytical model of the power required to drive the rotor, of 

the velocities at the diffuser, and of the efficiency of a supercharging diesel 

centrifugal compressor with vanes-based diffuser. This chapter presents an analysis of 

the fluid flow through the compressor and elucidates an analytical model developed 

entirely based on the principles of physics. Since air can be treated as non-viscous 

fluid, the flow in diesel engines is therefore non-viscous and the gas flow can thus be 

conveniently treated as one-dimensional flow (Smits, 2006). Hence, a one-

dimensional analysis of air flow is adopted in this chapter and hence one vector can 

represent all particles of the air stream throughout the compressor. The model 

developed in this chapter is limited to centrifugal compressors. In the analysis of air 

flow throughout the compressor, the following assumptions are made in this study 

(Obert, 1973):   

1- Since there is no change in phase in the air flow throughout the compressor and the 

minimum temperature of the air flow throughout the compressor is far above the 

critical point of atmospheric air, air is thus treated as an ideal gas;  
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2- Since the air flow into the compressor is turbulent and the change in the flow rate 

of momentum through the rotor of the compressor equals the resultant of the forces 

acting upon the stream of air, therefore the air flow is steady and the rotor velocity is 

uniform based on average speed;   

3- There is no leakage of air from the compressor, i.e. the principle of conservation of 

mass is applied to air flow.  

The models developed in this chapter address and correct flaws in models presented in 

key references in this research area such as [Heywood, 1988; Taylor, 1985]. 

Following from principles of physics, Chapter 4 contributes to the implementation of 

the 1st pillar of the research philosophy adopted in this study in an endeavour to 

achieve the 1st objective in this research.  

 

 

4.2. ANALYTICAL SUB-MODEL OF POWER REQUIRED TO DRIVE 

SUPERCHARGING DIESEL CENTRIFUGAL COMPRESSOR WITH 

VANES-BASED DIFFUSER  

The particular type of supercharging diesel compressor under investigation in this 

study, i.e. the supercharging diesel centrifugal compressor with vanes-based diffuser, 

is schematically shown in Figure 4.1. The velocity diagrams of the diesel centrifugal 

compressor at the inlet of impeller with pre-whirl and at the exit of diffuser are shown 

in Figure 4.2 and Figure 4.3, respectively. 
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Figure 4.1 
 Schematic diagram of supercharging diesel centrifugal compressor with vanes-based 

diffuser 
 
 
 

 
Figure 4.2 

 The velocity diagram of the diesel centrifugal compressor at the entrance of impeller 
with pre-whirl 

 
 

 
 

Figure 4.3 
The velocity diagram of the diesel centrifugal compressor at the exit of diffuser 
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Since the forces acting upon the rotor of the compressor must be in balance with the 

change in momentum flow rate, the following equation follows infinitesimally 

neglecting body forces, such as the weight of air charge:   

dcmApdFd airRW

•

=− )(                                                                                        (4.1)                         

 

By applying equation (4.1) to the states at the entrance and exit of the rotor of the 

compressor, i.e. states 1 and 2 on Figure 4.1, the following follows:   

)()( 121122 ccmApApF airRW −=−−
•

                                                                      (4.2)                          

 

Each pressure-area vector has three components: (a) an axial force, denoted by 

subscript ‘a’ in Figure 4.2, causing end thrust, (b) a radial force, denoted by subscript 

‘r’ in Figure 4.2 and Figure 4.3, causing compressive stresses, (c) a tangential 

component, denoted by subscript ‘t’ in Figure 4.2 and Figure 4.3, yet this component 

vanishes in the rotor since the net pressure force in the tangential direction is zero 

(Obert, 1973). Since the axial and radial components of air flow velocities produce 

thrusts which result in no displacements, the only component of air flow velocities 

that contributes to energy transfer in the compressor is the tangential component. 

Therefore, the resultant force of the rotor on the air flow in the tangential direction can 

be modelled as follows following from equation (4.2):       

)( 12 ttairRW ccmF −=
•

                                                                                                                    (4.3)  

                                                                                                                       

Thus, following from Newton’s third law of motion, the reaction exerted by the air 

flow to this force, Ra, becomes:    

)( 21 ttaira ccmR −=
•

                                                                                                  (4.4)                          
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Since moments about the axis of the rotor must balance as well following from the 

principle of the conservation of angular momentum, equation (4.4) hence leads to the 

following:   

)( 2211 rcrcmT ttairC −=
•

                                                                                           (4.5)                          

 

Thus, the thermodynamic power required to drive the rotor of the compressor, 
•

CW , 

can be modeled as follows following from equation (4.5):   

)( 2211 rcrcmW ttcairC −=
••

ϖ                                                                                       (4.6)                          

 

In order to investigate analytically the relation between TC and 
•

CW  modeled in 

equations (4.5) and (4.6), respectively, and the velocity components illustrated in 

Figure 4.2 and Figure 4.3, let us investigate the analytical relation between the angular 

speed of the rotor, ωc, and the tangential velocity of the rotor, U:    

rU cϖ=                                                                                                                   (4.7)                        

 

Thus, by combining equations (4.5) and (4.7), the developed analytical model of TC 

can be rewritten as:  

)( 2211 UcUc
m

T tt
c

air
C −=

•

ϖ
                                                                                        (4.8)     

                                                                                                                                             

Likewise, by combining equations (4.6) and (4.7), the developed analytical model of 

•

CW  can be rewritten as:  

)( 2211 UcUcmW ttairC −=
••

                                                                                        (4.9)                         

 

Equations (4.8) and (4.9) represent the thermodynamic torque and power required to 
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drive the rotor of the compressor based on the velocity diagrams indicated in Figure 

4.2 and Figure 4.3 without taking into account the bearing friction losses and fanning 

losses. This is particularly true in light of the fact that the velocity at the exit of the 

rotor, i.e. at state 2, reflects the effect of losses due to heat transfer and due to fluid 

friction. Since the inlet velocity to the rotor is axial, the tangential velocity component 

at state 1 in Figure 4.1, i.e. ct1, becomes zero. Thus, the developed analytical model of 

the thermodynamic torque required to drive the rotor, TC, indicated in equation (4.8) 

can be rewritten as:  

c

tair
C

UcmT
ϖ

22

•

−=                                                                                                     (4.10)                          

 

Likewise, the developed analytical model of 
•

CW  in equation (4.9) can be rewritten as:  

22 UcmW tairC

••

−=                                                                                                  (4.11)                         

 

Since the radial velocity of the air flow at the diffuser, cr2 , is relatively easier to be 

measured than the tangential velocity of the air flow at the diffuser, ct2, for instance 

using a miniature X-wire probe (Ahmed, 2010), equations (4.10) and (4.11) can be 

rewritten as functions of cr2 rather than ct2 using the trigonometric relations in the 

velocity diagrams shown in Figure 4.3. It can be conceived from Figure 4.3 that  

2222 cot βrt ccU =−                                                                                              (4.12)                         

 

Hence, equation (4.12) can be rearranged as follows:  

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−= 2

2

2
22 cot1 β

U
cUc r

t                                                                                    (4.13)                         

 

Now, by combining equations (4.13) and (4.10), the developed analytical model of the 
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thermodynamic torque required to drive the rotor, TC, indicated in equation (4.10) can 

be rewritten as:   

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−−=

•

2
2

2
2

2 cot1 β
ϖ U

cUmT r

c

air
C

                                                                                  (4.14)                         

 

Likewise, by combining equations (4.13) and (4.11) the developed analytical model of 

the thermodynamic power required to drive the rotor, 
•

CW , indicated in equation 

(4.11) can be rewritten as:  

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−−=

••

2
2

22
2 cot1 β

U
cUmW r

airC
                                                                                 (4.15)                          

 

If the slip of the fluid becomes negligible by sufficiently increasing the number of the 

blades of the impeller, i.e. the relative velocity of the air flow to the rotor becomes 

entirely in the radial direction as dictated by the blade shape characterised by the 

impeller blade angle, β1, which is indicated in Figure 4.2, the tangential velocity of the 

air flow at the diffuser, ct2, equals then the tangential velocity of the rotor at the 

diffuser, U2. Therefore, the developed analytical model of the thermodynamic torque 

required to drive the rotor, TC, indicated in equation (4.10) can be rewritten as a 

function of the compressor air mass flow rate, the tangential velocity of the rotor at 

the diffuser, and the rotor angular speed as follows:   

c

air
C

Um
T

ϖ

2
2

•

−=                                                                                                          (4.16)                          

 

Likewise, the developed analytical model of the thermodynamic power required to 

drive the rotor of the compressor, 
•

CW , in equation (4.11) can be rewritten as a 

function of the compressor air mass flow rate and the tangential velocity of the rotor at 
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the diffuser as follows:  

2
2UmW airC

••

−=                                                                                                         (4.17)                          

 

By applying the principle of conservation of energy to the compressor, i.e. the first 

law of thermodynamics, to a control volume around the compressor, the steady flow 

energy equation on this system is  

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
++−⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
++=−

•••

inout
airCC zgchzgchmWQ

22

22
                                                        (4.18)                     

 

Since the change in altitude between inlet and outlet in diesel centrifugal compressor 

is negligible, the term ‘gz’ is thus negligible in equation (4.18). Due to the fact that the 

enthalpies referred to in equation (4.18) are measured in compressor passages in 

which the velocity is considerable, rather than in large tanks for instance, their 

stagnation values should thus be used (Taylor, 1985). The stagnation or total pressure 

is defined as the pressure attained if the gas is isentropically brought to rest 

(Heywood, 1988). Hence, it follows from equation (4.18) that:               

( ) ( )[ ]1020 hhmWQ airCC −=−
•••

                                                                               (4.19)                          

 

Since the air flows throughout the compressor is treated as an ideal gas, equation 

(4.19) can be rewritten as follows following from Figure 4.4:  

[ ]0102 TTcmWQ PairCC −=−
•••

                                                                                (4.20)                           
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Figure 4.4 

  T-S diagram of the supercharging diesel centrifugal compressor with vanes-based 

diffuser  

 

 

By recalling the analytical isentropic relation between temperature and pressure, 

equation (4.20) can be rewritten as:     

( ) ⎥⎦
⎤

⎢⎣
⎡ −=−

−•••

1
1

01 k
k

PPairCC rTcmWQ                                                                                (4.21)                        

 

Since the heat transfer mode in the compressor is forced convection, the 

thermodynamic power required to drive the rotor of the compressor, 
•

CW , can be 

therefore modeled as a function of the compressor air mass flow rate, temperature, and 

pressure ratio following from equation (4.21) as follows:  

( ) ( ) ⎥⎦
⎤

⎢⎣
⎡ −+−=

−••
k

k

PPairWCC rTcmTThW
1

0102 1                                                                  (4.22)                        

 

Thus, the thermodynamic torque required to drive the rotor, TC, can also be modelled 

as a function of the compressor air mass flow rate, temperature, and pressure ratio 
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following from equation (4.22) as follows:  

( ) ( ) ⎥⎦
⎤

⎢⎣
⎡

⎥⎦
⎤

⎢⎣
⎡ −+−=

−•
k

k

PPairWC
c

C rTcmTThT
1

0102 11
ϖ

                                                                      (4.23)                              

Since the kinetic energy that generates velocities at the diffuser of the supercharging 

diesel centrifugal compressor is key to estimate the thermodynamic power required to 

drive the rotor of the compressor, 
•

CW , an analytical sub-model of the velocities at the 

diffuser of the supercharging diesel centrifugal compressor with vanes-based diffuser 

is presented in the next section. 

 

 

4.3. ANALYTICAL SUB-MODEL OF VELOCITIES AT THE DIFFUSER OF 

THE SUPERCHARGING DIESEL CENTRIFUGAL COMPRESSOR  

In  order  to  analytically  model  c2, cr2 , and ct2  as  a  function  of  the  diesel  

centrifugal compressor input parameters and characteristic parameters, let us revisit 

the trigonometric relations between the velocities indicated in Figure 4.2. 

Trigonometrically, it can be conceived from Figure 4.2 that:   

( )21
22

111 tar cUcc −+=                                                                                              (4.24)                        

 

Equation (4.24) can be rewritten as:  

( ) ( )
1111 1

2
1

222 2 ttar cUUccc −++=                                                                              (4.25)                        

 

Following from the trigonometric relations between the velocities indicated in Figure 

4.2, equation (4.25) can be simplified as:     

11 1
2

1
2

1
2 2 tr cUUcc −+=                                                                                          (4.26)                         

 

Similarly, the following holds true at the exit of the rotor:    
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22 2
2

2
2

2
2 2 tr cUUcc −+=                                                                                      (4.27)                          

 

Substituting equations (4.26) and (4.27) into equation (4.9) leads to: 

( ) ( ) ( )[ ]2
2

2
1

222
2

2
1 122

UUcccc
m

W rr
air

C −+−+−=

•
•                                                               (4.28)                          

 

If the slip of the fluid becomes negligible by sufficiently increasing the number of the 

blades of the impeller, the tangential velocity of the air flow at the diffuser, ct2, equals 

then the tangential velocity of the rotor at the diffuser, U2, and thus equation (4.28) 

can be rewritten as:   

( ) ( ) ( )[ ]2
2

2
1

222
2

2
1 122 trr

air
C cUcccc

m
W −+−+−=

•
•                                                               (4.29)                          

 

Now, in order to analytically formulate the radial velocity of the air flow at the 

diffuser, cr2, let us combine equations (4.29) and (4.22) together as follows:    

( ) ( )

( ) ( )2
2

2
1

2
2

2
1

2

1

0102

1

2

12

tr

k
k

PPairWC

airr

cUccc

rTcmTTh
mc

−−−−+

⎥⎦
⎤

⎢⎣
⎡

⎥⎦
⎤

⎢⎣
⎡ −+−

=

−•

•                                                     (4.30)                          

                                                                                                  

Let us now combine equations (4.15) and (4.22) together as follows:  

( ) ( )
2

2
1

0102

22
cot

1
cot

1
2 ββ

tk
k

PPairWC

tair

r
crTcmTTh

cm
c +⎥⎦

⎤
⎢⎣
⎡

⎥⎦
⎤

⎢⎣
⎡ −+−=

−•

•
                            (4.31)                         

                                                                                               

The absolute velocity of air flow at the exit of the diffuser, c2, can be thus analytically 

formulated by combining equations (4.30) and (4.31) together as pointed out next:    
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( ) ( )

( ) ( ) ( ) ( )

( ) 2
1

2
2

2
1

21

0102

1

0102

2
2

2
2

2
2

21

0102

2
22

2

2
2

2

1
121

cot

2

cot
1

cot

1

ccU

crTcmTTh
m

rTcmTTh
m

c
rTcmTTh

cm
c

t

rk
k

PPairWC

air

k
k

PPairWC

air

tk
k

PPairWC

tair

+−+

−⎥⎦
⎤

⎢⎣
⎡

⎥⎦
⎤

⎢⎣
⎡ −+−−⎥⎦

⎤
⎢⎣
⎡

⎥⎦
⎤

⎢⎣
⎡ −+−+

+⎥⎦
⎤

⎢⎣
⎡

⎥⎦
⎤

⎢⎣
⎡ −+−=

−•

•

−•

•

−•

•

β

β
β

                                                                                                                                                        (4.32) 

 
Since the following can be conceived from the trigonometric relations between the 

velocities indicated in Figure 4.2:  

22
2

2
2 2rt ccc +=                                                                                                       (4.33)                          

 

It follows thus from combining equations (4.32), (4.33), and (4.31) that:   

( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( ) ( ) ⎥⎦

⎤
⎢⎣

⎡
⎥⎦
⎤

⎢⎣
⎡ −+−++⎥⎦

⎤
⎢⎣

⎡
⎥⎦
⎤

⎢⎣
⎡ −+−+=

+−+−⎥⎦

⎤
⎢⎣

⎡
⎥⎦
⎤

⎢⎣
⎡ −+−−

⎥⎦

⎤
⎢⎣

⎡
⎥⎦
⎤

⎢⎣
⎡ −+−++⎥⎦

⎤
⎢⎣

⎡
⎥⎦
⎤

⎢⎣
⎡ −+−

−•

•

−•

•

−•

•

−•

•

−•

•

k
k

PPairWC

air

tk
k

PPairWC

tair

t

trk
k

PPairWC

air

k
k

PPairWC

air

tk
k

PPairWC

tair

rTcmTTh
m

crTcmTTh
cm

c

ccUcrTcmTTh
m

rTcmTTh
m

crTcmTTh
cm

1

0102

2
22

2

2
2

21

0102

2
22

2

2
2

2

2
1

2
2

2
1

2
1

0102

1

0102

2
22

2

2
2

21

0102

2
22

2

2

1
cot

2
cot

1
cot

1

12

1
cot

2
cot

1
cot

1

1

βββ

βββ

                                                                                                                               (4.34)                         

 

Hence, simplifying equation (4.34) leads to the following analytical formulation of the 

tangential velocity of the air flow at the diffuser, ct2:   

( ) ( ) ⎥⎦
⎤

⎢⎣
⎡ −−

−
−

−+
=

−

•
k

k

PP

air

WCr
t rTc

m

TThccU
c

1

01
02

22
1

2
1

2 1
2

1
                                                 (4.35)                          

 

By substituting equations (4.35) in (4.31):  

( ) ( )
( ) ( )

( ) ( ) ⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

+⎥⎦

⎤
⎢⎣

⎡
⎥⎦
⎤

⎢⎣
⎡ −+−

⎟⎟
⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛

⎥⎦
⎤

⎢⎣
⎡ −−

−
−

−+

⎥⎦
⎤

⎢⎣
⎡ −−

−
−

−+
=

−•

−

•

•
−

•

2

1

0102

2

1

01
02

22
1

2
1

1

01
02

22
1

2
1

cot
11

cot1
2

1

1
2

1

1

2

β

β

k
k

PPairWC

k
k

PP

i

WCr
air

k
k

PP

air

WCr
r

rTcmTTh

rTc
m

TThccU
m

rTc
m

TThccU
c

                                                                                                                                 (4.36) 
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By substituting equations (4.36) in (4.33):  

( ) ( )

( ) ( )

( ) ( )
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

+⎥⎦

⎤
⎢⎣

⎡
⎥⎦
⎤

⎢⎣
⎡ −+−

⎟⎟
⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛

⎥⎦
⎤

⎢⎣
⎡ −−

−
−

−+

+

⎟⎟
⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛

⎥⎦
⎤

⎢⎣
⎡ −−

−
−

−+

=

−•

−

•

•

−

•

2

2

1

0102

2

1

01
02

22
1

2
1

1

01
02

22
1

2
1

2

cot
11

cot1
2

1

1

1
2

1

1

β

β

k
k

PPairWC

k
k

PP

air

WCr
air

k
k

PP

air

WCr

rTcmTTh

rTc
m

TThccU
m

rTc
m

TThccU

c

 

                                                                                                                               (4.37) 

  

As a matter of fact supercharging compressors do not change the mass flow rate goes 

into intake manifold and cylinders due to the conservation of mass (Taylor, 1985; 

Omran et al., 2007). The performance of these compressors is usually presented in 

terms of a map of air mass flow rate versus pressure ratio with showing lines of 

constant efficiency and constant compressor impeller speed (Wahlstrom and Eriksson, 

2011). Therefore, the present research proposes that instead of using an empirical 

formula for estimating the compressor air mass flow rate, an analytical model of the 

mass flow rate of air is used that was analytically derived from the first principles of 

physics in another research paper by linking the intake manifold to the engine 

cylinders rather than to the supercharging compressor. Hence, for a given intercooler 

efficiency, ηIntercooler , and for a given volumetric efficiency of the engine, ηV, the air 

mass flow rate, airm
•

, can be analytically modelled as follows similar to equation 

(3.12):         

i

mdVi
air

TR
nNVPm

60
η

=
•                                                                                                     (4.38)                         

 

Since in reality much of the compressor rotor exit kinetic energy pressure head, i.e. 

(P02 – P2), is usually dissipated as a heat loss and is not converted into pressure rise 
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and because the stagnation enthalpy at state 2, h02, equals the stagnation enthalpy at 

state 3, h03, the following follows (Heywood, 1988):     

2PPi =                                                                                                                     (4.39)                          

( )AmbfrIntercoolei TTTT Re22 −−= η                                                                             (4.40)                          

 

Therefore, substituting equations (4.39) and (4.40) into equation (4.38) leads to the 

following:  

( )( )AmbfrIntercoole

mdV
air

TTTR
nNVP

m
Re22

2

60 −−
=

•

η
η                                                                  (4.41)                         

 

Now, by substituting equation (4.41) into (4.35), ct2 can be rewritten to analytically 

formulate the tangential velocity of the air flow at the diffuser as:        

( )( ) ( ) ( ) ⎥⎦
⎤

⎢⎣
⎡ −−

−−−
−

−+
=

−
k

k

PP
mdV

WAmbfrIntercooleCr
t rTc

nNVP
TTTTThRccU

c
1

01
2

02Re22
22

1
2

1
2 1

60
2

1

η
η                      (4.42)                         

 

Similarly, by substituting equation (4.41) into (4.36), cr2 can be rewritten to 

analytically formulate the radial velocity of the air flow at the diffuser as:  

( )( ) ( )
( )

( )( ) ( )
( )

( ) ( )( ) ( ) ⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦
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⎦

⎤

⎢
⎢
⎣

⎡
⎥⎦
⎤

⎢⎣
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⎠
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⎜
⎜
⎝

⎛
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+−

⎟
⎟
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⎞

⎜
⎜

⎝

⎛
⎥⎦
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⎢⎣
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−−−
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1
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1

1
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1

1

2
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η
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η

η
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η
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k
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k

PP
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k
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m

rTc
nNVP

TTTTThRccU
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                                                                                                                               (4.43) 

 

Likewise, by substituting equation (4.41) into (4.37), c2 can be rewritten to 

analytically formulate the absolute velocity of the air flow at the exit of the diffuser 

as:  
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                                                                                                                               (4.44)                         

 

Since efficiency plays a key role in accurately estimating the thermodynamic power 

required to drive the rotor of the compressor, 
•

CW , the following section presents the 

third and last sub-model in this chapter that investigates analytically the efficiency of 

supercharging diesel centrifugal compressor with vanes-based diffuser. 

 

 

4.4. ANALYTICAL SUB-MODEL OF EFFICIENCY OF SUPERCHARGING 

DIESEL CENTRIFUGAL COMPRESSOR WITH VANES-BASED DIFFUSER 

 

In order to account for the bearing friction losses and fanning losses in the 

compressor, the efficiency of the compressor is modelled analytically as well in this 

study. The compressor total-to-total isentropic efficiency, ηCTT, is by definition given 

as follows following from the second law of thermodynamics (Heywood, 1988; 

Watson and Janota, 1982):      

trequiremenpower  micthermodyna actual
trequiremen power amic thermodynreversible

=CTTη                                                                (4.45)                         

Thus, following from equation (4.22), equation (4.45) can be rewritten as:  
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Hence, equation (4.46) can be rewritten as:  
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                                                                                 (4.47)                              

For the isentropic process between states 01 and 02s, equation (4.47) can be rewritten 

as follows by recalling the derived analytical isentropic relation between temperature 

and pressure from another research paper:     
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                                                                                    (4.48)                               

Since the compressor in supercharged diesel powertrains feeds the engine through a 

large manifold, much of the rotor exit kinetic energy pressure head, i.e. (P02 – P2), is 

usually dissipated as a heat loss and is not converted into pressure rise (Heywood, 

1988). Therefore, equation (4.48) should be rewritten as follows in order to reflect this 

fact:         
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                                                                                     (4.49)                              

By incorporating the influence of  ηCCT  on the thermodynamic power required to 

drive the rotor of the compressor, 
•

CW , equations (4.49) and (4.22) should be 

combined together as follows:                 
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                                                                                     (4.50)                              

In order to analytically evaluate the total power required to drive the compressor, 

•

CTW , the mechanical efficiency of the compressor, ηCM , should be incorporated into 

equations (4.50) as elucidated next:    
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In order to analytically model the mechanical efficiency of the compressor, ηCM , 

indicated in equation (4.51), let us recall the definition of mechanical efficiency in its 

mathematical form (Heywood, 1988):     

C

CF
CM

W

P
•

−=1η                                                                                                                                      (4.52)                            

In order to analytically model the power loss due to friction in compressor, PCF, 

indicated in equation (4.52), let us draw on the fundamental relation between the 

power loss due to friction in compressor, PCF, and the total friction mean effective 

pressure in compressor, PCTFME (Heywood, 1988):   

cCd

CF
CTFME V

nP
P

ω
=                                                                                                                                 (4.53)                             

The angular speed of the rotor of the compressor in revolution per minute, NCM, can be 

expressed in terms of the angular speed of the rotor of the compressor in radians per 

second, ωc, as follows:   

CMc N
60
2π

ϖ =                                                                                                                                     (4.54)                              
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The total friction mean effective pressure in compressor, PCTFME , by definition is 

given by the following expression (Harari and Sher, 1995):   

Cd

CC
CTFME V

I
P

απ2
=                                                                                                                              (4.55)                              

By combining equations (4.50), (4.53), and (4.55), equation (4.52) can be rewritten as:   

C
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η                                                                                                                  (4.56)                             
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CHAPTER 5 
 

DIESEL ENGINE ANALYTICAL MODEL 
 
 
 
 
5.1. OVERVIEW  

Since the most contributing part of the diesel powertrain to diesel exhaust is the diesel 

engine (Bala showry and Sita Rama Raju, 2010.), modeling diesel engines has 

received increasing attention. This chapter presents an analytical model of 

supercharged diesel engines, equipped with ETC, as the heart of the diesel powertrain. 

In this chapter, the in-cylinder gas speed dynamics, the fuel mass flow rate in the 

diesel engine fuel system, the brake power in the diesel engine are formulated 

analytically. Following from principles of physics, Chapter 5 contributes to the 

implementation of the 1st and 2nd pillars of the research philosophy adopted in this 

study with respect to the analytical modeling of the diesel powertrain fuel 

consumption rate in an endeavour to achieve the 1st objective in this research. In 

addition, this Chapter contributes to achieving the 1st objective of this research with 

respect to the analytical modeling of the diesel powertrain fuel consumption rate.   

  

 

5.2. IN-CYLINDER GAS SPEED DYNAMICS  

In order to evaluate the in-cylinder gas dynamic speed, 
•

Cylc , in terms of instantaneous 

piston speed and engine parameters, the momentum conservation is taken into 

consideration. Considering the control volume in the diesel engine cylinder shown in 

Figure 5.1, since there is no area change over the infinitesimal length of the engine 
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cylinder, dx, in the engine cylinder, the flow is thus assumed to be quasi one-

dimensional flow.   

 

 

Figure 5.1 

  Control volume in diesel engine cylinder for one-dimensional flow analysis 

 

 

The momentum conservation equation states that the net pressure forces plus the wall 

shear force acting on the control volume surface equal the rate of change of 

momentum within the control volume plus the net flow of momentum out of the 

control volume (Heywood, 1988). Thus, the net forces in the control volume shown in 

Figure 5.1, the rate of change of momentum within the control volume, the net flow of 

momentum across the control volume surface, and the total momentum are 

investigated in this section, respectively.  

 

 

5.2.1. The Net Forces  

The  net  forces  in  the  control volume shown in Figure 5.1 consist of pressure force 

and shear force. The net pressure force, FPress , can be evaluated as follows:  

( )Cyl
Cyl

CylCylCyless Adx
x

P
PAPF ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
∂

∂
+−=Pr                                                                     (5.1)                        
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By rearranging Equation (5. 1), the following follows:  

dx
x

P
AF Cyl

Cyless ∂

∂
−=Pr                                                                                              (5.2)                        

 

The net shear force, FShear , can be evaluated as follows:  

( )dxDF CylWShear πτ−=                                                                                             (5.3)                          

By definitions of the flow shear stress and flow friction coefficient, the following 

follows (Heywood, 1988):     

KinCylInW E−=ζτ                                                                                                         (5.4)                          

The kinetic energy per unit area, EKin, can be evaluated by definition as follows 

(Heywood, 1988):    

2

2
Cyl

CylKin

c
E ρ=                                                                                                      (5.5)                          

Therefore, combining Equations (5.3), (5.4), and (5.5) the following follows:   

 dx
Dc

F CylCylCylCylIn
Shear 2

2 πρζ −−=                                                                        (5.6)                         

 

 

5.2.2. The Rate of Change of Momentum Within the Control Volume  

The rate of change of momentum within the control volume in the engine cylinder 

shown in Figure 5.1, MMoment, can be evaluated from the fundamental definition of 

momentum and force as follows (Heywood, 1988):   

( )MomentCylMoment Fc
t

M
∂
∂

=                                                                                          (5.7)                          

The force that generated this momentum, FMoment, can be evaluated from its 

fundamental definition as follows (Heywood, 1988):     

CylCylMoment VF ρ=                                                                                                       (5.8)                         
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Thus, combining Equations (5.7) and (5.8) together leads to the following:  

( )dxAc
t

M CylCylCylMoment ρ
∂
∂

=                                                                                 (5.9)                          

 

 

5.2.3. The Net Flow of Momentum Across the Control Volume Surface  

The net flow of momentum across the control volume surface in the engine cylinder 

shown in Figure 5.1, MNet, can be evaluated from the fundamental definition of 

momentum as follows (Heywood, 1988):     
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By simplifying, ignoring mathematically trivial terms, and rearranging Equation 

(5.10), the following follows:  

( )dxAc
x

M CylCylCylNet
2ρ

∂
∂

=                                                                                         (5.11)                         

 

 

5.2.4. The Total Momentum  

Therefore following from the fundamental definition of the momentum conservation 

and by combining Equations (5.2), (5.6), (5.9), and (5.11) the following follows:       
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x

c
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ζ                                (5.12)                         

Thus, the in-cylinder gas dynamic velocity can be expressed as follows following 

from simplifying and rearranging Equation (5.12):   

Cyl
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ρ
                                                      (5.13)                        
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By recalling the in-cylinder gas speed analytical formula (3.105) and combining this 

formula with Equation (5.13), the dynamic gas speed can be represented analytically 

as follows:  

Cyl

Cyl
CylIn

Cyl

Cyl

Cyl
D
c

x
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c
2

21
−

•
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⎠
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∂

∂
−= ζ
ρ

                                                                            (5.14)                         

Since a value of diameter, DCyl, can be assigned to the cylinder and the length of the 

stroke, LStroke, is relatively short Cylc
•

,  CylP  , Cylc , and Cylρ  can be considered 

constants with respect to x (Sulaiman, et al., 2010). Hence, establishing integration on 

equation (5.14) with respect to x leads to the following:  

Cyl

Cyl
CylIn

StrokeCyl

Cyl
Cyl D

c
L

P
c

2

2 −

•

−−= ζ
ρ

                                                                      (5.15)                          

 

 

5.3. FUEL MASS FLOW RATE IN THE DIESEL ENGINE FUEL SYSTEM  

The  direct  injection  common  rail  diesel fuel system that is widely adopted in 

vehicular diesel technology consists mainly of the following components: (i) fuel 

tank, (ii) fuel filter, (iii) fuel pump, (iv) pressure sensor, (v) common rail, (vi) 

governor, (vii) injectors. The fuel mass actual flow rate of this diesel fuel system 

under both steady speed and acceleration-based operating conditions will be 

analytically modelled in this section, respectively. 

 

 

5.3.1. Analytical Modeling of the Steady Speed-based Fuel Mass Actual Flow 

Rate in Diesel Engines 

In  diesel engine testing,  the fuel consumption is measured in terms of the fuel mass 



 104

 flow rate. In order to analytically model the fuel mass flow rate in diesel engines, let 

us apply a control volume to the fuel pump in the diesel fuel system. Let us first recall 

the definition of the actual fuel-to-air ratio, RF-A actual, (Obert, 1973) under steady 

speed condition:     

CylAllactualAFAFSS mRm
•

−

•

=                                                                                           (5.16)                        

By combining the definition of equivalence ratio, Φ , with equation (5.16), it follows 

that (Obert, 1973):     

CylAllstoichAFAFSS mRm
•

−

•

Φ=                                                                                       (5.17)                         

Taking into consideration that in diesel engines the actual mass flow rate of air 

primarily equals the theoretical mass flow rate of air since what primarily varies with 

load and accelerator pedal position is the mass flow rate of fuel, it thus follows from 

substituting equation (3.13) into equation (5.17) that:       

60
nNV

Rm mdVCyl
tricstoichiomeAFAFSS

ηρ
−

•

Φ=                                                                         (5.18)                         

The engine crankshaft rotational speed in (rad/s), w , can be as well analytically 

formulated as follows (Guensler et al., 2005):    

wr

dtS

r
GGVw =                                                                                                           (5.19)                        

Thus, following from equation (5.19), the actual mass flow rate of fuel in the diesel 

engine under the steady speed condition in (kg/s), AFSSm
•

, indicated in equation (5.18) 

can be analytically reformulated as follows:     

wr

dtSdVCyl
stoichAFAFSS

r
nGGVV

Rm
π

ηρ
2−

•

Φ=                                                                     (5.20)                         

The Vd term in equation (5.20) can be rewritten in terms of the number of cylinders of 

the engine as follows:    
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CylCyldd NVV −=                                                                                                        (5.21)                        

Substituting equation (5.21) into equation (5.20) leads to the final formulation of the 

actual mass flow rate of fuel in the diesel engine under the steady speed condition in 

(kg/s), AFSSm
•

:   

wr

dtSCylCyldVCyl
stoichAFAFSS

r
nGGVNV

Rm
π

ηρ
2

−
−

•

Φ=                                                   (5.22)                               

The key explanatory variable in equation (5.22) is SV . Analytically modeling the 

steady speed-based fuel mass actual flow rate in diesel engines paves the way for 

analytically modeling the acceleration-based fuel mass actual flow rate in diesel 

powertrain fuel system. 

 

 

5.3.2. Analytical Modeling of the Acceleration-based Fuel Mass Actual Flow Rate 

in Diesel Powertrain Fuel System 

As a matter of fact, the speed and acceleration data on the majority of trucks and light 

duty commercial vehicles are based on steady state conditions and acceleration ranges 

from - 0.3 m/s2 to 0.3 m/s2 (Rakha, et al., 2003). Following from the analytical 

modeling of the AFSSm
•

, this section thus will present the analytical models of the 

actual mass flow rate of fuel in diesel engines under negative acceleration ranges from 

-1.5 m/s2 up to 0 m/s2 for both low speed cycles, NLSAFm
•

, and high speed cycles, 

NHSAFm
•

. It is noteworthy that the low speed cycles are the standard cycles of speed of 

less than or equal to half of the average speed of the maximum speed cycle which is 

the Freeway High Speed Cycle. This section will also present the actual mass flow 
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rate of fuel in diesel engines under positive acceleration ranges from 0.1 m/s2 up to 0.9 

m/s2 for both low speed cycles, LSAFPm 1

•

, and high speed cycles, HSAFPm 1

•

. This section 

will present as well the actual mass flow rate of fuel in diesel engines under positive 

acceleration ranges from 1 m/s2 up to 2 m/s2, for both low speed cycles LSAFPm 2

•

, and 

high speed cycles, HSAFPm 2

•

.   

          Under the acceleration-based operating condition, the influence of the number 

of power strokes per cycle becomes more noticeable on the rate of fuel consumption. 

In addition, it has been recently found that the acceleration-based actual rate of 

vehicle fuel consumption is exponentially proportional to vehicle acceleration (Rakha, 

et al., 2003). The exponential function, ex, can be considered basically dimensionless 

since the basic representation of ex in the mathematical expansion of ex is “1” which is 

a dimensionless quantity. Therefore, the actual mass flow rate of fuel in diesel engines 

under negative acceleration ranges from -1.5 m/s2 up to 0 m/s2 for low speed cycles,  

NLSAFm
•

, and for high speed cycles,  NHSAFm
•

, can be formulated as follows following 

from equation (5.22):       

( ) 8.4

2

19.1
n

Va

wr

dtSCylCyldVCyl
stoichAFNLSAF

SVS

e
r

nGGVNV
Rm

π
ηρ −

−

•

Φ=                                              (5.23)                         

The key explanatory variables in equation (5.23) are SV  and VSa . Equation (5.23) is 

dimensionally correct which supports the validity of this developed model. In a 

similar fashion, NHSAFm
•

 can be formulated as follows:   

( ) 2.5

2

19.1
n

Va

wr

dtSCylCyldVCyl
stoichAFNHSAF

SVS

e
r

nGGVNV
Rm

π
ηρ −

−

•

Φ=                                           (5.24)                         
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The key explanatory variables in equation (5.24) are SV  and VSa . Equation (5.24) is 

dimensionally correct which supports the validity of this developed model. 

       The actual mass flow rate of fuel in diesel engines under positive acceleration 

ranges from 0.1 m/s2 up to 0.9 m/s2 for low speed cycles,  LSAFPm 1

•

, and for high speed 

cycles,  HSAFPm 1

•

, can also be formulated following from equation (5.22) as follows:     

25.0
78.0

1
2

+−
−

•

Φ= VSa

wr

dtSCylCyldVCyl
stoichAFLSAFP e

r
nGGVNV

Rm
π

ηρ                                         (5.25)                          

The key explanatory variables in equation (5.25) are SV  and VSa . Equation (5.25) is 

dimensionally correct which supports the validity of this developed model. Similarly, 

HSAFPm 1

•

 can be analytically modeled as follows:  

5.0
78.0

1
2

+−
−

•

Φ= VSa

wr

dtSCylCyldVCyl
stoichAFHSAFP e

r
nGGVNV

Rm
π

ηρ                                        (5.26)                          

The key explanatory variables in equation (5.26) are SV  and VSa . Equation (5.26) is 

dimensionally correct which supports the validity of this developed model.  

          The actual mass flow rate of fuel in diesel engines under positive acceleration 

ranges from 1 m/s2 up to 2 m/s2 for low speed cycles,  LSAFPm 2

•

, and for high speed 

cycles,  HSAFPm 2

•

, can as well be modeled following from equation (5.22):  

VSa

wr

dtSCylCyldVCyl
stoichAFLSAFP e

r
nGGVNV

Rm
π

ηρ
2

78.0

2
−

−

•

Φ=                                             (5.27)                          

The key explanatory variables in equation (5.27) are SV  and VSa . Equation (5.27) is 

dimensionally correct which supports the validity of this developed model. In a 

similar fashion, HSAFPm 2

•

 can be analytically modeled as follows:  
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( ) VSan

wr

dtSCylCyldVCyl
stoichAFHSAFP e

r
nGGVNV

Rm
25.0

2

78.0

2
π

ηρ −
−

•

Φ=                                        (5.28)                         

The key explanatory variables in equation (5.28) are SV  and VSa . Equation (5.28) is 

dimensionally correct which supports the validity of this developed model.  

 

 

5.4. BRAKE POWER IN THE DIESEL ENGINE  

It follows from the fundamental definition of the indicated power of the diesel engine 

that (Ganesan, 2008):   

WSWSI NW=Γ                                                                                                          (5.29)                         

The term WSW  in equation (5.29) can be analytically figured out as follows:  

CylStrokePistonWS NLFW =                                                                                          (5.30)                          

Also, the term WSN  in equation (5.29) can be analytically figured out as follows:  

n
N

N S
WS =                                                                                                             (5.31)                          

Further, the term PistonF  in equation (5.30) can be analytically formulated as follows:  

PistonIMEPiston AF Γ=                                                                                                 (5.32)                         

Recalling the definition of lTheoriticaCylV
•

 in terms of Ns and Vd :  

d

lTheoriticaCyl
S V

VN
•

=                                                                                                    (5.33) 

The term IMEΓ  in equation (5.32) can thus be analytically formulated similar to the 

definition of lTheoriticaCylV
•

 indicated in equation (5.33):  

radd

I
IME V −

Ω
=Γ                                                                                                           (5.34)                         
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The term raddV −  in equation (5.34) can be analytically formulated as follows for four-

stroke engines:  

π4
d

radd
V

V =−                                                                                                             (5.35)                         

The term dV  in equation (5.35) can be analytically formulated as follows:  

CylStrokePistond NLAV =                                                                                              (5.36)                         

Substituting equation (5.36) into equation (5.35), equation (5.35) into equation (5.34), 

equation (5.34) into equation (5.32), equation (5.32) into equation (5.30), and 

equations (5.31) and (5.30) into equation (5.29), equation (5.29) can be rewritten as 

follows:  

n
NSI

I
Ω

=Γ
π4                                                                                                     (5.37)                         

For four-stroke engines, equation (5.37) can be simplified as follows:  

SII NΩ=Γ π2                                                                                                      (5.38)                          

The brake power ( BΓ ) and brake torque ( BΩ ) of the engine can be analytically 

formulated as follows following from the definition of the diesel engine mechanical 

efficiency, EMη , respectively:  

LBIEMB Γ−Γ=Γ η                                                                                                    (5.39)                         

LBIEMB Ω−Ω=Ω η                                                                                                 (5.40)                        

Substituting equations (5.39) and (5.40) into (5.38), BΓ  in (W) can be analytically 

formulated as follows:  

( ) LBSLBBB N Γ−Ω+Ω=Γ π2                                                                                 (5.41)                         

 

Substituting equation (5.19) into equation (5.41) leads to the analytical formulation of 

the brake power ( BΓ ) of the four-stroke engine:   
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( ) LBLBB
wr

dtS
B r

GGV
Γ−Ω+Ω=Γ                                                                             (5.42)                        
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CHAPTER 6 
 
DIESEL POWERTRAIN EXHAUST SYSTEM AND REGULATED 

EMISSIONS RATE ANALYTICAL MODEL 
 
 
 
 
6.1. OVERVIEW   

Vehicle emission rate models are currently the primary tool for evaluating the regional 

impacts of transportation projects and in evaluating developed transportation 

technologies. This chapter presents and validates an analytical model of diesel exhaust 

system and regulated emissions rate. It commences with exploring the key 

components of diesel exhaust system. Then, an analytical model of the energy 

available in the exhaust of supercharged diesel powertrains is presented. The pressure 

difference and instantaneous speed across diesel exhaust system are analytically 

modelled after that. An analytical model of the percentage of unburned fuel in diesel 

powertrains is then presented. The proportions of main species of diesel exhaust 

emission are presented after that. Since Carbon dioxide (CO2) naturally exists in fresh 

air, catalytic converters usually convert Carbon monoxide (CO) into CO2, key vehicle 

emissions models such as INTEGRATION do not count CO2 among harmful vehicle 

emissions, key vehicle emissions models focus on CO when it comes to COx 

(Masterton and Huley, 2009; Rakha, et al., 2003). Thus, the steady speed diesel 

exhaust emission rate of CO is then analytically modelled. An analytical model of the 

steady speed diesel exhaust emission rate of Nitric oxides is developed after that. 

Finally, the steady speed diesel exhaust emission rate of hydrocarbons (HC) is then 

analytically modelled. Following from principles of physics, Chapter 6 contributes to 

the implementation of the 1st and 2nd pillars of the research philosophy adopted in this 

study with respect to the analytical modeling of the diesel regulated emissions rate in 
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an endeavour to achieve the 1st objective in this research. In addition, this Chapter 

contributes to achieving the 1st objective of this research with respect to the analytical 

modeling of the diesel regulated emissions rate.    

 

 

6.2. ANALYTICAL MODEL OF PRESSURE DROP AND INSTANTANEOUS 

SPEED ACROSS DIESEL EXHAUST SYSTEM  

Exhaust system components specifications, e.g. the pipe diameter, component length, 

catalytic converter size, muffler size, and exhaust manifold design are engineered to 

provide proper exhaust flow to reduce power losses due to pumping, to provide proper 

silencing, and to provide proper emission levels on a particular engine (Usan, 2005). 

This is particularly true in light of the fact that passing of exhaust gases more freely 

lowers the back pressure, which is inherent in the exhaust system (Usan, 2005). Thus, 

this section investigates the instantaneous speed and pressure difference across the 

diesel exhaust system. Let us start with the instantaneous speed across the diesel 

exhaust system. The exhaust flow that comes out from all the cylinders of a multi-

cylinder engine is considered steady-flow (Obert, 1973). Thus, following from the 

principle of continuity of fluid flow, it follows for each component j in the diesel 

exhaust system indicated in Figure 6.1 that:    

jExhaustjExhaustExhaustExhaust vAm ρ=
•

                                                                            (6.1)                        
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Figure 6.1 

Exhaust system main components 

 

 

Combining the principle of conservation of mass at the time of opening the exhaust 

valve with equation (6.1) leads to the following (Obert, 1973):     
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                                                                                                                                 (6.2)                         

By simplifying equation (6.2), the exhaust flow local velocity at component j in the 

diesel exhaust system, jExhaustv , can be analytically modeled as follows:     

⎥⎦
⎤

⎢⎣
⎡ +

⎟
⎠
⎞

⎜
⎝
⎛ +

=
••

••

fuelfuelCylCylAlljExhaust

fuelCylAll

jExhaust

mmA

mm
v

ρρ

2

                                                        (6.3)                        
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For a given intercooler efficiency, ηIntercooler , and for a given volumetric efficiency of 

the engine, ηV, the CylAllm
•

 is analytically formulated in equation (3.13).                       

The Cylρ  indicated in equation (6.3) can be formulated analytically following from the 

ideal gas law as follows:  

i

i
Cyl TR

P
=ρ                                                                                                                (6.4)                      

 
Now, let us investigate the pressure drop across the diesel exhaust system. Throughout 

the diesel exhaust system, Bernoulli’s equation is applicable. Thus, the dynamic 

pressure drop at each of the nine components of the diesel exhaust system indicated in 

Figure 6.1, jExhaustP∆ , is given as follows neglecting the negligible difference in 

altitude within the diesel exhaust system:      

2

2
1

jExhaustfueljExhaust vP ρ=∆                                                                                (6.5)                        

Combining equations (6.3), (6.4) and (6.5), the total quasi-steady pressure loss due to 

friction across the diesel exhaust system, frictionExhaustP∆ , can be therefore analytically 

formulated as follows:  

∑
=

=∆
9

1

2

2
1

j
jExhaustfuelfrictionExhaus vP ρ                                                                          (6.6)                        

Having seen this, let us now investigate how much unburned fuel exists in the exhaust 

flow in diesel powertrains. 

 

 

6.3. ANALYTICAL MODEL OF PERCENTAGE OF UNBURNED FUEL IN 

DIESEL POWERTRAINS 

Among  the  drawbacks  of  diesel  engines  is  that  fuel  droplets  don't   combust 
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 quickly/completely compared to a premixed charge, with a sudden change of engine 

speed. Thus, diesel engines are preferably used in transportation devices which 

usually maintain a constant rpm, e.g. semi-trucks and trains, and are not typically used 

in automobiles which take on a lot of stop and go traffic (Usan, 2005). Unburned 

diesel fuel is an organic grouping detectable within an exhaust sample (Bramston-

Cook, et al., 2000). In order to analytically model the percentage of unburned fuel 

without regeneration for a diesel engine, UnburnedR , let us first recall the relationship 

between the percentage of unburned fuel for a single cylinder engine, CylUnburnedR ,  and 

the percentage of burned fuel for a single cylinder engine, CylBurnedR , in diesel engines:     

( )BurnedCyllUnburnedCy RnR −= 15                                                                                      (6.7)                         

 

The percentage of burned fuel for a single cylinder engine, BurnedCylR , indicated in 

equation (6.7) in turn can be analytically formulated as follows:  

Fuel

Combustion
BurnedCyl E

ER =                                                                                                 (6.8)                         

 

The power consumed/released during combustion, CombustionE , indicated in equation 

(6.8) can be analytically modeled following from the first law of thermodynamics on 

energy conservation as follows (Heywood, 1988):   

⎥
⎦

⎤
⎢
⎣

⎡
∆−∆= ∑∑

•

oductsi
oductsifoductsi

tsaci
tsaciftsaci

Cyl

SSexhuast
Combustion hnhn

N
mE

Pr
Pr,Pr

tanRe
tanRe,tanRe        (6.9)                          

 

The total power that can be generated from diesel fuel, FuelE , indicated in equation 

(6.8) can be analytically modeled as follows (Heywood, 1988):   
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LHV
Cyl

AFSS
Fuel Q

N
mE
•

=                                                                                                    (6.10)                        

 

Substituting equations (6.9) and (6.10) into equation (6.8):  

LHVAFSS

oductsi
oductsifoductsi

tsaci
tsaciftsaciSSexhuast

Burned

Qm

hnhnm
R •

•

⎥
⎦

⎤
⎢
⎣

⎡
∆−∆

=
∑∑

Pr
Pr,Pr

tanRe
tanRe,tanRe

          (6.11)                          

 

Substituting equation (6.11) into equation (6.7):  

⎟
⎟
⎟
⎟
⎟
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⎝
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⎜
⎜
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⎝
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⎥
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⎤
⎢
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⎡
∆−∆

⎟
⎠
⎞

⎜
⎝
⎛−= •

•

∑∑

LHVAFSS

oductsi
oductsifoductsi

tsaci
tsaciftsaciSSexhuast
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Qm

hnhnm
nR Pr

Pr,Pr
tanRe

tanRe,tanRe
5

100
11

                                                                                                                                 (6.12)                     

  

Rearranging equation (6.12):  

⎟⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜

⎝

⎛
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⎟

⎠

⎞
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⎝

⎛

⎥
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⎦

⎤
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⎣

⎡ ∆−∆

⎟⎟
⎟
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⎞
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⎜

⎝

⎛
⎟
⎠
⎞

⎜
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⎛−=
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•

•

LHV

oductsi
oductsifoductsi
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tsaciftsaci

AFSS

SSexhuast
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hnhn

m

mnR Pr
Pr,Pr

tanRe
tanRe,tanRe

5

100
11                            

                                                                                                                                (6.13) 

 

It follows from the principle of conservation of mass that:  

CylAllAFSSSSexhuast mmm
•••

+=                                                                                        (6.14)                         

 

The CylAllm
•

 is analytically formulated in equation (3.13). The engine crankshaft 

rotational speed in (rad/s), w , is analytically formulated in equation (5.19). 

Substituting equations (3.13) and (5.19) into equation (6.13):  
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                                                                                                                                (6.15)                         

 

For multi-cylinder diesel engines, the percentage of unburned fuel without 

regeneration in diesel engines, UnburnedR , in (ppm) can be analytically formulated 

following from equation (6.15) as follows:  
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                                                                                                                               (6.16)                          

  

For four-stroke multi-cylinder diesel engines, the percentage of unburned fuel without 

regeneration in diesel engines, UnburnedR , in (ppm) can be analytically formulated 

following from equation (6.16) as follows:  
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                                                                                                                              (6.17) 

 

The analytical modeling of the UnburnedR  paves the way to analytically model the 

steady speed exhaust emission rate of CO in diesel engines.  

 

 

6.4. ANALYTICAL MODEL OF STEADY SPEED EXHAUST EMISSION 

RATE OF CARBON MONOXIDE DIESEL EXHAUST EMISSIONS  

The rate of the steady speed-based total CO exhaust emissions in (kg/s), SSTCOR , is the 

algebraic summation of the rate of the steady speed-based CO exhaust emissions that 

result from CO2 dissociation in (kg/s), 2OCOSSCOR + , and the rate of the steady speed-
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based CO exhaust emissions that result from the Water-Gas-Shift reaction in (kg/s), 

OHCOSSCOR 2+ , which are both the key sources of generating CO in the exhaust system 

as indicated in equation (6.18):       

OHCOSSCOOCOSSCOSSTCO RRR 22 ++ +=                                                                              (6.18)                         

The analytical modeling of the 2OCOSSCOR +  and the OHCOSSCOR 2+  will be developed in 

this section. Let us first investigate the analytical modeling of the 2OCOSSCOR +  that is 

based on the CO2 dissociation.  

 

 

6.4.1. Analytical Model of the Rate of the Steady Speed-based CO Exhaust 

Emissions that Result from CO2 Dissociation  

The stoichiometric chemical reaction of the combustion of diesel fuel no. 2 in diesel 

engines that reflects the influence of fuel composition on combustion is given as 

follows:     

222227.1 3637.585.03637.5425.1 NzOHzCOzNzOzHC ZZ ++⎯→⎯++          

                                                                                                                               (6.19)                         

As a matter of fact, the combustion in diesel engines is usually incomplete in reality. 

Hence, the equivalence ratio, Φ, which reflects the influence of the actual 

concentration of reactants, should appear in the chemical equation of the combustion 

of diesel fuel. In addition, the percentage of burned fuel with respect to total fuel 

supplied to the cylinder of the engine, i.e. (1-RUnburned), should appear in the chemical 

equation of the combustion of diesel fuel as well. Therefore, the actual chemical 

reaction of the combustion of diesel fuel no. 2 in diesel engines is given as follows 

following from chemical equation (6.19):   
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( ) ( ) ( )

( ) ( ) ( ) ( )
2222

227.1

13637.5
111425.1185.01

13637.51425.1
1

N
Rz

ORzOHRzCORz

N
Rz

O
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Unburned
UnburnedUnburnedUnburned

UnburnedUnburned
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φφ

φφ
−

+⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−−+−+−⎯→⎯

−
+

−
+−                                            

                                                                                                                                (6.20)                                             

The CO2 dissociation is therefore described in the following chemical reaction 

following from chemical equation (6.20):         

( ) ( ) ( )
22 2

111 ORzCORzCORz Unburned
UnburnedUnburned

−
+−⇔−                                                  (6.21)                        

The forward reaction rate at equilibrium, 2OCOR +
+  in (s-1), can be thus analytically 

formulated as follows:  

( ) ][1 222 COKRR OCOUnburnedOCO ++
+ −=                                                                            (6.22)                        

Applying the definition of the forward reaction rate at equilibrium, 2OCOR +
+ , to the 

CO2 dissociation indicated in chemical equation (6.21) leads to:  

22 OCOmolarCOmoleperOCOinCO RMR +
+

+ =                                                                            (6.23)                        

The 2OCOSSCOR +  in (kg /s) can thus be analytically formulated following from equation 

(9) as follows:  

avgmolarfuel

SmoleperOCOinCOSSactualfuel

OCOSSCO aM
VRm

R 2
2

+

•

+ =                                                                  (6.24)                         

Equation (6.24) gives 2OCOSSCOR +  in (kg/s) in a dimensionally correct form. Hence, 

substituting equations (6.22) and (6.23) into equation (6.24) leads to:    

( )( )
avgmolarfuel

SOCOUnburnedmolarCOSSactualfuel

OCOSSCO aM
VCOKRMm

R
][1 22

2
+

•

+

−
=                                                (6.25)                         

The steady speed-based fuel mass flow rate, SSactualfuelm
•

, can be analytically 

formulated as follows [16]:   

wr

dtSdVCyl
stoichAFAFSS

r
nGGVV

Rm
π

ηρ
2−

•

Φ=                                                                       (6.26)                          
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The CO2 dissociation is sensitive to high temperature so that the influence of the 

number of power strokes per mechanical cycle becomes more apparent in CO2 

dissociation. The rate of the steady speed-based CO exhaust emissions that result from 

CO2 dissociation for four-stroke diesel engines in (kg/s), 2OCOSSCOR + , can be hence 

analytically formulated following from substituting equation (6.26) into equation 

(6.25):  

( ) ( )( )
molarfuelwr

OCOUnburnedmolarCO
dtSdVCylstoichAFOCOSSCO Mr

COKRM
nGGVVRR

π
ηρ

2
][1 22.122 2

2

+−
−+

−
Φ=      

                                                                                                                               (6.27)                       

The key explanatory variable in equation (6.27) is SV . Equation (6.27) is 

dimensionally correct which supports the validity of this developed model. Let us now 

turn to the analytical formulation of the rate of the steady speed-based CO exhaust 

emissions that result from the Water-Gas-Shift reaction in (kg/m), OHCOSSCOR 2+ .   

 

 

6.4.2. Analytical Model of the Rate of the Steady Speed-based CO Exhaust 

Emissions that Result from the Water-Gas-Shift Reaction  

The chemical reaction of the water-gas-shift in the combustion of diesel fuel no. 2 in 

diesel engines is given following from chemical equation (6.20) as follows (Brown et 

al., 2009):   

( ) ( ) ( ) ( ) 222 185.0185.0185.0185.0 HRzCORzOHRzCORz UnburnedUnburnedUnburnedUnburned −+−⇔−+−     

                                                                                                                               (6.28)         

                                                                                                                                                                                                                      

For low speed cycles, the reverse reaction rate at equilibrium, OHCOR 2+
−  in (M.s-1), 

can be thus analytically formulated as follows:  
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( ) ][][1 2222 HCOKRR OHCOUnburnedOHCO ++
− −=                                                              (6.29)                          

 

Applying the definition of the reverse reaction rate at equilibrium, OHCOR 2+
− , to the 

water-gas-shift reaction indicated in chemical equation (6.28) leads to:   

OHCOmolarCOmoleperHCOinCO RMR 220 +
−

+ =                                                                        (6.30)                         

  

The OHCOSSCOR 2+  in (kg.mol.L-1.s-2) can thus be analytically formulated following 

from equation (6.30) as follows:  

molarfuel

moleperHCOinCOSSactualfuel

OHCOSSCO M
Rm

R 20
2

+

•

+ =                                                                     (6.31)                         

 

The OHCOSSCOR 2+  in (kg.mol.L-1.s-2) can hence be analytically formulated as follows 

by substituting equations (6.29) and (6.30) into equation (6.31):   

( )
molarfuel

OHCOUnburnedmolarCOSSactualfuel

OHCOSSCO M
HCOKRMm

R
][][1 222

2
+

•

+

−
=                                                (6.32)                         

In order to formulate OHCOSSCOR 2+  in (kg/s), equation (6.32) can be rewritten as 

follows:  

( )( )( )
waM

VHCOKRMm
R

avgmolarfuel

SOHCOUnburnedmolarCOSSactualfuel

OHCOSSCO

][][1 22
2

2
2

+

•

+

−
=

                                              (6.33)                          

Equation (6.33) gives OHCOSSCOR 2+  in (kg/s) in a dimensionally correct form. The 

engine crankshaft rotational speed, w , is analytically formulated in equation (5.19). 

Since the formation of the CO emission is highly sensitive to high temperature, the 

influence of the number of power strokes per cycle is noticeable on the CO emission 

rate. In addition, it has been recently found that vehicle speed has an exponential 

influence on the CO emission rate (Rakha, et al., 2003). Therefore, the rate of the 

steady speed-based CO exhaust emissions that result from the Water-Gas-Shift 
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reaction for low speed cycles in (kg/s), LSOHCOSSCOR 2+ , for four-stroke diesel engines 

can be modeled as follows by substituting equations (6.26) and (5.19) into equation 

(6.33):  

( ) ( )( )( )
molarfuel

OHCOUnburnedmolarCO
V

SdVCylstoichAFLSOHCOSSCO M
HCOKRM

nVVRR
S

π
ηρ

2
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2
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7.1 2

2
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⎞
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⎝

⎛
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−+

−
Φ=

                                                                                                                              (6.34)     

                                                                                                                                                                                 

The rate of the steady speed-based CO exhaust emissions that result from the Water-

Gas-Shift reaction for high speed cycles in (kg/s), HSOHCOSSCOR 2+ , for four-stroke 

diesel engines can also be thus modeled as follows by substituting equations (6.26) 

and (5.19) into equation (6.33):  

( )( )( )
molarfuel

OHCOUnburnedmolarCOn

V

SdVCylstoichAFHSOHCOSSCO M
HCOKRM

enVVRR
S

π
ηρ

2
][][1 22

2
57.2 201.5

2

+−
−+

−
Φ=

                                                                                                                              (6.35)  

The key explanatory variable in equations (6.34) and (6.35) is SV . Equations (6.34) 

and (6.35) are dimensionally correct which supports the validity of this developed 

model. The next key component of diesel exhaust regulated emissions is NOx.   

 

 

6.5. ANALYTICAL MODEL OF STEADY SPEED EXHAUST EMISSION 

RATE OF NOx DIESEL EXHAUST EMISSIONS  

The rate of the steady speed-based total NOx exhaust emission in  (kg/s), SSTNOxR ,  is 

 the algebraic summation of the rate of the steady speed-based NO exhaust emission, 

SSTNOR  and the rate of the steady speed-based NO2 exhaust emission, SSNOR
2

, as 

indicated in equation (6.36):        

SSNOSSTNOSSTNOx RRR
2

+=                                                                                       (6.36)                          



 123

 

The SSTNOR  is the algebraic summation of the rate of the steady speed-based NO 

emission that results from Zeldovich mechanism, ZMSSNOR  (i.e. N2+O2↔2NO), the 

rate of the steady speed-based NO emission that results from extended Zeldovich 

mechanism, EZMSSNOR  (i.e. N+OH↔NO+H), and the rate of the steady speed-based 

NO emission that results from super extended Zeldovich mechanism, SEZMSSNOR  (i.e. 

N2O+H↔NO+NH). This is indicated in equation (6.37):  

SEZMSSNOEZMSSNOZMSSNOSSTNO RRRR ++=                                                                (6.37)                         

 

The analytical models of the ZMSSNOR  in (kg/s) for both low speed cycles and high 

speed cycles, the EZMSSNOR  in (kg/s) for both low speed cycles and high speed cycles, 

the SEZMSSNOR  in (kg/s) for both low speed cycles and high speed cycles, and the 

SSNOR
2

 in (kg/s) for both low speed cycles and high speed cycles will be developed in 

the next four sub-sections, respectively.    

    

 

6.5.1. Analytical Model of Zeldovich Mechanism to Form NO  

The Zeldovich mechanism to form NO is described in the following chemical reaction 

following from chemical equation (6.20) (Hong et al., 2006; Brown et al., 2009):     

( ) ( ) ( ) NORzORzNRz UnburnedUnburnedUnburned ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−−⇔⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
−−+⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
−− 11185.2111425.1111425.1 22 φφφ

   (6.38)  

                                                                                                                                                                                                                                                                                                                                                                                                     

The forward reaction rate at equilibrium, 22 ONR +
+  in (mol.s-1.L-1), can be thus 

analytically formulated based on the law of mass action as follows:  

( ) ][][1 222222 ONKRR ONUnburnedON ++
+ −=                                                                  (6.39)                        
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Applying the definition of the forward reaction rate at equilibrium, 22 ONR +
+ , to the 

Zeldovich mechanism of forming NO indicated in chemical equation (6.38) leads to:  

2222
ONmolarNOmoleperONinNO RMR +

+
+ =                                                                        (6.40)                          

   

The ZMSSNOR  in (kg.mol/s) can thus be analytically formulated following from 

equation (6.40) as follows:  

( )avgmolarfuel

SmixturemoleperONinNOAFSS

ZMSSNO aM
VVRm

R 22+

•

=                                                           (6.41)                          

Equation (6.41) gives ZMSSNOR  in (kg.mol/s) in a dimensionally correct form. Hence, 

substituting equations (6.39) and (6.40) into equation (6.41) leads to:    

( )( )
( )avgmolarfuel

SmixtureONUnburnedmolarNOAFSS

ZMSSNO aM
VVONKRMm

R
][][1 2222+

•

−
=                            (6.42)                         

Equation (6.42) is dimensionally correct which supports the validity of this developed 

model. In order to formulate ZMSSNOR  in (kg/s), equation (6.42) can be rewritten as 

follows:  

( )( )
( )waM

VKONKRMm
R

avgmolarfuel

SONONUnburnedmolarNOAFSS

ZMSSNO
2222 ][][1

22 ++

•

−
=                           (6.43) 

 

The engine crankshaft rotational speed, w , is analytically formulated in equation 

(5.19). Also, SSactualfuelm
•

 is analytically formulated in equation (5.22). Hence, ZMSSNOR  

in (kg/s) can be formulated as follows by substituting equations (5.19) and (5.22) into 

equation (6.43):  

( )( )( )
molarfuel

ONUnburnedmolarNOSdVCylstoichAF
ZMSSNO M

ONKRMnVVR
R

π
ηρ

2
][][1 22

2
22+− −Φ

=                 (6.44) 
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Since the formation of the Zeldovich mechanism-based NO emission is highly 

sensitive to high temperature, the influence of the number of power strokes per cycle 

is noticeable on the Zeldovich mechanism-based NO emission rate. In addition, it has 

been recently found that vehicle speed has an exponential influence on the NOx 

emission rate (Rakha et al. 2003). Therefore, ZMSSNOR  in (kg/s) can be modeled as 

follows for low speed cycles, ZMLSSSNOR , following from equation (6.44):       

( ) ( )( )( ) ( ) ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

+
−

− −Φ
=

7.3
22

2
][][1 22

282.2
n
V

molarfuel

ONUnburnedmolarNOSdVCylstoichAF
ZMLSSSNO

S

e
M

ONKRMnVVR
R

π
ηρ   (6.45)                        

Also, ZMSSNOR  in (kg/s) can thus be modeled as follows for high speed cycles, 

ZMHSSSNOR , following from equation (6.44):  

( )( )( ) ( ) ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

+
−

− −Φ
=

55.3
22

2
][][1 22

297.3
n
V

molarfuel

ONUnburnedmolarNOSdVCylstoichAF
ZMHSSSNO

S

e
M

ONKRMnVVR
R

π
ηρ   (6.46)                        

The key explanatory variable in equations (6.45) and (6.46) is SV .  Let us now turn to 

the analytical formulation of the EZMSSNOR  in (kg/s).  

 

 

6.5.2. Analytical Model of Extended Zeldovich Mechanism to Form NO  

The  extended  Zeldovich  mechanism  to   form  NO  is  described  in  the  couple  of 

 chemical reactions presented in equations (6.47) and (6.48) following from equation 

(6.20) (Heywood, 1988; Lavoie et al., 1970):                    

( ) ( ) ( ) ∆+−+−⇔∆+− OHRzHRzOHRz UnburnedUnburnedUnburned 185.0185.0185.0 2                (6.47)                        

( ) ( ) ( ) ( ) HRzNORzOHRzNRz UnburnedUnburnedUnburnedUnburned −+−⇔−+− 185.0185.0185.0185.0 (6.48)                        

 

The forward reaction rate at equilibrium, OHNR +
+  in (mol.s-1.L-1), can be hence 

analytically formulated based on the law of mass action as follows:    
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( ) ][][1 OHNKRR OHNUnburnedOHN ++
+ −=                                                                  (6.49)                         

  

Applying the definition of the forward reaction rate at equilibrium, OHNR +
+ , to the 

extended Zeldovich mechanism of forming NO indicated in chemical equation (6.48) 

leads to:  

OHNmolarNOmoleperOHNinNO RMR +
+

+ =                                                                          (6.50)                         

   

The EZMSSNOR  in (kg.mol/s) can thus be analytically formulated following from 

equation (6.50) as follows:  

( )avgmolarfuel

SmixturemoleperOHNinNOSSactualfuel
EZMSSNO aM

VVRm
R +

•

=                                                    (6.51)                         

Equation (6.51) gives EZMSSNOR  in (kg.mol/s) in a dimensionally correct form. 

Therefore, substituting equations (6.49) and (6.50) into equation (6.51) leads to:   

( )( )
( )avgmolarfuel

SmixtureOHNUnburnedmolarNOSSactualfuel

EZMSSNO aM
VVOHNKRMm

R
][][1 +

•

−
=                  (6.52)                         

Equation (6.52) is dimensionally correct which supports the validity of this developed 

model. In order to formulate EZMSSNOR  in (kg/s), equation (6.52) can be rewritten as 

follows:    

( )( )
( )waM

VKOHNKRMm
R

avgmolarfuel

SOHNOHNUnburnedmolarNOSSactualfuel

EZMSSNO
++

•

−
=

][][1                  (6.53)                         

Hence, EZMSSNOR  in (kg/s) can be formulated as follows by substituting equations 

(5.19) and (5.22) into equation (6.53): 

( )( )( )
molarfuel

OHNUnburnedmolarNOSdVCylstoichAF
EZMSSNO M

OHNKRMnVVR
R

π
ηρ

2
][][1 2

+− −Φ
=               (6.54)                         
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Since the formation of the extended Zeldovich mechanism-based NO emission is 

highly sensitive to high temperature, the influence of the number of power strokes per 

cycle is noticeable on the extended Zeldovich mechanism-based NO emission rate. In 

addition, it has been recently found that vehicle speed has an exponential influence on 

the NOx emission rate (Rakha et al. 2003). Hence, EZMSSNOR  in (kg/s) can be modeled 

as follows for low speed cycles, EZMLSSSNOR , following from equation (6.54):  

( )( )( ) ( ) ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

+
−

− −Φ
=

9.3

2
][][1 265.2

n
V

molarfuel

OHNUnburnedmolarNOSdVCylstoichAF
EZMLSSSNO

S

e
M

OHNKRMnVVR
R

π
ηρ    

                                                                                                                                 (6.55)                        

 

Also, EZMSSNOR  in (kg/s) can thus be modeled as follows for high speed cycles, 

EZMHSSSNOR , following from equation (6.54): 

( )( )( ) ( ) ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

+
−

− −Φ
=

55.3

2
][][1 285.3

n
V

molarfuel

OHNUnburnedmolarNOSdVCylstoichAF
EZMHSSSNO

S

e
M

OHNKRMnVVR
R

π
ηρ    

                                                                                                                                (6.56)                         

The key explanatory variable in equations (6.55) and (6.56) is SV . Let us now explore 

the analytical formulation of the SEZMSSNOR  in (kg/s).  

 

 

6.5.3. Analytical Model of Super Extended Zeldovich Mechanism to Form NO 

The super extended Zeldovich mechanism to form NO is described in the three 

chemical reactions presented in equations (6.57), (6.58) and (6.59) following from 

equation (6.20) (Dean and Bozzelli, 2000; Heywood, 1988; Miller et al., 1998; 

Polifke, 1995):                

( ) ( ) ( ) ∆+⎟
⎠
⎞

⎜
⎝
⎛ −
Φ

−⇔∆+⎟
⎠
⎞

⎜
⎝
⎛ −
Φ

−+⎟
⎠
⎞

⎜
⎝
⎛ −
Φ

− ONRzNRzORz UnburnedUnburnedUnburned 22 11171.011171.011171.0      (6.57)      
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( ) ( ) ( ) ∆+−+−⇔∆+− OHRzHRzOHRz UnburnedUnburnedUnburned 185.0185.0185.0 2               (6.58)          

( ) ( ) ( ) ( ) NHRzNORzHRzONRz UnburnedUnburnedUnburnedUnburned −+−⇔−+− 185.0185.0185.0185.0 2 (6.59)     

                                                                                                                                                                                                                                                                                      

The forward reaction rate at equilibrium, HONR +
+

2  in (mol.s-1.L-1), can be hence 

analytically formulated based on the law of mass action as follows: 

( ) ][][1 222 HONKRR HONUnburnedHON ++
+ −=                                                               (6.60)                         

 

Applying the definition of the forward reaction rate at equilibrium, HONR +
+

2 , to the 

super extended Zeldovich mechanism of forming NO indicated in chemical equation 

(6.59) leads to:  

HONmolarNOmoleperHONinNO RMR +
+

+ = 22
                                                                      (6.61)                         

 

The SEZMSSNOR  in (kg.mol/s) can hence be analytically formulated following from 

equation (6.61) as follows:  

( )avgmolarfuel

SmixturemoleperOHONinNOSSactualfuel

SEZMSSNO aM
VVRm

R +

•

= 2                                               (6.62)                         

 

Equation (6.62) gives SEZMSSNOR  in (kg.mol/s) in a dimensionally correct form. Hence, 

substituting equations (6.60) and (6.61) into equation (6.62) leads to:   

( )( )
( )avgmolarfuel

SmixtureHONUnburnedmolarNOSSactualfuel

SEZMSSNO aM
VVHONKRMm

R
][][1 22 +

•

−
=                 (6.63)                         

                                                                                                                                                                                  

Equation (6.63) is dimensionally correct which supports the validity of this developed 

model. In order to formulate SEZMSSNOR  in (kg/s), equation (6.63) can be rewritten as 

follows:  
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( )( )
( )waM

VKHONKRMm
R

avgmolarfuel

SHONHONUnburnedmolarNOSSactualfuel

SEZMSSNO
++

•

−
= 22

][][1 2               (6.64)                         

                                                                                                                                                  

Hence, SEZMSSNOR  in (kg/s) can be formulated as follows by substituting equations 

(5.19) and (5.22) into equation (6.64):  

( )( )( )
molarfuel

HONUnburnedmolarNOSdVCylstoichAF
SEZMSSNO M

HONKRMnVVR
R

π
ηρ

2
][][1 2

2
2 +− −Φ

=            (6.65)                          

 

Since the formation of the super extended Zeldovich mechanism-based NO emission 

is highly sensitive to high temperature, the influence of the number of power strokes 

per cycle is noticeable on the super extended Zeldovich mechanism-based NO 

emission rate. In addition, it has been recently found that vehicle speed has an 

exponential influence on the NOx emission rate (Rakha et al. 2003). Hence, 

SEZMSSNOR  in (kg/s) can be modeled as follows for low speed cycles, SEZMLSSSNOR , 

following from equation (6.65):  

( )( )( ) ( ) ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

+
−

− −Φ
=

7.3
2

2
][][1 2

282.2
n
V

molarfuel

HONUnburnedmolarNOSdVCylstoichAF
SEZMLSSSNO

S

e
M

HONKRMnVVR
R

π
ηρ   (6.66)                        

                                                                                                                                                     

Also, SEZMSSNOR  in (kg/s) can thus be modeled as follows for high speed cycles, 

SEZMHSSSNOR , following from equation (6.65): 

( )( )( ) ( ) ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

+
−

− −Φ
=

55.3
2

2
][][1 2

297.3
n
V

molarfuel

HONUnburnedmolarNOSdVCylstoichAF
SEZMHSSSNO

S

e
M

HONKRMnVVR
R

π
ηρ   (6.67)      

                                                                                                                                                

The key explanatory variable in equations (6.66) and (6.67) is SV . Let us now finally 

explore the principles of chemical physics on which the analytical model of the 

SSNOR 2  is based.   
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6.5.4. Analytical Model of the Mechanism to Form NO2  

The formation NO2 is described in the chemical reaction presented in equation (6.53) 

following from equation (6.20) (Heywood, 1988):                  

( ) ( ) ( ) ∆+⎟
⎠
⎞

⎜
⎝
⎛ −
Φ

−⇔∆+⎟
⎠
⎞

⎜
⎝
⎛ −
Φ

−+⎟
⎠
⎞

⎜
⎝
⎛ −
Φ

− 22 11145.1111725.011145.1 NORzORzNORz UnburnedUnburnedUnburned
 

                                                                                                                               (6.68)         

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                    

The forward reaction rate at equilibrium, 2ONOR +
+  in (mol0.5.s-1.L-0.5), can be therefore 

analytically formulated based on the law of mass action as follows:  

( ) 5.0
2 ][][1

22 ONOKRR ONOUnburnedONO ++
+ −=                                                            (6.69)                          

 

Applying the definition of the forward reaction rate at equilibrium, 2ONOR +
+ , to 

mechanism of NO2 formation indicated in chemical equation (6.68) leads to:  

222
ONOmolarNOmoleperNO RMR +

+=                                                                                 (6.70)       

                                                                                                                                                                                                                                                                                          

The SSNOR
2

 in (kg.mol0.5/s) can thus be analytically formulated following from 

equation (6.70) as follows:  

( )avgmolarfuel

SmixturemoleperONOinNOSSactualfuel

SSNO aM
VVRm

R
5.0

2

2

+

•

=                                                      (6.71)                        

 

Equation (6.71) gives SSNOR
2

 in (kg.mol0.5/s) in a dimensionally correct form. Hence, 

substituting equations (6.69) and (6.70) in equation (6.71) leads to:   

( )( )
( )avgmolarfuel

SmixtureONOUnburnedmolarNOSSactualfuel

SSNO aM
VVONOKRMm

R
5.05.0

2 ][][1
22

2

+

•

−
=                   (6.72)                        
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Equation (6.72) is dimensionally correct which supports the validity of this developed 

model. In order to formulate SSNOR
2

 in (kg/s), equation (6.72) can be rewritten as 

follows:  

( )( )( )
( ) 5.0

5.05.0
2 222

2

][][1
waM

VKONOKRMm
R

avgmolarfuel

SONOONOUnburnedmolarNOSSactualfuel

SSNO
++

•

−
=               (6.73)            

 

Hence, SSNOR
2

 in (kg/s) can be formulated as follows by substituting equations (5.19) 

and (5.22) into equation (6.73):  

( )( )( )
molarfuel

ONOUnburnedmolarNOdtSdVCylstoichAF
SSNO M

ONOKRMnGGVVR
R

π
ηρ

2
][][1 5.0

2
5.15.05.05.1

22

2

+− −Φ
=  (6.74)                         

                                                                                                                                                

Since the formation of the NO2 emission is highly sensitive to high temperature, the 

influence of the number of power strokes per cycle is noticeable on the NO2 emission 

rate. In addition, it has been recently found that vehicle speed has an exponential 

influence on the NOx emission rate (Rakha et al. 2003). Hence, SSNOR
2

 in (kg/s) can 

be modeled as follows for low speed cycles, SSLSNOR
2

, following from equation (6.74):  

( )( )( )
( )

( ) ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

+
−

− −Φ
=

85.3
2

2 5.0

5.0
2

5.1
2

15.155.05.05.1

2

][][1 n

V

molarfuelwr

ONOUnburnedmolarNOdtSdVCylstoichAF
SSLSNO

S

e
Mr

ONOKRMnGGVVR
R

π

ηρ    (6.75)               

                                                                                                                                                                                                                                                                                                                                     

Also, SSNOR
2

 in (kg/s) can hence be modeled as follows for high speed cycles, 

SSHSNOR
2

, following from equation (6.74):       

( )( )( )
( )

( ) ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

+
−

− −Φ
=

55.3
2

2 5.0

5.0
2

5.1
2

95.165.05.05.1

2

][][1 n

V

molarfuelwr

ONOUnburnedmolarNOdtSdVCylstoichAF
SSHSNO

S

e
Mr

ONOKRMnGGVVR
R

π

ηρ       

                                                                                                                               (6.76)              

                                                                                                                                                 



 132

The key explanatory variable in equations (6.75) and (6.76) is SV . Having explored 

the principles of chemical physics on which these analytical models are based, let us 

now turn to the experimental validation of these models.  

 

 

6.6. ANALYTICAL MODEL OF STEADY SPEED EXHAUST EMISSION 

RATE OF HC DIESEL EXHAUST EMISSIONS  

Hydrocarbon (HC) emissions are particulate-adsorbed combustion products result 

from unburned fuel, semi-volatile products of combustion, and gaseous combustion 

products, which are all organic groupings detectable within an exhaust sample 

(Bramston-Cook, et al., 2000). This section presents the analytical model, derivation 

of the model, and experimental validation of the model of the total HC exhaust 

emissions rate in diesel engines, respectively. It can follow from the definition of the 

rate of HC emission, SSHCR , that:   

UnburnedR
actualfuelSSHC emR

•

=                                                                                               (6.77)                         

 

Since the influence of the number of power strokes per cycle becomes more apparent 

on the HC emission rate, the steady speed-based rate of HC emission for low-speed 

Freeway cycles, LSSSHCR , can thus be analytically formulated following from equation 

(6.77) as follows:  

UnburnedR
actualfuelLSSSHC enmR 46.10−

•

=                                                                                  (6.78)                          

 

Also, the steady speed-based rate of HC emission for high-speed Freeway cycles, 

HSSSHCR , can thus be analytically formulated following from equation (6.77) as 

follows:  
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UnburnedR
actualfuelHSSSHC enmR 97.9−

•

=                                                                                   (6.79)                         

 

Equations (6.78) and (6.79) give SSHCR  in (g/s) in a dimensionally correct form which 

supports the validity of this developed model. The key explanatory variable in 

equations (6.78) and (6.79) is SV  since AFSSm
•

 is a function of SV  as proved in 

equation (5.22).   
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CHAPTER 7 
 

SENSITIVTY ANALYSIS OF THE DEVELOPED MODELS 
 
 
 
 
7.1. OVERVIEW  

Modeling of vehicle fuel consumption levels initially had been based on coarse 

empirical data to produce fuel consumption models (de Weille, 1966). These models 

were then superseded by empirical studies that related vehicle fuel consumption to 

operating conditions, such as roughness, gradient, and vehicle speed (Greenwood, 

2003; Rakha, et al., 2012). A currently sought approach is to develop gear-shifting-

based analytical models for estimating vehicle fuel consumption and regulated 

emissions rate. This chapter thus presents a simplified version of the analytical models 

developed in this study on the diesel powertrain for use in a traffic simulation 

environment, such as the INTEGRATION model. The simplification conducted in this 

research is based on a sensitivity analysis on the developed analytical models. The 

sensitivity analysis relies on applying the sensitivity ratio, RSensitivity, formulation to 

each of the independent variables. While evaluating RSensitivity for each independent 

variable, the values of the remaining independent variables remain unchanged from 

the baseline values. This RSensitivity formulation is as follows (United States 

Environmental Protection Agency EPA, 2001):     

BaselinetIndependen

BaselinetIndependenChangestIndependen

BaselineDependent

BaselineDependentChangesDependent

ySensitivitR

ν
νν

ν
νν

−

−

=                                                               (7.1) 

 

Chapter 7 contributes to the implementation of the 3rd pillar of the research philosophy 

adopted in this study in an endeavour to achieve the 1st objective in this research. In 
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addition, this Chapter contributes to achieving the 1st objective of this research with 

respect to the analytical modeling of both the diesel powertrain fuel consumption rate 

and the diesel regulated emissions rate. The following subsections will present the 

simplified version of the developed analytical models of 
•

imc , 
•

CW , CMη , ρ , 
•

Cylc , 

AFSSm
•

, NLSAFm
•

, NHSAFm
•

, LSAFPm 1

•

, HSAFPm 1

•

, LSAFPm 2

•

, HSAFPm 2

•

, BΓ , UnburnedR , 

2OCOCOSSR + , OHCOSSCOR 2+ , ZMSSNOR , EZMSSNOR , SEZMSSNOR , SSNOR
2

, SSHCR ,  

respectively.  

 

 

 

7.2. SENSITIVITY ANALYSIS OF THE INTAKE MANIFOLD GAS SPEED 

DYNAMICS MODEL 

The intake manifold air speed dynamics in diesel engines, 
•

imc , is analytically modeled 

in equation (3.128). The key explanatory variable in this model is c . The baseline 

value of c  is 32 m/s. The sensitivity analysis of the analytical model of 
•

imc  is 

presented in Table 7.1 following from equations (3.128) and (7.1).  
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Table 7.1 

Sensitivity analysis of the analytical model of 
•

imc  
 
 

 -50% 
Decrement 

Below 
Baseline 

Value 

-25% 
Decrement 

Below 
Baseline 

Value  

Baseline 
Value 

+25% 
Increment 

Above 
Baseline 

Value 

+50% 
Increment 

Above 
Baseline 

Value  

Average  
Sensitivity 

Ratio on Each 
Independent 

Variable 

imc
•

  
0.058 0.095 0.131 m/s2 0.167 0.204 N/A 

iP   0.049*106 0.074*106 0.0985*106 
N/m2 

0.123*106 0.148*106 N/A 

RSensitivity, 
on  

iP  

1.1 1.1 N/A 1.1 1.1 1.1 

imc
•

 
0.276 0.179 0.131 m/s2 0.102 0.083 N/A 

airρ  0.85 1.275 1.7 kg/m3 2.125 2.55 N/A 

RSensitivity, 
on airρ  

-2.2 -1.47 N/A -0.9 -0.7 -1.3 

imc
•

  
0.276 0.179 0.131 m/s2 0.102 0.083 N/A 

L 0.2 0.3 0.4 m 0.5 0.6 N/A 

RSensitivity, 
on L 

-2.2 -1.47 N/A -0.9 -0.7 -1.3 

imc
•

  
0.138 0.134 0.131 m/s2 0.127 0.124 N/A 

ζ  0.28 0.41 0.55 0.69 0.83 N/A 

RSensitivity, 
on ζ  

0 0 N/A 0 0 0 

imc
•

  
0.117 0.126 0.131 m/s2 0.134 0.136 N/A 

D 0.040 0.060 0.080 m 0.100 0.120 N/A 

RSensitivity, 
on D 

0.21 0.2 N/A 0.1 0.1 0.2 

 

 

 

Thus,  imc
•

 is insensitive to the changes in the value of ζ . Hence, ζ  should be 

considered a constant in the formulation of imc
•

. Also,  imc
•

 is sensitive to the changes 

in the value of iP , ρ , L , and D . Hence, iP , ρ , L , and D  should not be considered a 

constant in the formulation of imc
•

. The simplified analytical model of the intake 
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manifold air speed dynamics in diesel engines, 
•

imc , can be hence formulated as 

follows:  

D
c

L
P

c i
im

2

1.1−=
•

ρ
                                                                                               (7.2)  

 

 

7.3. SENSITIVITY ANALYSIS OF THE MODEL OF THE POWER 

REQUIRED TO DRIVE THE SUPERCHARGING DIESEL CENTRIFUGAL 

COMPRESSOR  

The  power  required  to  drive  the  rotor, 
•

CW , is analytically modeled in equation 

(4.15). 

 The key explanatory variable in this model is 2U . The baseline value of 2U  is 223 

m/s. The sensitivity analysis of the analytical model of 
•

CW  is presented in Table 7.2 

following from equations (4.15) and (7.1).  
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Table 7.2 

Sensitivity analysis of the analytical model of 
•

CW  
 

 -50% 
Decrement 

Below 
Baseline 

Value 

-25% 
Decrement 

Below 
Baseline 

Value  

Baseline 
Value 

+25% 
Increment 

Above 
Baseline 

Value 

+50% 
Increment 

Above 
Baseline 

Value  

Average  
Sensitivity 

Ratio on Each 
Independent 

Variable 
•

CW   
3.5 5.2 6.9 kW 8.7 10.4 N/A 

•

airm   
0.1 0.15 0.2 kg/s 0.25 0.3 N/A 

RSensitivity, on  
•

airm  

1 1 N/A 1 1 1 

•

CW  
8.5 7.7 6.9 kW 6.2 5.4 N/A 

2rc  33.5 50.1 66.9 m/s 83.6 100.4 N/A 

RSensitivity, on 

2rc  
-0.5 -0.5 N/A -0.41 -0.44 -0.5 

•

CW   
2.7 5.5 6.9 kW 7.9 8.7 N/A 

2β  22.5° 33.8° 45° 56.3° 67.5° N/A 

RSensitivity, on 

2β  
1.2 0.8 N/A 0.6 0.52 0.8 

 
 

 

Therefore,  
•

CW  is sensitive to the changes in the value of  
•

airm , 2rc  , and 2β  . Thus, 

•

airm , 2rc  , and 2β   should not be considered a constant in the formulation of 
•

CW . 

Hence, the simplified analytical model of 
•

CW is equation (4.15).  

 

 

7.4. SENSITIVITY ANALYSIS OF THE MODEL OF THE EFFICIENCY OF 

THE SUPERCHARGING DIESEL CENTRIFUGAL COMPRESSOR  

The efficiency of the supercharging diesel centrifugal compressor, CMη , is 

analytically modeled in equation (4.56). The key explanatory variable in this model is 
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Cα . The baseline value of Cα  is 500 rad/s2. The sensitivity analysis of the analytical 

model of CMη  is presented in Table 7.3 following from equations (4.56) and (7.1).  

 

 

Table 7.3 
Sensitivity analysis of the analytical model of CMη  

 
 -50% 

Decrement 
Below 

Baseline 
Value 

-25% 
Decrement 

Below 
Baseline 

Value  

Baseline 
Value 

+25% 
Increment 

Above 
Baseline 

Value 

+50% 
Increment 

Above 
Baseline 

Value  

Average  
Sensitivity 

Ratio on Each 
Independent 

Variable 

CMη   0.90 0.84 0.79 0.74 0.69 N/A 

CI   1 1.5 2 kg.m2 2.5 3 N/A 

RSensitivity, on  

CI  
-0.3 -0.3 N/A -0.3 -0.3 -0.3 

CMη  0.90 0.84 0.79 0.74 0.69 N/A 

CMN  2250 3375 4500 rpm 5625 6750 N/A 

RSensitivity, on 

CMN  
-0.3 -0.3 N/A -0.3 -0.3 -0.3 

CMη   0.58 0.72 0.79 0.83 0.86 N/A 

CW
•

 
3.54*106 5.31*106 7.08*106 

N.m.ks-1 
8.85*106 10.62*106 N/A 

RSensitivity, on 

CW
•

 

0.53 0.4 N/A 0.2 0.2 0.33 

 
 

 

Thus,  CMη  is sensitive to the changes in the value of  CI , CMN  , and CW
•

 . Hence, 

CI , CMN  , and CW
•

  should not be considered a constant in the formulation of CMη . 

Therefore, the simplified analytical model of CMη is equation (4.56).  
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7.5. SENSITIVITY ANALYSIS OF THE MODEL OF THE SUPERCHARGED 

AIR DENSITY  

The supercharged air density in diesel engines, ρ , is analytically modeled in equation 

(3.135). The key explanatory variable in this model is P2. The baseline value of P2 is 

146450 N/m2. The sensitivity analysis of the analytical model of ρ  is presented in 

Table 7.4 following from equations (3.135) and (7.1).  

 

 

Table 7.4 
Sensitivity analysis of the analytical model of ρ  

 
 -50% 

Decrement 
Below 

Baseline 
Value 

-25% 
Decrement 

Below 
Baseline 

Value  

Baseline 
Value 

+25% 
Increment 

Above 
Baseline 

Value 

+50% 
Increment 

Above 
Baseline 

Value  

Average  
Sensitivity 
Ratio on 

Each 
Independent 

Variable 
ρ   2.01 1.82 1.65 

kg/m3 
1.54 1.43 N/A 

2T    186.5   279.8   373 K 466.3 559.5 N/A 

RSensitivity, 
on  

2T  

-0.44 -0.41 N/A -0.27 -0.27 -0.35 

ρ  1.50 1.58 1.65 
kg/m3 

1.77 1.87 N/A 

rIntercooleη  0.36 0.54 0.72 0.9 1.08 N/A 

RSensitivity, 
on 

rIntercooleη  

0.2 0.2 N/A 0.29 0.27 0.24 

ρ   1.63 1.65 1.65 
kg/m3 

1.69 1.71 N/A 

LatitudeL  18° 27° 36° North 45° 54° N/A 

RSensitivity, 
on LatitudeL  

0.02 0 N/A 0.1 0.1 0.1 

ρ   1.67 1.67 1.65 
kg/m3 

1.67 1.67 N/A 

AltitudeA  129.5 194.3 259 m 
above sea 

323.8 388.5 N/A 

RSensitivity, 
on AltitudeA  

0 0 N/A 0 0 0 
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Thus,  ρ  is insensitive to the changes in the value of  AltitudeA . Hence, AltitudeA  should 

be considered a constant in the formulation of ρ . Also,  ρ  is sensitive to the changes 

in the value of  2T , rIntercooleη , and LatitudeL  . Hence, 2T , rIntercooleη , and LatitudeL  should 

not be considered a constant in the formulation of ρ . The simplified analytical model 

of ρ  can be hence formulated as follows:  

( )[ ]298.4665-522.0287.058 22

2

LatituderIntercoole LTT
P
+−

=
η

ρ                                    (7.3)                  

 

 

7.6. SENSITIVITY ANALYSIS OF THE MODEL OF THE IN-CYLINDER 

GAS SPEED DYNAMICS  

The in-cylinder gas speed dynamics in diesel engines, 
•

Cylc , is analytically modeled in 

equation (5.15). The key explanatory variable in this model is Cylc . The baseline value 

of Cylc  is 7 m/s. The sensitivity analysis of the analytical model of 
•

Cylc  is presented in 

Table 7.5 following from equations (5.15) and (7.1). 
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Table 7.5 

Sensitivity analysis of the analytical model of 
•

Cylc  
 
 -50% 

Decrement 
Below 

Baseline 
Value 

-25% 
Decrement 

Below 
Baseline 

Value  

Baseline 
Value 

+25% 
Increment 

Above 
Baseline 

Value 

+50% 
Increment 

Above 
Baseline 

Value  

Average  
Sensitivity 

Ratio on Each 
Independent 

Variable 
•

Cylc   
-12.8    -19.2 -25.57 m/s2 

 
-32 -38.4 N/A 

CylP   20*105 30*105 40*105 
N/m2 

50*105 60*105 N/A 

RSensitivity, on  

CylP  
1 1 N/A 1 1 1 

•

Cylc  
-51.2 -34.1 -25.57 m/s2 

 
-20.5 -17.1 N/A 

Cylρ  0.85 1.275 1.7 kg/m3 2.125 2.55 N/A 

RSensitivity, on 

Cylρ  
-2 -1.3 N/A -0.8 -0.7 

 
-1.2 

•

Cylc   
-47 -33.6 -25.57 m/s2 

 
 -21.3 -18.1  N/A 

StrokeL  0.05 0.07 0.092 m 0.11 0.13 N/A 

RSensitivity, on 

StrokeL  
-1.7 -1.3 N/A -0.7 -0.6 -1.1 

•

Cylc   
-25.58 -25.58 -25.57 m/s2 

 
-25.58 -25.58 N/A 

CylIn−ζ  0.33 0.49 0.65 0.8 0.98 N/A 

RSensitivity, on 

CylIn−ζ  
0 0 N/A 0 0 0 

•

Cylc   
-25.58 -25.58 -25.57 m/s2 

 
-25.58 -25.58 N/A 

CylD  0.044 0.066 0.088 m 0.110 0.132 N/A 

RSensitivity, on 

CylD  
0 0 N/A 0 0 0 

 
 

 

Thus,  
•

Cylc  is insensitive to the changes in the value of  CylIn−ζ  and CylD . Hence, 

CylIn−ζ  and CylD  should be considered a constant in the formulation of 
•

Cylc . Also,  

•

Cylc  is sensitive to the changes in the value of  CylP , Cylρ  , and  StrokeL  . Therefore, 
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CylP , Cylρ  , and  StrokeL  should not be considered a constant in the formulation of 
•

Cylc . 

The simplified analytical model of 
•

Cylc  can be thus formulated as follows:    

277.14 Cyl
StrokeCyl

Cyl
Cyl c

L
P

c −−=
•

ρ
                                                                          (7.4) 

 

 

7.7. SENSITIVITY ANALYSIS OF THE MODEL OF THE DIESEL FUEL 

CONSUMPTION RATE   

The actual mass flow rate of fuel in diesel engines under the steady speed condition, 

AFSSm
•

, is analytically modeled in equation (5.22). The key explanatory variable in this 

model is SV . The baseline value of SV  is 13.56 m/s. The sensitivity analysis of the 

analytical model of  AFSSm
•

 is presented in Table 7.6 following from equations (5.22) 

and (7.1).   
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Table 7.6 

Sensitivity analysis of the analytical model of AFSSm
•

  
 
 -50% 

Decrement 
Below 

Baseline 
Value 

-25% 
Decrement 

Below 
Baseline 

Value  

Baseline 
Value 

+25% 
Increment 

Above 
Baseline 

Value 

+50% 
Increment 

Above 
Baseline 

Value  

Average  
Sensitivity 
Ratio on 

Each 
Independent 

Variable 
Φ    0.35  0.525 0.7 0.875 1.05 N/A 

AFSSm
•

 (kg/s) 
 0.41*10-3 0.616*10-3  0.822*10-3 1.03*10-3 1.23*10-3 N/A 

RSensitivity m, on  
Φ  

 1 1 N/A 1.01 1 1 

Vη  0.45 0.675 0.9 1.125 1.35 N/A 

AFSSm
•

 (kg/s) 
0.41*10-3 0.617*10-3 0.822*10-3 1.03*10-3 1.23*10-3 N/A 

RSensitivity η, on Vη   1 1 N/A 1 1 1 

wrr  (m)  0.162 0.242 0.323 0.404 0.485 N/A 

AFSSm
•

 (kg/s)  
1.64*10-3 1.1*10-3 0.822*10-3 0.657*10-3 0.547*10-3 N/A 

RSensitivity rwr, on wrr  -2 -1.35 N/A -0.8 -0.67 -1.2 

Cylρ  (kg/m3)  0.85 1.275 1.7 2.125 2.55 N/A 

AFSSm
•

 (kg/s)  
 0.411*10-3  0.617*10-3  0.822*10-3  1.03*10-3  1.23*10-3 N/A 

RSensitivity rwr, on 

Cylρ  
 1  1 N/A 1 1 1 

CyldV −  (m3/d-cycle)  0.000041 0.000062 0.0000825 0.000103 0.000124 N/A 

AFSSm
•

 (kg/s)  
 0.409*10-3 0.618*10-3 0.822*10-3 1*10-3 1.2*10-3 N/A 

RSensitivity rwr, on 

CyldV −  
1   1 N/A 1 1 1 

CylN     2 3 4 5 6 N/A 

AFSSm
•

 (kg/s)  
0.41*10-3 0.62*10-3 0.822*10-3 1.03*10-3 1.23*10-3 N/A 

RSensitivity rwr, on 

CylN  
1  1  N/A 1 1 1 

tG     0.5 0.75 1 1.25 1.5 N/A 

AFSSm
•

(kg/s)  
0.41*10-3 0.61*10-3 0.822*10-3 1.03*10-3 1.23*10-3 N/A 

RSensitivity rwr, on tG   1  1 N/A 1 1 1 

dG     1.25 1.875 2.5 3.125 3.75 N/A 

AFSSm
•

 (kg/s)  
0.41*10-3 0.61*10-3 0.822*10-3 1.03*10-3 1.23*10-3 N/A 

RSensitivity rwr, on dG   1  1 N/A 1 1 1 
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Therefore, the dependent variable, AFSSm
•

, is sensitive to the changes in the value of 

the independent variables. The simplified analytical model of AFSSm
•

 is hence 

formulated in equation (5.22). Similarly, each of NLSAFm
•

, NHSAFm
•

, LSAFPm 1

•

, HSAFPm 1

•

, 

LSAFPm 2

•

 and HSAFPm 2

•

 is thus sensitive to the changes in the value of the respective 

independent variables indicated in equations (5.23), (5.24), (5.25), (5.26), (5.27) and 

(5.28), respectively. Hence, the simplified analytical model of NLSAFm
•

, NHSAFm
•

, 

LSAFPm 1

•

, HSAFPm 1

•

, LSAFPm 2

•

 and HSAFPm 2

•

 is formulated in equations (5.23), (5.24), 

(5.25), (5.26), (5.27) and (5.28), respectively.      

 

 

7.8. SENSITIVITY ANALYSIS OF THE MODEL OF THE BRAKE POWER 

OF DIESEL ENGINE  

The brake power of the four-stroke diesel engine, BΓ , is analytically modeled in 

equation (5.42). The key explanatory variable in this model is VS. The baseline value 

of VS is 54 m/s, based on Chevrolet S-10 General Motors engine 262 in3 (4.3 L) 90° 

V6, at 4000 rpm. The sensitivity analysis of the analytical model of BΓ  is presented in 

Table 7.7 following from equations (5.42) and (7.1).  
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Table 7.7 
Sensitivity analysis of the analytical model of BΓ  

 

 -50% 
Decrement 

Below 
Baseline 

Value 

-25% 
Decrement 

Below 
Baseline 

Value  

Baseline 
Value 

+25% 
Increment 

Above 
Baseline 

Value 

+50% 
Increment 

Above 
Baseline 

Value  

Average  
Sensitivity 
Ratio on 

Each 
Independent 

Variable 

BΓ   66*103 100*103 133*103 
W 

166*103 199*103 N/A 

BΩ   159.5 239.3 319 N·m 398.8 478.5 N/A 

RSensitivity, 
on  

BΩ  

1 1 N/A 1 1 1 

BΓ   66*103 100*103 133*103 
W 

166*103 199*103 N/A 

tG  0.5 0.75 1 1.25 1.5 N/A 

RSensitivity, 
on tG  

1 1 N/A 1 1 1 

BΓ   66*103 100*103 133*103 
W 

166*103 199*103 N/A 

dG  1.25 1.875 2.5 3.125 3.75 N/A 

RSensitivity, 
on dG  

1 1 N/A 1 1 1 

BΓ   265*103 177*103 133*103 
W 

106*103 88*103 N/A 

wrr  0.162 0.242 0.323 m 0.404 0.485 N/A 

RSensitivity, 
on wrr  

-2 -1.3 N/A -0.8 -0.7 -1.2 

 

 

Thus,  BΓ  is sensitive to the changes in the value of  BΩ , tG , dG , and wrr  . Hence, 

BΩ , tG , dG , and wrr   should not be considered a constant in the formulation of BΓ . 

The simplified analytical model of BΓ  is hence formulated in equation (5.42).  

 

 

7.9. SENSITIVITY ANALYSIS OF THE MODEL OF THE PERCENTAGE OF 

UNBURNED DIESEL FUEL 

The percentage of unburned fuel without regeneration in diesel engines, UnburnedR , in 
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 (ppm) for four-stroke multi-cylinder diesel engines, UnburnedR , is analytically modeled 

in equation (6.17). The key explanatory variable in this model is VS. The baseline 

value of VS is 13.56 m/s. The sensitivity analysis of the analytical model of UnburnedR  is 

presented in Table 7.8 following from equations (6.17) and (7.1). 

 

 

Table 7.8 
Sensitivity analysis of the analytical model of UnburnedR  

 
 -50% 

Decrement 
Below 

Baseline 
Value 

-25% 
Decrement 

Below 
Baseline 

Value  

Baseline 
Value 

+25% 
Increment 

Above 
Baseline 

Value 

+50% 
Increment 

Above 
Baseline 

Value  

Average  
Sensitivity 
Ratio on 

Each 
Independent 

Variable 

UnburnedR   125.2 123.91 122 ppm 121.4 120.09 N/A 

dV   0.0015 0.00225 0.0033 
m3/cycle 

0.00375 0.0045 N/A 

RSensitivity, on dV  0 0 N/A 0 0  0 

UnburnedR  124.93 123.53 122 ppm 120.72 119.32 N/A 

Cylρ  0.85 1.275 1.7 kg/m3 2.125 2.55 N/A 

RSensitivity, on Cylρ  0 0 N/A 0 0 0 

UnburnedR   124.93 123.53 122 ppm 120.72 119.32 N/A 

Vη  0.45 0.675 0.9 1.125 1.35 N/A 

RSensitivity, on Vη  0 0 N/A 0 0 0 

UnburnedR   116.5 120.3 122 ppm 123.26 123.98 N/A 

SSactualfuelm
•

 
0.41*10-3 0.62*10-3 0.822*10-3 

kg/s 
1.03*10-3 1.23*10-3 N/A 

RSensitivity, on 

SSactualfuelm
•

 

0 0 N/A 0 0 0.1 

UnburnedR   116.5 120.25 122 ppm 123.26 123.98 N/A 

wrr  0.162 0.242 0.323 m 0.404 0.485 N/A 

RSensitivity, on wrr  0 0 N/A 0 0 0 

UnburnedR   124.93 123.53 122 ppm 120.72 119.32 N/A 

tG  0.5 0.75 1 1.25 1.5 N/A 

RSensitivity, on tG  0 0 N/A 0 0 0 

UnburnedR   124.93 123.53 122 ppm 120.72 119.32 N/A 
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Table 7.8 – Continued  
 

dG  1.25 1.875 2.5 3.125 3.75 N/A 

RSensitivity, on dG  0 0 N/A 0 0 0 

 

 

Thus,  UnburnedR  is insensitive to the changes in the values of Cylρ , Vη , dV , tG , dG , 

and wrr  . Hence, Cylρ , Vη , dV , tG , dG , and wrr should be considered a constant in the 

formulation of UnburnedR . The simplified analytical model of UnburnedR  in (ppm) can be 

hence formulated as follows:  

( )
⎥
⎥

⎦

⎤

⎢
⎢

⎣

⎡

⎟⎟
⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛
+−= • 0.2133410012.01128

SSFA

S
Unburned

m

VR                                                     (7.5) 

 

 

7.10. SENSITIVITY ANALYSIS OF THE MODEL OF THE RATE OF DIESEL 

EXHAUST CO EMISSION  

The analytical model of diesel exhaust CO emission consists of a couple of sub-

models: 
2OCOSSCOR +  and OHCOSSCOR 2+ . This section will present the sensitivity analysis 

of these two sub-models.   

 

 

7.10.1. Sensitivity Analysis of the Model of 
2OCOSSCOR +     

The rate of the steady speed-based CO exhaust emissions that result from CO2 

dissociation for four-stroke diesel engines in (kg/s), 2OCOSSCOR + ,  is analytically 

modeled in equation (6.27). The key explanatory variable in this model is VS. The 

baseline value of VS is 13.56 m/s. The sensitivity analysis of the analytical model of 

2OCOSSCOR +  is presented in Table 7.9 following from equations (6.27) and (7.1). 
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Table 7.9 
Sensitivity analysis of the analytical model of 

2OCOSSCOR +  
 
 -50% 

Decrement 
Below 

Baseline 
Value 

-25% 
Decrement 

Below 
Baseline 

Value  

Baseline 
Value 

+25% 
Increment 

Above 
Baseline 

Value 

+50% 
Increment 

Above 
Baseline 

Value  

Average  
Sensitivity 
Ratio on 

Each 
Independent 

Variable 

2OCOCOSSR +   4.77e-006 7.15e-006 9.54e-006  
g/s 

1.19e-005 1.43e-005 N/A 

Φ   0.35 0.525 0.7 0.875 1.05 N/A 
RSensitivity, on  
Φ  

1 1 N/A 1 1 1 

2OCOCOSSR +  4.77e-006 7.15e-006 9.54e-006  
g/s 

1.19e-005 1.43e-005 N/A 

Cylρ  0.85 1.275 1.7 kg/m3 2.125 2.55 N/A 

RSensitivity, on 

Cylρ  
1 1 N/A 1 1 1 

2OCOCOSSR +   4.77e-006 7.15e-006 9.54e-006  
g/s 

1.19e-005 1.43e-005 N/A 

Vη  0.45 0.675 0.9 1.125 1.35 N/A 

RSensitivity, on Vη  1 1 N/A 1 1 1 

2OCOCOSSR +   4.34e-006 6.50e-006 9.54e-006  
g/s 

1.08e-005 1.30e-005 N/A 

Vd 0.0015 0.00225 0.0033 
m3/cycle 

0.00375 0.0045 N/A 

RSensitivity, on Vd 1.1 1.27 N/A 0.5 0.73 0.9 

2OCOCOSSR +   9.54e-006   9.54e-006  9.54e-006  
g/s 

9.54e-006  9.54e-006   N/A 

UnburnedR  0.0000058 0.0000087 0.0000116 0.0000145 0.0000232 N/A 

RSensitivity, on 

UnburnedR  
0 0 N/A 0 0 0 

2OCOCOSSR +   4.77e-006 7.15e-006 9.54e-006  
g/s 

1.19e-005 1.43e-005 N/A 

tG  0.5 0.75 1 1.25 1.5 N/A 

RSensitivity, on tG  1 1 N/A 1 1 1 

2OCOCOSSR +   4.77e-006 7.15e-006 9.54e-006  
g/s 

1.19e-005 1.43e-005 N/A 

dG  1.25 1.875 2.5 3.125 3.75 N/A 

RSensitivity, on dG  1 1 N/A 1 1 1 

2OCOCOSSR +   1.90e-005 1.27e-005 9.54e-006  
g/s 

7.63e-006 6.35e-006 N/A 

wrr  0.162 0.242 0.323 m 0.404 0.485 N/A 

RSensitivity, on wrr  -2 -1.3 N/A -0.8 -0.7 -1.2 
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Thus,  
2OCOCOSSR +  is insensitive only to the changes in the value of UnburnedR  . Hence, 

UnburnedR  should be considered a constant in the formulation of 
2OCOCOSSR + . Therefore, 

the simplified analytical model of the 
2OCOCOSSR +  in (kg/s) is formulated as shown in 

equation (7.6) using the following data: stoichAFR − = 0.069588 ,  molarfuelM =0.0137,  n = 

2, UnburnedR = 0.0000116 , molarCOM  = 0.028 kg , 2OCOK +  = 0.0002 M-1.s-1, ][ 2CO  = 

0.0197 M.   

( )
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ Φ
=+

wr

dtSdVCyl
OCOSSCO r

GGVV
R

2
11-10*1.895471

2

ηρ                                                  (7.6) 

 

 

7.10.2. Sensitivity Analysis of the Model of OHCOSSCOR 2+     

The rate of the steady speed-based CO exhaust emissions that result from the Water-

Gas-Shift reaction, OHCOSSCOR 2+ , for four-stroke diesel engines is analytically modeled 

for both low-speed cycles and high-speed cycles in equations (6.34) and (6.35), 

respectively. The key explanatory variable in this model is VS. The baseline value of 

VS is 13.56 m/s. The sensitivity analysis of the analytical model of OHCOSSCOR 2+  is 

presented in Table 7.10 following from equations (6.34), (6.35) and (7.1).   
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Table 7.10 
Sensitivity analysis of the analytical model of OHCOSSCOR 2+  

 
 -50% 

Decrement 
Below 

Baseline 
Value 

-25% 
Decrement 

Below 
Baseline 

Value  

Baseline 
Value 

+25% 
Increment 

Above 
Baseline 

Value 

+50% 
Increment 

Above 
Baseline 

Value  

Average  
Sensitivity 
Ratio on 

Each 
Independent 

Variable 

OHCOCOSSR
2+   0.0021 0.0032 0.0042 g/s 0.0053 0.0063 N/A 

Φ   0.35 0.525 0.7 0.875 1.05 N/A 
RSensitivity, on  
Φ  

1 1 N/A 1 1 1 

OHCOCOSSR
2+  0.0021 0.0032 0.0042 g/s 0.0053 0.0063 N/A 

Cylρ  0.85 1.275 1.7 kg/m3 2.125 2.55 N/A 

RSensitivity, on 

Cylρ  
1 1 N/A 1 1 1 

OHCOCOSSR
2+   0.0021 0.0032 0.0042 g/s 0.0053 0.0063 N/A 

Vη  0.45 0.675 0.9 1.125 1.35 N/A 

RSensitivity, on 

Vη  
1 1 N/A 1 1 1 

OHCOCOSSR
2+   0.0019 0.0029 0.0042 g/s 0.0048 0.0057 N/A 

Vd 0.0015 0.00225 0.0033 
m3/cycle 

0.00375 0.0045 N/A 

RSensitivity, on Vd   N/A    

OHCOCOSSR
2+   0.0042  0.0042  0.0042 g/s 0.0042  0.0042  N/A 

UnburnedR  0.0000058 0.0000087 0.0000116 0.0000145 0.0000232 N/A 

RSensitivity, on 

UnburnedR  
0 0 N/A 0 0 0 

 

 

Thus,  OHCOCOSSR
2+  is insensitive only to the changes in the value of UnburnedR . Hence, 

UnburnedR  should be considered a constant in the formulation of OHCOCOSSR
2+ . 

Therefore, the simplified analytical models of the LSOHCOCOSSR
2+  and HSOHCOCOSSR

2+  in 

(kg/s) are formulated as shown in equations (7.7) and (7.8) for low-speed cycles and 

high-speed cycles, respectively using the following data: stoichAFR − = 0.069588 ,  

molarfuelM =0.0137,  n = 2, UnburnedR = 0.0000116, molarCOM  = 0.028 kg ,  OHCOK 2+  = 

2.25, ][ 2CO  = 0.008 M, ][ 2H  = 0.008 M.  
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7.11. SENSITIVITY ANALYSIS OF THE MODEL OF THE RATE OF DIESEL 

EXHAUST NOx EMISSION 

The analytical model of diesel exhaust NOx emission consists of four sub-models: 

ZMSSNOR , EZMSSNOR , SEZMSSNOR  and SSNOR
2

. This section will present the sensitivity 

analysis of these four sub-models.  

 

 

7.11.1. Sensitivity Analysis of the Model of ZMSSNOR   

The  rate  of  the  Zeldovich  mechanism-based NO emission, ZMSSNOR , is analytically 

 modeled in equations (6.45) and (6.46) for low-speed cycles and high-speed cycles, 

respectively. The key explanatory variable in this model is VS. The baseline value of 

VS is 13.56 m/s. The sensitivity analysis of the analytical model of ZMSSNOR  is 

presented in Table 7.11 following from equations (6.45), (6.46) and (7.1).    
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Table 7.11 
Sensitivity analysis of the analytical model of ZMSSNOR  

 
 -50% 

Decrement 
Below 

Baseline 
Value 

-25% 
Decrement 

Below 
Baseline 

Value  

Baseline 
Value 

+25% 
Increment 

Above 
Baseline 

Value 

+50% 
Increment 

Above 
Baseline 

Value  

Average  
Sensitivity 

Ratio on Each 
Independent 

Variable 

ZMSSNOR   3.72e-010 5.57e-010 7.4e-010 g/s 9.29e-010 1.12e-009 N/A 

Φ   0.35 0.525 0.7 0.875 1.05 N/A 
RSensitivity, on  
Φ  

1 1 N/A 1 1 1 

ZMSSNOR  3.72e-010 5.57e-010 7.4e-010 g/s 9.29e-010 1.12e-009 N/A 

Cylρ  0.85 1.275 1.7 kg/m3 2.125 2.55 N/A 

RSensitivity, on 

Cylρ  
1 1 N/A 1 1 1 

ZMSSNOR   3.72e-010 5.57e-010 7.4e-010 g/s 9.29e-010 1.12e-009 N/A 

Vη  0.45 0.675 0.9 1.125 1.35 N/A 

RSensitivity, on 

Vη  
1 1 N/A 1 1 1 

ZMSSNOR   3.38e-010 5.067e-010 7.4e-010 g/s 8.45e-010 1.0136e-009 N/A 

Vd 0.0015 0.00225 0.0033 
m3/cycle 

0.00375 0.0045 N/A 

RSensitivity, on 
Vd 

1 1 N/A 1 1 1 

ZMSSNOR   7.4e-010 7.4e-010 7.4e-010 g/s 7.4e-010 7.4e-010 N/A 

UnburnedR  0.0000058 0.0000087 0.0000116 0.0000145 0.0000232 N/A 

RSensitivity, on 

UnburnedR  
0 0 N/A 0 0 0 

 
 

 

Thus,  ZMSSNOR  is insensitive only to the changes in the value of UnburnedR  . Hence, 

UnburnedR  should be considered a constant in the formulation of ZMSSNOR . Therefore, 

the simplified analytical models of LSZMSSNOR  and HSZMSSNOR  in (kg/s) for low-speed 

cycles and high-speed cycles, respectively, are indicated in equations (7.9) and (7.10) 

using the following data: stoichAFR − = 0.069588 , molarNOM =0.030  ,  molarfuelM =0.0137,  

n=2, UnburnedR = 0.0000116, 
22 ONK + = 0.00001  , ][ 2N =0.799  , ][ 2O =0.199.   



 154

( )

⎟⎟
⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛
Φ=

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

− 7.321410*45996.5
SV

SdVCylLSZMSSNO eVVR ηρ                                                           (7.9)               

( )

⎟⎟
⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛
Φ=

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
55.3214-10*2.46498

SV

SdVCylHSZMSSNO eVVR ηρ                                                       (7.10)          

 

 

7.11.2. Sensitivity Analysis of the Model of EZMSSNOR  

The rate of the extended Zeldovich mechanism-based NO emission, EZMSSNOR , is 

analytically modeled in equations (6.55) and (6.56) for low-speed cycles and high-

speed cycles, respectively. The key explanatory variable in this model is VS. The 

baseline value of VS is 13.56 m/s. The sensitivity analysis of the analytical model of 

EZMSSNOR  is presented in Table 7.12 following from equations (6.55), (6.56) and (7.1).    
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Table 7.12 
Sensitivity analysis of the analytical model of EZMSSNOR  

 
 -50% 

Decrement 
Below 

Baseline 
Value 

-25% 
Decrement 

Below 
Baseline 

Value  

Baseline 
Value 

+25% 
Increment 

Above 
Baseline 

Value 

+50% 
Increment 

Above 
Baseline 

Value  

Average  
Sensitivity 

Ratio on Each 
Independent 

Variable 

EZMSSNOR   6.55e-004 9.8e-004 0.0013 g/s 0.0016 0.0020 N/A 

Φ   0.35 0.525 0.7 0.875 1.05 N/A 
RSensitivity, on  
Φ  

1 1 N/A 1 1 1 

EZMSSNOR  6.55e-004 9.8e-004 0.0013 g/s 0.0016 0.0020 N/A 

Cylρ  0.85 1.275 1.7 kg/m3 2.125 2.55 N/A 

RSensitivity, on 

Cylρ  
1 1 N/A 1 1 1 

EZMSSNOR   6.55e-004 9.8e-004 0.0013 g/s 0.0016 0.0020 N/A 

Vη  0.45 0.675 0.9 1.125 1.35 N/A 

RSensitivity, on 

Vη  
1 1 N/A 1 1 1 

EZMSSNOR   5.96e-004 8.9e-004 0.0013 g/s 0.0015 0.0018 N/A 

Vd 0.0015 0.00225 0.0033 
m3/cycle 

0.00375 0.0045 N/A 

RSensitivity, on 
Vd 

1.1 1.26 N/A 0.62 0.77 0.94 

EZMSSNOR   0.0013 0.0013 0.0013 g/s 0.0013 0.0013 N/A 

UnburnedR  0.0000058 0.0000087 0.0000116 0.0000145 0.0000232 N/A 

RSensitivity, on 

UnburnedR  
0 0 N/A 0 0 0 

 
 

 

Thus,  EZMSSNOR  is insensitive only to the changes in the value of UnburnedR  . Hence, 

UnburnedR  should be considered a constant in the formulation of EZMSSNOR . Therefore, 

the simplified analytical models of the LSEZMSSNOR  and HSEZMSSNOR  in (kg/s) for low-

speed cycles and high-speed cycles, respectively, are indicated in equations (7.11) and 

(7.12): stoichAFR − = 0.069588 , molarNOM =0.030  ,  molarfuelM =0.0137,  n=2, UnburnedR = 

0.0000116, OHNK +  = 0.015  , ][N  = 0.356  , ][OH  =  0.356.   
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7.11.3. Sensitivity Analysis of the Model of SEZMSSNOR   

The rate of the super extended Zeldovich mechanism-based NO emission, SEZMSSNOR , 

is analytically modeled in equations (6.66) and (6.67) for low-speed cycles and high-

speed cycles, respectively. The key explanatory variable in this model is VS. The 

baseline value of VS is 13.56 m/s. The sensitivity analysis of the analytical model of 

SEZMSSNOR  is presented in Table 7.13 following from equations (6.66), (6.67) and 

(7.1).     
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Table 7.13 
Sensitivity analysis of the analytical model of SEZMSSNOR  

 
 -50% 

Decrement 
Below 

Baseline 
Value 

-25% 
Decrement 

Below 
Baseline 

Value  

Baseline 
Value 

+25% 
Increment 

Above 
Baseline 

Value 

+50% 
Increment 

Above 
Baseline 

Value  

Average  
Sensitivity 
Ratio on 

Each 
Independent 

Variable 

SEZMSSNOR   2.35e-006 3.5e-006 4.69e-006 
g/s 

5.86e-006 7.04e-006 N/A 

Φ   0.35 0.525 0.7 0.875 1.05 N/A 
RSensitivity, on  
Φ  

1 1 N/A 1 1 1 

SEZMSSNOR  2.35e-006 3.5e-006 4.69e-006 
g/s 

5.86e-006 7.04e-006 N/A 

Cylρ  0.85 1.275 1.7 kg/m3 2.125 2.55 N/A 

RSensitivity, on 

Cylρ  
1 1 N/A 1 1 1 

SEZMSSNOR   2.35e-006 3.5e-006 4.69e-006 
g/s 

5.86e-006 7.04e-006 N/A 

Vη  0.45 0.675 0.9 1.125 1.35 N/A 

RSensitivity, on 

Vη  
1 1 N/A 1 1 1 

SEZMSSNOR   2.13e-006 3.2e-006 4.69e-006 
g/s 

5.33e-006 6.4e-006 N/A 

Vd 0.0015 0.00225 0.0033 
m3/cycle 

0.00375 0.0045 N/A 

RSensitivity, on 
Vd 

1.1 1.3 N/A 0.6 0.73 0.93 

SEZMSSNOR   4.69e-006 4.69e-006 4.69e-006 
g/s 

4.69e-006 4.69e-006 N/A 

UnburnedR  0.0000058 0.0000087 0.0000116 0.0000145 0.0000232 N/A 

RSensitivity, on 

UnburnedR  
0 0 N/A 0 0 0 

 
 

Thus,  SEZMSSNOR  is insensitive only to the changes in the value of UnburnedR  . Hence, 

UnburnedR  should be considered a constant in the formulation of SEZMSSNOR . Therefore, 

the simplified analytical models of the LSSEZMSSNOR  and HSSEZMSSNOR  in (kg/s) for low-

speed cycles and high-speed cycles, respectively, are indicated in equations (7.13) and 

(7.14) using the following data: stoichAFR − = 0.069588 , molarNOM =0.030  ,  
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molarfuelM =0.0137,  n=2, UnburnedR = 0.0000116, HONK +2
= 0.018  , ][ 2ON = 0.0176  , 

][H = 0.0176.     
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7.11.4. Sensitivity Analysis of the Model of SSNOR
2

  

The rate of NO2 emission, SSNOR
2

, is analytically modeled in equations (6.75) and 

(6.76) for low-speed cycles and high-speed cycles, respectively. The key explanatory 

variable in this model is VS. The baseline value of VS is 13.56 m/s. The sensitivity 

analysis of the analytical model of SSNOR
2

 is presented in Table 7.14 following from 

equations (6.75), (6.76) and (7.1). 
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Table 7.14 
Sensitivity analysis of the analytical model of SSNOR

2
 

 
 -50% 

Decrement 
Below 

Baseline 
Value 

-25% 
Decrement 

Below 
Baseline 

Value  

Baseline 
Value 

+25% 
Increment 

Above 
Baseline 

Value 

+50% 
Increment 

Above 
Baseline 

Value  

Average  
Sensitivity 

Ratio on Each 
Independent 

Variable 

SSNOR
2

  3.64e-004 5.46e-004 7.28e-004 
g/s 

9.1e-004 0.001 N/A 

Φ   0.35 0.525 0.7 0.875 1.05 N/A 
RSensitivity, on  
Φ  

1 1 N/A 1 1 1 

SSNOR
2

 3.64e-004 5.46e-004 7.28e-004 
g/s 

9.1e-004 0.001 N/A 

Cylρ  0.85 1.275 1.7 kg/m3 2.125 2.55 N/A 

RSensitivity, on 

Cylρ  
1 1 N/A 1 1 1 

SSNOR
2

  3.64e-004 5.46e-004 7.28e-004 
g/s 

9.1e-004 0.001 N/A 

Vη  0.45 0.675 0.9 1.125 1.35 N/A 

RSensitivity, on 

Vη  
1 1 N/A 1 1 1 

SSNOR
2

  3.31e-004 4.96e-004 7.28e-004 
g/s 

8.27e-004 9.92e-004 N/A 

Vd 0.0015 0.00225 0.0033 
m3/cycle 

0.00375 0.0045 N/A 

RSensitivity, on 
Vd 

1.1 1.27 N/A 0.5 0.73 0.9 

SSNOR
2

  7.28e-004 7.28e-004 7.28e-004 
g/s 

7.28e-004 7.28e-004 N/A 

UnburnedR  0.0000058 0.0000087 0.0000116 0.0000145 0.0000232 N/A 

RSensitivity, on 

UnburnedR  
0 0 N/A 0 0 0 

SSNOR
2

  5.15e-004 6.3e-004 7.28e-004 
g/s 

8.14e-004 8.91e-004 N/A 

tG  0.5 0.75 1 1.25 1.5 N/A 

RSensitivity, on 

tG  
0.6 0.54 N/A 0.5 0.5 0.54 

SSNOR
2

  5.15e-004 6.30e-004 7.28e-004 
g/s 

8.14e-004 8.91e-004 N/A 

dG  1.25 1.875 2.5 3.125 3.75 N/A 

RSensitivity, on 

dG  
0.6 0.54 N/A 0.5 0.5 0.54 

SSNOR
2

  0.001 8.41e-004 7.28e-004 
g/s 

6.51e-004 5.94e-004 N/A 

wrr  0.162 0.242 0.323 m 0.404 0.485 N/A 

RSensitivity, on 

wrr  
-0.75 -0.62 N/A -0.42 -0.4 -0.6 
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Thus,  SSNOR
2

 is insensitive only to the changes in the value of UnburnedR . Hence, 

UnburnedR  should be considered a constant in the formulation of SSNOR
2

. Therefore, the 

simplified analytical models of the LSSSNOR
2

 and HSSSNOR
2

 in (kg/s) for low-speed 

cycles and high-speed cycles, respectively, are indicated in equations (7.15) and (7.16) 

using the following data: stoichAFR − = 0.069588 , molarNOM
2

 = 0.046 kg ,  
2ONOK + = 6 

M-1s-1 , ][NO  = 0.0066 M ,  ][ 2O  = 0.0034 M , molarfuelM =0.0137,  n=2, UnburnedR = 

0.0000116.    
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7.12. SENSITIVITY ANALYSIS OF THE MODEL OF THE RATE OF DIESEL 

EXHAUST HC EMISSION  

The rate of HC emission, SSHCR , is analytically modeled in equations (6.78) and 

(6.79) for low-speed cycles and high-speed cycles, respectively. The key explanatory 

variable in this model is VS. The baseline value of VS is 13.56 m/s. The sensitivity 

analysis of the analytical model of SSHCR  is presented in Table 7.15 following from 

equations (6.78), (6.79) and (7.1).  
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Table 7.15 
Sensitivity analysis of the analytical model of SSHCR  

 

 -50% 
Decrement 

Below 
Baseline 

Value 

-25% 
Decrement 

Below 
Baseline 

Value  

Baseline 
Value 

+25% 
Increment 

Above 
Baseline 

Value 

+50% 
Increment 

Above 
Baseline 

Value  

Average  
Sensitivity 

Ratio on Each 
Independent 

Variable 

SSHCR   0.00029 0.00044 0.00058 g/s  0.00073 0.00088 N/A 

AFSSm
•

  
0.411 0.6165 0.822 g/s 1.028 1.233 N/A 

RSensitivity, on  

AFSSm
•

 

1 1 N/A 1 1 1 

SSHCR   0.00058 0.00058 0.00058 g/s  0.00058 0.00058 N/A 

UnburnedR  0.0000058 0.0000087 0.0000116 0.0000145 0.0000232 N/A 

RSensitivity, on 

UnburnedR  
0 0 N/A 0 0 0 

 
 

 

Thus,  SSHCR  is insensitive only to the changes in the value of UnburnedR  . Hence, 

UnburnedR  should be considered a constant in the formulation of SSHCR . Therefore, the 

LSSSHCR  and HSSSHCR  in (g/s) for low-speed cycles and high-speed cycles, 

respectively, are indicated in equations (7.17) and (7.18) using the following data:  

n=2 , UnburnedR = 0.0000116.    

actualfuelLSSSHC mR
•

=0.00071                                                                                          (7.17) 

actualfuelHSSSHC mR
•

=0.0009971                                                                                      (7.18) 
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CHAPTER 8 
 

SIMULATED RESULTS AND DISCUSSION OF THE 
EXPERIMENTAL VALIDATION 

 
 
 
 
8.1. OVERVIEW   

In an endeavour to validate the analytical models developed in the previous chapters, 

the field data of Oak Ridge National Laboratory (ORNL) and U.S. Environmental 

Protection Agency (EPA) have been utilized for comparison with the simulated results 

of the developed models of diesel fuel consumption rate, CO emission rate, NOx 

emission rate, unburned diesel hydrocarbon percentage, HC emission rate and brake 

power of diesel engines (Rakha, et al., 2003; West, et al., 1997; Brzezinski, et al., 

1999; Rakha, et al., 2012).  MATLAB has been used for developing an interface 

facility for the developed analytical models for the purpose of simulation. The 

MATLAB programming code and the interface facility developed in this study on 

diesel fuel consumption rate, CO emission rate, NOx emission rate, unburned diesel 

hydrocarbon and HC emission rate are provided in Appendix A, Appendix B, 

Appendix C, Appendix D and Appendix E. In addition, case studies have been utilized 

in order to validate the developed analytical models of 
•

imc , 
•

CW , CMη , ρ , and 
•

Cylc . 

This chapter presents the experimental validation of the developed analytical models 

of AFSSm
•

, NLSAFm
•

, NHSAFm
•

, LSAFPm 1

•

, HSAFPm 1

•

, LSAFPm 2

•

, HSAFPm 2

•

, 
2OCOCOSSR + , 

OHCOSSCOR 2+ , ZMSSNOR , EZMSSNOR , SEZMSSNOR , SSNOR
2

, UnburnedR , SSHCR , BΓ , 
•

imc , 
•

CW , 

CMη , ρ  and  
•

Cylc , respectively. This Chapter achieves the 2nd objective of this 

research that is to validate the simulation results against experimental results. The 
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MATLAB programming code and the interface facility developed in this study on 

diesel fuel consumption rate, CO emission rate, NOx emission rate, unburned diesel 

hydrocarbon and HC emission rate which are provided in Appendix A, Appendix B, 

Appendix C, Appendix D and Appendix E achieve the 3rd objective of this research.   

 

 

 

8.2. STATISTICAL ANALYSIS   

The statistical analysis for comparing the field data with the simulated results consists 

of a couple of measures: (i) coefficient of determination, CODr , which should be close 

to ‘1’ (Keller, 2012), (ii) relative error of the model, Rε , which should be close to 

‘0%’ (Keller, 2012). The coefficient of determination, CODr , can be evaluated as 

follows (Keller, 2012):    
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The standard deviation of the dataset of the interval variable xi that is the expected 

value analytically, xS , can be evaluated as follows (Keller, 2012):  
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Similarly, the standard deviation of the field dataset of the interval variable yi that is 

the measured value, yS , can be evaluated as follows (Keller, 2012):  
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The sample covariance, xyS , can be evaluated as follows (Keller, 2012):   
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The relative error of the model, Rε , can be evaluated as follows (Keller, 2012):   

n

z

i i

ii
R zy

xyn %100
1
∑
=

−
=ε                                                                                                 (8.5)        

 
The CODr  and Rε  will be utilized in this chapter as quantifiable measures of 

validation.    

 

 

8.3. SIMULATION AND VALIDATION OF THE MODEL OF DIESEL FUEL 

CONSUMPTION RATE   

The experimental validation in this study compares the simulated results of the 

analytical model of the steady speed-based fuel mass actual flow rate AFSSm
•

  

following from equation (5.22) with the corresponding field data of Oak Ridge 

National Laboratory (ORNL) and U.S. Environmental Protection Agency (EPA) 

(Rakha, et al., 2003; West, et al., 1997; Brzezinski, et al., 1999). It compares as well 

the simulated results of the analytical models of the acceleration-based fuel mass 

actual flow rate NLSAFm
•

, NHSAFm
•

, LSAFPm 1

•

, HSAFPm 1

•

, LSAFPm 2

•

, and HSAFPm 2

•

 following 

from equations (5.23), (5.24), (5.25), (5.26), (5.27), and (5.28), respectively, with the 

corresponding field data of ORNL and U.S. EPA (Rakha, et al., 2003; West, et al., 

1997; Brzezinski, et al., 1999). The field data of ORNL and EPA are provided for the 

average speed of all the Freeway cycles (Rakha, et al., 2003; West, et al., 1997; 

Brzezinski, et al., 1999).  
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         The data for making the calculations on the AFSSm
•

 analytical model results are 

based on the following data provided on diesel light trucks and light commercial 

vehicles with four-stroke engines under steady speed condition with Φ  of 0.7, ρ  of 

1.7 kg/m3, Vη  of 0.9, dV  of 0.00033 m3/d-cycle, wrr  of 0.323 m, and tricstoichiomeAFR −  of 

0.0696. The field data of ORNL and EPA are provided for the average speed of all 

cycles. The data on tG  and dG  vary with the cycles as follows: (i) tG  of 1.43 and  dG  

of 2.5 for Freeway LOS G cycle (vehicle average speed 20.96 km/hr), (ii) tG  of 1.43 

and  dG  of 2.5 for Freeway LOS F cycle (vehicle average speed 29.76 km/hr), (iii) tG  

of 1 and  dG  of 2.5 for Freeway LOS E cycle (vehicle average speed 48.8 km/hr), (iv) 

tG  of 1 and  dG  of 2.5 for Freeway LOS D cycle (vehicle average speed 84.64 

km/hr), (v) tG  of 1  and  dG  of 2.5 for Freeway LOS A-C cycle (vehicle average 

speed 95.52 km/hr), (vi) tG  of 1 and  dG  of 2.5 for Freeway High Speed cycle 

(vehicle average speed 101 km/hr) (Rakha, et al., 2003; West, et al., 1997; Brzezinski, 

et al., 1999). The value of the equivalence ratio, Φ, depends primarily on the mode of 

running the vehicle engine. Vehicle diesel engines normally operate at 80.0≤φ  

(Heywood, 1988). For idling mode, accelerating mode, cruising mode, and 

decelerating mode the value of Φ is almost 0.55, 0.80, 0.70, and 0.60, respectively 

(Heywood, 1988; Kao and Moskwa, 1994; Gupta, 2006). This is in accord with the 

fact that as the value of Φ decreases, the fuel availability lost in exhaust stroke 

decreases; thus, engine efficiency increases which significantly interprets why the 

efficiency of diesel engines is relatively high (Heywood, 1988). The comparison of 

the simulated results with the field data on  AFSSm
•

 is shown in Table 8.1 based on 

equation (5.22). 
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Table 8.1 

 Comparison of the simulated results with field data on  AFSSm
•

 
 

Field Data 
AFSSm

•
 

Analytically (g/s) 
AFSSm

•
read 

from field data 
(g/s) 

Percentage of 
Deviation 

ORNL & EPA Freeway LOS G cycle 
(Average Speed 20.96 km/hr)  

0.5 0.501 0.2 % 

ORNL & EPA Freeway LOS F cycle 
(Average Speed 29.76 km/hr) 

0.7 0.63 11 % 

ORNL & EPA Freeway LOS E cycle 
(Average Speed 48.8 km/hr) 

0.822 0.822 0 % 

ORNL & EPA Freeway LOS D cycle 
(Average Speed 84.64 km/hr) 

1.425 1.38 3.2 % 

ORNL & EPA Freeway LOS A-C 
cycle (Average Speed 95.52 km/hr) 

1.61 1.65 2.4 % 

ORNL & EPA Freeway High Speed 
cycle (Average Speed 101 km/hr) 

1.7 1.8 5.5 % 

 Average Percentage of 
Deviation =  3.7  % 

 

 

The comparisons of the simulated results with the field data on  NLSAFm
•

and NHSAFm
•

 

are shown in Tables 8.2 and 8.3 based on equations (5.23) and (5.24), respectively.  

 

 

Table 8.2 

Comparison of the simulated results with field data on NLSAFm
•

 
 

Field Data 
NLSAFm

•

 
Analytically kg/s

NLSAFm
•

 read 
from field data 

kg/s 

Percentage of 
Deviation 

ORNL & EPA Arterials/Collectors LOS E-F 
cycle (Average Speed 18.67 km/hr) 

0.332*10-3 0.333*10-3 0.3 % 

ORNL & EPA Local Roadways cycle 
(Average Speed 20.76 km/hr) 

0.358*10-3 0.359*10-3 0.28 % 

ORNL & EPA Arterials/Collectors LOS C-
D cycle (Average Speed 30.9 km/hr) 

0.458*10-3 0.459*10-3 0.22 % 

ORNL & EPA Non-Freeway Urban Travel 
cycle (Average Speed 31.22 km/hr) 

0.461*10-3 0.46*10-3 0.22 % 

ORNL & EPA Arterials/Collectors LOS A-
B  cycle (Average Speed 39.91 km/hr) 

0.517*10-3 0.518*10-3 0.19 % 

 Average Percentage of 
Deviation = 0.242 % 
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Table 8.3 

Comparison of the simulated results with field data on NHSAFm
•

 
 

Field Data 
NHSAFm

•

 Analytically 
kg/s  

NHSAFm
•

 read 
from field data 

kg/s 

Percentage of 
Deviation 

ORNL & EPA Freeway Ramps cycle 
(Average Speed 55.68 km/hr) 

0.488*10-3  0.488*10-3 0 %  

ORNL & EPA Freeway LOS D cycle 
(Average Speed 84.64 km/hr) 

0.534*10-3  0.534*10-3 0 %  

ORNL & EPA Freeway LOS A-C cycle 
(Average Speed 95.52 km/hr) 

0.533*10-3  0.533*10-3 0 %  

ORNL & EPA Freeway High Speed cycle 
(Average Speed 101 km/hr) 

0.53*10-3  0.53*10-3 0 %  

 Average Percentage 
of Deviation = 0 % 

 
 
The comparisons of the simulated results with the field data on  LSAFPm 1

•

 and HSAFPm 1

•

 

are shown in Tables 8.4 and 8.5 based on equations (5.25) and (5.26), respectively. 

 

 

Table 8.4 

Comparison of the simulated results with field data on LSAFPm 1

•

 
 

Field Data 
LSAFPm 1

•

Analytical
ly kg/s  

LSAFPm 1

•

read 
from field data 

kg/s 

Percentage of 
Deviation 

ORNL & EPA Arterials/Collectors LOS E-F 
cycle (Average Speed 18.67 km/hr) 

1.39*10-3  1.42*10-3 2.1 %  

ORNL & EPA Local Roadways cycle (Average 
Speed 20.76 km/hr) 

1.55*10-3  1.6*10-3 3.1 %  

ORNL & EPA Arterials/Collectors LOS C-D 
cycle (Average Speed 30.9 km/hr) 

2.3*10-3  2.3*10-3 0 %  

ORNL & EPA Non-Freeway Urban Travel 
cycle (Average Speed 31.22 km/hr) 

2.33*10-3  2.4*10-3 3 %  

ORNL & EPA Arterials/Collectors LOS A-B  
cycle (Average Speed 39.91 km/hr) 

2.98*10-3  3*10-3 0.7 %  

 Average Percentage of 
Deviation = 1.78 % 
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Table 8.5 

Comparison of the simulated results with field data on HSAFPm 1

•

 
 

Field Data 
HSAFPm 1

•

 
Analytically kg/s 

HSAFPm 1

•

 read 
from field data 

kg/s 

Percentage of 
Deviation 

ORNL & EPA Freeway Ramps cycle 
(Average Speed 55.68 km/hr) 

 3.73*10-3  3.8*10-3 1.8 %  

ORNL & EPA Freeway LOS D cycle 
(Average Speed 84.64 km/hr) 

5.67*10-3  5.8*10-3 2.2 %  

 Average Percentage 
of Deviation = 2 % 

 
 
The comparisons of the simulated results with the field data on LSAFPm 2

•

 are shown in 

Tables 8.6 and 8.7 for VSa of 1.5 m/s2 and 1.8 m/s2, respectively, based on equation 

(5.27). 

 
Table 8.6 

Comparison of the simulated results with field data on LSAFPm 2

•

 at VSa  = 1.5 m/s2 
 

Field Data 
LSAFPm 2

•

 
Analytically kg/s 

LSAFPm 2

•

 read 
from field data 

kg/s 

Percentage of 
Deviation 

ORNL & EPA Arterials/Collectors LOS E-F 
cycle (Average Speed 18.67 km/hr) 

 1.98*10-3  2.02*10-3 1.98 %  

ORNL & EPA Local Roadways cycle 
(Average Speed 20.76 km/hr) 

2.2*10-3  2.242*10-3 1.9 %  

ORNL & EPA Arterials/Collectors LOS C-D 
cycle (Average Speed 30.9 km/hr) 

 3.27*10-3  3.33*10-3 1.8 %  

ORNL & EPA Non-Freeway Urban Travel 
cycle (Average Speed 31.22 km/hr) 

3.31*10-3  3.37*10-3 1.8 %  

ORNL & EPA Arterials/Collectors LOS A-B  
cycle (Average Speed 39.91 km/hr) 

4.23*10-3  4.31*10-3 1.86 %   

 Average Percentage 
of Deviation = 1.86 %
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Table 8.7 

Comparison of the simulated results with field data on LSAFPm 2

•

 at  VSa  = 1.8 m/s2 
 

Field Data 
LSAFPm 2

•

 
Analytically kg/s 

LSAFPm 2

•

 read 
from field data 

kg/s 

Percentage of 
Deviation 

ORNL & EPA Arterials/Collectors LOS E-F 
cycle (Average Speed 18.67 km/hr) 

2.67*10-3  2.72*10-3 1.8 %  

ORNL & EPA Local Roadways cycle 
(Average Speed 20.76 km/hr) 

2.97*10-3  3.03*10-3 1.98 %  

ORNL & EPA Arterials/Collectors LOS C-D 
cycle (Average Speed 30.9 km/hr) 

4.42*10-3  4.5*10-3 1.77 %  

ORNL & EPA Non-Freeway Urban Travel 
cycle (Average Speed 31.22 km/hr) 

4.46*10-3  4.55*10-3 1.98 %  

ORNL & EPA Arterials/Collectors LOS A-B  
cycle (Average Speed 39.91 km/hr) 

 5.71*10-3  5.8*10-3 1.5 %  

 Average Percentage 
of Deviation = 1.8 % 

 

 

The comparisons of the simulated results with the field data on HSAFPm 2

•

 are shown in 

Tables 8.8 and 8.9 for VSa of 1.5 m/s2 and 1.8 m/s2, respectively, based on equation 

(5.28). 

 

 

Table 8.8 

Comparison of the simulated results with field data on HSAFPm 2

•

 at  VSa  = 1.5 m/s2 
 

Field Data 
HSAFPm 2

•

 
Analytically kg/s 

HSAFPm 2

•

 read 
from field data 

kg/s 

Percentage of 
Deviation 

ORNL & EPA Freeway Ramps cycle 
(Average Speed 55.68 km/hr) 

 5.48*10-3  5.58*10-3  1.79 %  

ORNL & EPA Freeway LOS D cycle 
(Average Speed 84.64 km/hr) 

 8.33*10-3  8.48*10-3 1.77 %  

 Average Percentage of 
Deviation = 1.78 % 
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Table 8.9 

Comparison of the simulated results with field data on HSAFPm 2

•

 at  VSa  = 1.8 m/s2 
 

Field Data 
HSAFPm 2

•

 
Analytically kg/s 

HSAFPm 2

•

 read 
from field data 

kg/s 

Percentage of 
Deviation 

ORNL & EPA Freeway Ramps cycle 
(Average Speed 55.68 km/hr) 

7.82*10-3  8*10-3 1 %  

ORNL & EPA Freeway LOS D cycle 
(Average Speed 84.64 km/hr) 

11.9*10-3  12.12*10-3 1.8 %  

 Average Percentage 
of Deviation = 1.4 %

 

 

The comparison of the field data with the simulated results of the developed models of 

AFSSm
•

, NLSAFm
•

, NHSAFm
•

, LSAFPm 1

•

, HSAFPm 1

•

, LSAFPm 2

•

, and HSAFPm 2

•

 is statistically 

analyzed in Table 8.10. This statistical analysis is based on equations (8.1) through 

(8.5).  

 

 

Table 8.10 

Summary of the statistical analysis on AFSSm
•

, NLSAFm
•

, NHSAFm
•

, LSAFPm 1

•

, HSAFPm 1

•

, 

LSAFPm 2

•

, and HSAFPm 2

•

 
 

Table # −

x  
−

y  xS  yS  xyS  CODr  Rε  

Table 8.1 1.127*10-3 kg/s 1.1305*10-3 
kg/s 

0.51*10-3 0.55*10-3 2.8*10-7 0.996 4.3% 

Table 8.2 0.425 g/s 0.426 g/s 0.077 0.077 0.0059 0.99 2.4% 
Table 8.3 0.521 g/s 0.521 g/s 0.023 0.022 0.497*10-3 0.97 0% 
Table 8.4 2.11 g/s 2.144 g/s 0.65 0.64 0.397 0.91 1.7% 
Table 8.5 4.7 g/s 4.8 g/s 1.41 1.41 1.98 0.99 1.9% 
Table 8.6 3 g/s 3.05 g/s 0.93 0.93 0.8 0.92 1.9% 
Table 8.7 4.05 g/s 4.12 g/s 1.25 1.26 1.5 0.91 1.8% 
Table 8.8 6.91 g/s 7.03 g/s 2.1 2.1 4.1 0.9 1.8% 
Table 8.9  9.86 g/s  10.06 g/s 2.93 2.92 8.5 0.98 1.9% 
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The analytical modeling of the actual mass flow rate in diesel engines indicated in 

equations (5.22) through (5.28) shows that Φ , stoichAFR − , Cylρ , Vη , CyldV − , CylN , SV , 

tG  and dG  are directly proportional to the mass flow rate in diesel engines. This 

analytical modeling indicates as well that wrr  is inversely proportional to the mass 

flow rate in diesel engines. The model shows that the actual mass flow rate in diesel 

engines is directly influenced by the chemical composition of diesel fuel which is 

primarily Alkanes hydrocarbon compounds through the direct proportionality with 

stoichAFR − . Tables 8.1 and 8.10 point out that under the steady speed operating 

condition the average percentage of deviation of the simulated results from the 

corresponding field data is 3.7% for all Freeway cycles with 99% coefficient of 

determination and 4% relative error. Tables 8.2, 8.3, and 8.10 indicate that under the 

negative acceleration-based operating condition, the average percentage of deviation 

of the simulated results from the corresponding field data is 0.12 % for all standard 

cycles with 98% coefficient of determination and 1.2% relative error. Tables 8.4, 8.5, 

8.6, 8.7, 8.8, 8.9, and 8.10 demonstrate that under the positive acceleration-based 

operating condition, the average percentage of deviation of the acceleration-based 

simulated results from the corresponding field data is 1.77 % for all standard cycles 

with 93.5% coefficient of determination and 1.8% relative error. The average 

deviation of the simulated results of these developed analytical models from field data 

outperforms for all standard cycles other widely recognized models such as the 

CMEM that shows deviation of more than 10% from field data and VT-Micro that 

shows deviation of about 2.5% from field data (Rakha, et al., 2003; Rakha, et al., 

2012). 
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8.4. SIMULATION AND VALIDATION OF THE MODEL OF THE RATE OF 

DIESEL EXHAUST CO EMISSION  

The evaluation of SSTCOR  in the simulated results of the developed analytical models 

indicated in Tables 8.11 and 8.12 is based on the following data provided on diesel 

light trucks and light duty vehicles with four-stroke engines under steady speed 

condition: Φ , of 0.7, ρ  of 1.7 kg/m3, Vη  of 0.9, dV  of 0.00033 m3/d-cycle, wrr  of 

0.323 m, and tricstoichiomeAFR −  of 0.0696. The field data of ORNL and EPA are provided 

for the average speed of all Freeway cycles. The data on tG  and dG  vary with the 

Freeway cycles as follows: (1) tG  of 1.43 and  dG  of 2.5 for Freeway LOS G cycle 

(vehicle average speed 20.96 km/hr), (2) tG  of 1.43 and  dG  of 2.5 for Freeway LOS 

F cycle (vehicle average speed 29.76 km/hr), (3) tG  of 1 and  dG  of 2.5 for Freeway 

LOS E cycle (vehicle average speed 48.8 km/hr), (4) tG  of 1 and  dG  of 2.5 for 

Freeway LOS D cycle (vehicle average speed 84.64 km/hr), (5) tG  of 1  and  dG  of 

2.5 for Freeway LOS A-C cycle (vehicle average speed 95.52 km/hr), (6) tG  of 1 and  

dG  of 2.5 for Freeway High Speed cycle (vehicle average speed 101 km/hr) (Rakha, 

et al., 2003; West, et al., 1997; Brzezinski, et al., 1999).    

       The evaluation of UnburnedR  in the simulated results is based on the following data 

provided on diesel light trucks and light duty vehicles with four-stroke four-cylinder 

engines: Φ  of 0.7; the number of moles of diesel fuel no. 2 in the reactants per unit 

mass of working fluid, tsacDFn tanRe2 , is 1; the standard enthalpy of formation of diesel 

fuel no. 2 in the reactants per unit mass of working fluid (in J/M) at ambient 

temperature, tsacDFfh tanRe2,∆  , since the dominating largest portion of reactants enters 

the cylinder of the engine at quasi-ambient conditions, is 454.5*103 J/M; the number 
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of moles of O2 in the reactants per unit mass of working fluid, tsacOn tanRe2 , is 22.8; the 

standard enthalpy of formation of O2 in the reactants per unit mass of working fluid 

(in J/M) at ambient temperature, tsacOfh tanRe2,∆  , is 0 J/M; the number of moles of N2 

in the reactants per unit mass of working fluid, tsacNn tanRe2 , is 85.82; the standard 

enthalpy of formation of N2 in the reactants per unit mass of working fluid (in J/M) at 

ambient temperature, tsacNfh tanRe2,∆  , is 0 J/M; the number of moles of CO2 in the 

products per unit mass of working fluid, oductsCOn Pr2 , is 16; the standard enthalpy of 

formation of CO2 in the products per unit mass of working fluid (in J/M) at ambient 

temperature, oductsfh PrCO2,∆ , since the pressure drop in the exhaust occurs 

instantaneously when the exhaust valve opens and the exhaust pressure becomes then 

atmospheric, is 393.5*103 J/M; the number of moles of H2O in the products per unit 

mass of working fluid, oductsn PrH2O , is 13.6; the standard enthalpy of formation of H2O 

in the products per unit mass of working fluid (in J/M) at ambient temperature, 

oductsfh PrH2O,∆ , is 241.8*103 J/M; the number of moles of N2 in the products per unit 

mass of working fluid, oductsn PrN2 , is 85.82; and the standard enthalpy of formation of 

N2 in the products per unit mass of working fluid (in J/M) at ambient temperature, 

oductsfh PrN2,∆  , is 0 J/M (Rakha, et al., 2003; West, et al., 1997; Brzezinski, et al., 

1999; Heywood, 1988).   

       The evaluation of SSTCOR  in the simulated results is based on the following data: 

dV  of 3.3 L, and molarfuelM  of 0.0137 kg/mol, and molarCOM  of 0.028 kg. The 

evaluation of 2OCOSSCOR +  in the simulated results is based on the following data: 

2OCOK +  of 0.0002 M-1.s-1 , and ][ 2CO  of 0.0197 M. Also, the evaluation of 
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OHCOSSCOR 2+  in the simulated results is based on the following data: OHCOK 2+  of 2.25, 

][ 2CO  of 0.008 M, and ][ 2H  of 0.008 M. Table 8.11 presents the experimental 

validation of the analytical models of the SSTCOR  for low speed cycles following from 

equations (6.18) and (7.6). It shows the comparison of the results of the developed 

analytical model against field data on the rate of CO total steady speed engine-out 

emissions for diesel fuel no. 2 for all Freeway low speed cycles.  

 

 

Table 8.11  
Experimental validation of the analytical model of SSTCOR  for all Freeway low speed cycles 

 
Field Data 

SSTCOR   Analytically 
(g/s) 

 

TotalCOR  read from 
field data (g/s) 

Percentage of 
Deviation 

ORNL & EPA Freeway LOS G cycle 
(Average Speed 20.96 km/hr) 

1.68*10-3 

 
1.65*10-3 1.8 % 

ORNL & EPA Freeway LOS F cycle 
(Average Speed 29.76 km/hr) 

1.95*10-3 1.95*10-3 0 % 

ORNL & EPA Freeway LOS E cycle 
(Average Speed 48.8 km/hr) 

2.42*10-3 2.5*10-3 3.2 % 

 Average of 
Deviation =   1.6 %

 
 

 

Table 8.12 presents the experimental validation of the analytical models of the SSTCOR  

for high speed cycles following from equations (6.18), (7.7) and (7.8). It shows the 

comparison of the results of the developed analytical model against field data on the 

rate of CO total steady speed engine-out emissions for diesel fuel no. 2 for all 

Freeway high speed cycles.  
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Table 8.12  
Experimental validation of the analytical model of SSTCOR  for all Freeway high speed cycles 

 
Field Data 

SSTCOR   Analytically 
(g/s) 

SSTCOR  read from 
field data (g/s) 

Percentage of 
Deviation 

ORNL & EPA Freeway LOS D cycle 
(Average Speed 84.64 km/hr) 

21.3*10-3 20.05*10-3 3.9 % 

ORNL & EPA Freeway LOS A-C cycle 
(Average Speed 95.52 km/hr) 

26.43*10-3 26.5*10-3 0.2 % 

ORNL & EPA Freeway High Speed 
cycle (Average Speed 101 km/hr) 

29.31*10-3 29.7*10-3 1.3 % 

 Average of 
Deviation =   1.8 %

 
 
 
The comparison of the field data with the simulated results of the developed models of 

SSTCOR , 
2OCOCOSSR + ,  and OHCOSSCOR 2+  is statistically analyzed in Table 8.13. This 

statistical analysis is based on equations (8.1) through (8.5). 

 

 

Table 8.13 
Summary of the statistical analysis on SSTCOR , 

2OCOCOSSR + ,  and OHCOSSCOR 2+  
 

Table # −

x  
−

y  xS  yS  xyS  CODr  Rε  

Table 
8.11 and 

Table 
8.12 

13.8*10-3 g/s 13.725*10-3 
g/s 

12.82*10-3 13.18*10-3 1.686*10-4 0.99 3% 

 
 
The results of the developed analytical models indicated in equations (6.18), (7.6), 

(7.7) and (7.8) have been compared with field data provided by key experimental 

research authorities in this research area and the comparison shows good accuracy 

with Rε  of 3% which is close to the target of Rε  of 0% as indicated in Table 8.13. 

This comparison indicated in Tables 8.11 and 8.12 shows that the average percentage 

of deviation of the steady speed-based simulated results from the corresponding field 

data is 1.6% and 1.8% for all low speed Freeway cycles and for all high speed 
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Freeway cycles, respectively. The statistical analysis presented in Table 8.13 shows 

that the CODr  is as high as 99%. The average deviation of the simulated results of these 

developed analytical models from field data outperforms for all Freeway cycles its 

counterpart of other widely recognized models such as the CMEM and VT-Micro 

(Rakha, et al., 2012; Rakha, et al., 2003). The developed analytical models point out 

that SSTCOR  is directly proportional to dV , tG , Cylρ  and SV . Equations (7.6), (7.7) and 

(7.8) imply that 2OCOSSCOR +   is considerably less than OHCOSSCOR 2+ as can be gathered 

from the values of 2OCOK +  and OHCOK
2+ . 

 

 

8.5. SIMULATION AND VALIDATION OF THE MODEL OF THE RATE OF 

DIESEL EXHAUST NOx EMISSION  

The experimental validation of the developed analytical models of SSTNOxR , ZMSSNOR , 

EZMSSNOR , SEZMSSNOR  and SSNOR
2

 for both low speed cycles and high speed cycles is 

demonstrated in this section. The evaluation of the AFSSm
•

 in the simulated results of 

the developed analytical models indicated in Tables 8.14 and 8.15 is based on the 

following data provided on diesel light trucks and light commercial vehicles with 

four-stroke engines under the steady speed operating condition: : Φ  of 0.7, ρ  of 1.7 

kg/m3, Vη  of 0.9, dV  of 0.00033 m3/d-cycle, wrr  of 0.323 m, and tricstoichiomeAFR −  of 

0.0696. The field data of ORNL and EPA are provided for the average speed of all 

Freeway cycles. The data on tG  and dG  vary with the Freeway cycles as follows: (1) 

tG  of 1.43 and  dG  of 2.5 for Freeway LOS G cycle (vehicle average speed 20.96 

km/hr), (2) tG  of 1.43 and  dG  of 2.5 for Freeway LOS F cycle (vehicle average 
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speed 29.76 km/hr), (3) tG  of 1 and  dG  of 2.5 for Freeway LOS E cycle (vehicle 

average speed 48.8 km/hr), (4) tG  of 1 and  dG  of 2.5 for Freeway LOS D cycle 

(vehicle average speed 84.64 km/hr), (5) tG  of 1  and  dG  of 2.5 for Freeway LOS A-

C cycle (vehicle average speed 95.52 km/hr), (6) tG  of 1 and  dG  of 2.5 for Freeway 

High Speed cycle (vehicle average speed 101 km/hr) (Rakha et al., 2003; West et al., 

1997; Brzezinski et al., 1999).  

       The evaluation of the UnburnedR  is based on the following data provided on diesel 

light trucks and light commercial vehicles with four-stroke four-cylinder engines: Φ  

of 0.7; the number of moles of diesel fuel no. 2 in the reactants per unit mass of 

working fluid, tsacDFn tanRe2 , is 1; the standard enthalpy of formation of diesel fuel no. 

2 in the reactants per unit mass of working fluid (in J/M) at ambient temperature, 

tsacDFfh tanRe2,∆  , since the dominating largest portion of reactants enters the cylinder 

of the engine at quasi-ambient conditions, is 454.5*103 J/M; the number of moles of 

O2 in the reactants per unit mass of working fluid, tsacOn tanRe2 , is 22.8; the standard 

enthalpy of formation of O2 in the reactants per unit mass of working fluid (in J/M) at 

ambient temperature, tsacOfh tanRe2,∆  , is 0 J/M; the number of moles of N2 in the 

reactants per unit mass of working fluid, tsacNn tanRe2 , is 85.82; the standard enthalpy of 

formation of N2 in the reactants per unit mass of working fluid (in J/M) at ambient 

temperature, tsacNfh tanRe2,∆  , is 0 J/M; the number of moles of CO2 in the products per 

unit mass of working fluid, oductsCOn Pr2 , is 16; the standard enthalpy of formation of 

CO2 in the products per unit mass of working fluid (in J/M) at ambient temperature, 

oductsfh PrCO2,∆ , since the pressure drop in the exhaust occurs instantaneously when the 

exhaust valve opens and the exhaust pressure becomes then atmospheric, is 393.5*103 
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J/M; the number of moles of H2O in the products per unit mass of working fluid, 

oductsn PrH2O , is 13.6; the standard enthalpy of formation of H2O in the products per unit 

mass of working fluid (in J/M) at ambient temperature, oductsfh PrH2O,∆ , is 241.8*103 

J/M; the number of moles of N2 in the products per unit mass of working fluid, 

oductsn PrN2 , is 85.82; and the standard enthalpy of formation of N2 in the products per 

unit mass of working fluid (in J/M) at ambient temperature, oductsfh PrN2,∆  , is 0 J/M 

(Rakha et al., 2003; West et al., 1997; Brzezinski et al., 1999; Heywood, 1988).  

       The evaluation of SSTNOx
R  in the simulated results is based on the following data:  

dV  of 3.3 L, and molarfuelM  of 13.7 g/mol. The evaluation of SSTNOR  in the simulated 

results is based on the following data: molarNOM  of 0.030 kg, 22 ONK +  of 0.00001 M-1s-

1 , OHNK +  of 0.015 M-1s-1, HONK +2
 of 0.018 M-1s-1, ][ 2N  of 0.799 M, ][ 2O  of 0.199 

M, ][N  of 0.356 M, ][OH  of 0.356 M, ][ 2ON  of 0.0176 M, and ][H  of 0.0176 M. 

The evaluation of SSNOR
2

 in the simulated results is based on the following data: 

molarNOM
2

 of 0.046 kg, 
2ONOK +  of 6 M-1s-1, ][NO  of 0.0066 M, and ][ 2O  of 0.0034 

M.  

        Table 8.14 presents the experimental validation of the analytical models of 

SSTNOxR , SSNOR
2

, and SSTNOR , ZMSSNOR , EZMSSNOR  and SEZMSSNOR  indicated in 

equations (6.36), (7.15), (6.37), (7.9), (7.11) and (7.13), respectively, for all Freeway 

low speed cycles. It shows the comparison of the simulated results of the developed 

analytical model with field data on the rate of NOx total steady speed engine-out 

emission for diesel fuel no. 2 for all Freeway low speed cycles.   
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Table 8.14 
Experimental validation of the analytical model of SSTNOxR , SSNOR

2
, and SSTNOR  for all 

Freeway low speed cycles 
    

Field Data   SSNOR
2

 Steady 
Speed Total 
Analytically (g/s) 

 SSTNOR  Steady 
Speed Total  
Analytically 
(g/s)  

 SSTNOxR = SSNOR
2

 + 

SSTNOR  Steady Speed 
Total  Analytically (g/s)  

 SSTNOxR  
read from 
field data 
(g/s) 

Percentage 
of Deviation

ORNL & EPA 
Freeway LOS G 
cycle (Average 
Speed 20.96 
km/hr) 

0.143*10-3 0.337*10-3 0.48*10-3 0.5*10-3 4 % 

ORNL & EPA 
Freeway LOS F 
cycle (Average 
Speed 29.76 
km/hr) 

0.287*10-3 0.563*10-3 0.85*10-3 0.85*10-3 0 % 

ORNL & EPA 
Freeway LOS E 
cycle (Average 
Speed 48.8 
km/hr) 

0.728*10-3 1.559*10-3 2*10-3 1.95*10-3 2.6 % 

 Average 
Deviation = 
2.2% 

 

 

Table 8.15 presents the experimental validation of the analytical models of SSTNOxR , 

SSNOR
2

, and SSTNOR , ZMSSNOR , EZMSSNOR  and SEZMSSNOR  indicated in equations (6.36), 

(7.16), (6.37), (7.10), (7.12) and (7.14), respectively, for all Freeway high speed 

cycles. It shows the comparison of the simulated results of the developed analytical 

model with field data on the rate of NOx total steady speed engine-out emission for 

diesel fuel no. 2 for all Freeway high speed cycles.   

 

 

 

 

 

 

 

 



 180

Table 8.15 
Experimental validation of the analytical model of SSTNOxR , SSNOR

2
, and SSTNOR  for all 

Freeway high speed cycles  
 
Field Data  

SSNOR
2

 Steady 
Speed Total 
Analytically 
(g/s) 

SSTNOR  Steady 
Speed Total  
Analytically 
(g/s) 

 SSTNOxR = SSNOR
2

 + 

SSTNOR  Steady Speed 
Total  Analytically (g/s)  

 SSTNOxR  
read from 
field data 
(g/s) 

Percentage 
of Deviation

ORNL & EPA 
Freeway LOS D 
cycle (Average 
Speed 84.64 km/hr) 

1.4*10-3 2.96*10-3 4.36*10-3 4.3*10-3 0 % 

ORNL & EPA 
Freeway LOS A-C 
cycle (Average 
Speed 95.52 km/hr) 

2.2*10-3 4.3*10-3 6.5*10-3 6.25*10-3 4 % 

ORNL & EPA 
Freeway High 
Speed  cycle 
(Average Speed 
101 km/hr)  

2.7*10-3 5.21*10-3 7.91*10-3 8*10-3 1 % 

 Average 
Deviation = 
1.67% 

 
 
 
 
The comparison of the field data with the simulated results of the developed models of 

SSTNOxR , SSNOR
2

, and SSTNOR   is statistically analyzed in Table 8.16. This statistical 

analysis is based on equations (8.1) through (8.5). 

 

 

Table 8.16 
Summary of the statistical analysis on SSTNOxR , SSNOR

2
, and SSTNOR  

 
Table # −

x  
−

y  xS  yS  xyS  CODr  Rε  

Table 
8.14 and 
Table 
8.15 

3.675*10-3 
g/s 

3.6417*10-3 g/s 3.08*10-3 3.06*10-3 9.4*10-6 0.999 1.75% 

 
 
 
This comparison indicated in Tables 8.14 and 8.15 points out that the average 

percentage of deviation of the steady speed-based simulated results from the 
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corresponding field data is 2.2% and 1.67% for all low speed Freeway cycles and for 

all high speed Freeway cycles, respectively. The statistical analysis presented in Table 

8.16 shows with CODr  of 99.9% that the Rε  is 1.75% which is close to the target of Rε  

of 0%. The developed analytical models point out that SSTNOxR  is proportional to Cylρ , 

dV   and SV . The developed models indicate that NO2 emission rate is about one third 

of the NO emission rate. This is in accord with the fact that NO in the diesel exhaust is 

rapidly oxidized into NO2 and it has been found experimentally that the final 

concentration of [NO2] at equilibrium is usually about half the concentration of NO 

(Gilbert et al., 2011; Brown et al., 2009; Villarba, 2013). The developed models 

indicate as well that the extended Zeldovich mechanism is the dominant reaction in 

the NO formation. The average deviation of the simulated results of these developed 

analytical models from field data outperforms for all Freeway cycles widely 

recognized models such as the CMEM and VT-Micro (Rakha et al., 2003; Rakha, et 

al., 2012).  

 

 

8.6. SIMULATION AND VALIDATION OF THE MODEL OF THE RATE OF 

DIESEL EXHAUST HC EMISSION  

The experimental validation of the analytical model of SSHCR  for both low speed 

cycles and high speed cycles is presented in this section, respectively. The field data 

were extracted from the following references (Rakha, et al., 2003; West, et al., 1997; 

Brzezinski, et al., 1999). Table 8.17 presents the experimental validation of the 

analytical models of the SSHCR  for low speed cycles indicated in equation (7.17) for 

four-stroke engines.   
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Table 8.17 
Experimental validation of the analytical model of SSHCR  for low speed Freeway 

cycles 
 

Field Data Analytically (g/s) read from field data 
(g/s) 

Percentage of Deviation

ORNL & EPA Freeway LOS G 
cycle (Average Speed 20.96 km/hr)

0.4*10-3 0.4*10-3 0 % 

ORNL & EPA Freeway LOS F 
cycle (Average Speed 29.76 km/hr)

0.4*10-3 0.4*10-3 0 % 

ORNL & EPA Freeway LOS E 
cycle (Average Speed 48.8 km/hr) 

0.6*10-3 0.6*10-3 0 % 

 Average Percentage of 
Deviation = 0 % 

     
 
 
Table 8.18 presents the experimental validation of the analytical models of the SSHCR  

for high speed cycles indicated in equation (7.18).   

 

  

Table 8.18 
Experimental validation of the analytical model of SSHCR  for high speed Freeway 

cycles 
 

Field Data  Analytically (g/s) read from field data 
(g/s) 

Percentage of Deviation

ORNL & EPA Freeway LOS D 
cycle (Average Speed 84.64 km/hr)

1.4*10-3 1.3*10-3 7.7 % 

ORNL & EPA Freeway LOS A-C 
cycle (Average Speed 95.52 km/hr)

1.7*10-3 1.7*10-3 0 % 

ORNL & EPA Freeway High 
Speed cycle (Average Speed 101 
km/hr) 

1.8*10-3 1.9*10-3 5 % 

 Average Percentage of 
Deviation = 4 % 
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The comparison of the field data with the simulated results of the developed model of 

SSHCR  is statistically analyzed in Table 8.19. This statistical analysis is based on 

equations (8.1) through (8.5).  

 

 

Table 8.19 
Summary of the statistical analysis on SSHCR  

 
Table # −

x  
−

y  xS  yS  xyS  CODr  Rε  

Table 
8.17 and 
Table 
8.18 

1.05*10-3 g/s 1.05*10-3 g/s 6.6*10-4 6.7*10-4 4*10-7 0.83 2% 

 
 
 
This comparison indicated in Tables 8.17 and 8.18 points out that the average 

percentage of deviation of the steady speed-based simulated results from the 

corresponding field data is 0% and 4% for all low speed Freeway cycles and for all 

high speed Freeway cycles, respectively. The statistical analysis presented in Table 

8.19 shows with CODr  of 83% that the Rε  is 2% which is close to the target of Rε  of 

0%. The developed analytical models indicated in equations (7.17), (7.18) and (5.22) 

point out that SSHCR  is proportional to Cylρ , dV   and SV . The average deviation of the 

simulated results of these developed analytical models from field data outperforms for 

all Freeway cycles widely recognized models such as the CMEM and VT-Micro 

(Rakha et al., 2003; Rakha, et al., 2012). 

 

 

8.7. SIMULATION AND VALIDATION OF THE MODEL OF THE 

PERCENTAGE OF UNBURNED DIESEL FUEL 

The experimental validation of the analytical model of UnburnedR  presented in equation 



 184

 (7.5) is presented in Table 8.20 for four-stroke engines. The field data for 

experimental validation of this model were extracted from the following reference 

(Velmurugan and Loganathan, 2011).  

 

 

Table 8.20 
Experimental validation of the analytical model of UnburnedR     

 
Field Data 

UnburnedR  
Analytically 

UnburnedR  read from 
field data 

Percentage of Deviation

At the Average Speed 20.96 km/hr 
of ORNL & EPA Freeway LOS G 
cycle 

0.01254 % 0.0112 % 12 % 

At the Average Speed 29.76 km/hr 
of ORNL & EPA Freeway LOS F 
cycle   

0.012436 % 0.0111 % 12 % 

At the Average Speed 48.8 km/hr 
of ORNL & EPA Freeway LOS E 
cycle   

0.012516 % 0.0116 % 7.8 % 

 Average Percentage of 
Deviation = 10.6 % 

 
 
 
 
The comparison of the field data with the simulated results of the developed model of 

UnburnedR  is statistically analyzed in Table 8.21. This statistical analysis is based on 

equations (8.1) through (8.5).  

 

Table 8.21 
Summary of the statistical analysis on UnburnedR  

 

 
Table # −

x  
−

y  xS  yS  xyS  CODr  Rε  

Table 
8.20  

0.012497 % 0.0113 % 0.000055 % 0.00027 % 6.8*10-9 0.7 10.6% 

 
 
 
This comparison indicated in Table 8.20 points out that the average percentage of 

deviation of the steady speed-based simulated results from the corresponding field 

data is 10.6% for all low speed Freeway cycles. The statistical analysis presented in 
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Table 8.21 shows with CODr  of 70% that the Rε  is 10.6% which is close to the target 

of Rε  of 0%. The developed analytical model indicated in equation (7.5) points out 

that UnburnedR  is proportional to CylN .     

 

 

8.8. SIMULATION AND VALIDATION OF THE MODEL OF THE BRAKE 

POWER OF DIESEL ENGINE  
 

The experimental validation of the analytical model of BΓ  presented in equation 

(5.42) is presented in Table 8.22 for four-stroke engines. The field data for 

experimental validation of this model were mainly extracted from the following 

reference (Rakha, et al., 2012).  
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Table 8.22 
Experimental validation of the analytical model of BΓ     

 
Vehicle Engine 

Code 
Engine Specifications Reference 

BP  read 
from engine 

specifications 
(under the 

idling 
condition) 

BP  
analytically 
(under the 

idling 
condition) 

Deviation 

Chevrolet 
S-10 

General 
Motors 
engine  
262 cu in 
(4.3 L) 
90° V6   

displaced volume 4.3 L 
maximum torque 319 N·m @ 

2400 rpm 
number of cylinders 6 
number of strokes 4 
brake power 120 kW 

(160 hp) @ 
4000 rpm   

(GM 
Powertrain) 

120 kW 133 kW 
(Based on 
efficiency 
of 90% 
(Rakha, et 
al., 2012), 
and that 
maximum 
torque 
occurs at 
2400 rpm 
onwards 
(Heywood, 
1988)) 

10.8 %  

Ford 
Windstar 

Ford 
engine  
3.8 L 
Essex V6 

displaced volume 3.8 L  
maximum torque 312 N·m  @ 

3000 rpm 
number of cylinders 6 
number of strokes 4 
brake power 150 kW (200 

hp)  @  
5000 rpm  

(Ford Parts; 
Ford Essex 
V6 Engine; 
Ford 
Motors)  

150 kW 163 kW 
(Based on 
efficiency 
of 90% 
(Rakha, et 
al., 2012), 
and that 
maximum 
torque 
occurs at 
3000 rpm 
onwards 
(Heywood, 
1988)) 

8.6 % 

Chevy 
Blazer 

General 
Motors    
Vortec 
Engine  
4.3 L 
(262 cu in
) 4300    
90° V6 
truck 
engine  

displaced volume  4.3 L  
maximum torque 339 N·m @ 

2540 rpm. 
number of cylinders 6 
number of strokes 4 
brake power 149 kW 

(200 hp) @ 
4130 rpm    

(GM 
Powertrain)  

149 kW 146.6 kW 
(Based on 
efficiency 
of 90% 
(Rakha, et 
al., 2012),  
and that 
maximum 
torque 
occurs at 
2540 rpm 
onwards 
(Heywood, 
1988)) 

1.5 % 

 Average 
of 
Deviation 
= 6.9 % 

 
 
 
The comparison of the field data with the simulated results of the developed model of 

BΓ  is statistically analyzed in Table 8.23. This statistical analysis is based on 

equations (8.1) through (8.5).  
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Table 8.23 
Summary of the statistical analysis on BΓ  

 
Table # −

x  
−

y  xS  yS  xyS  CODr  Rε  

Table 
8.22  

147.5 kW 139.7 kW 15.02 17.039 218.465 0.73 7% 

 
 
 
This comparison indicated in Table 8.22 points out that the average percentage of 

deviation of the simulated results from the corresponding field data is 6.9%. The 

statistical analysis presented in Table 8.23 shows with CODr  of 73% that the Rε  is 7% 

which is close to the target of Rε  of 0%. The developed analytical model indicated in 

equation (5.42) points out that BΓ  is proportional to SV , tG  and dG . This analytical 

model indicates as well that BΓ  is inversely proportional to wrr .   

 

 

8.9. SIMULATION AND VALIDATION OF THE INTAKE MANIFOLD GAS 

SPEED DYNAMICS MODEL     

The experimental validation of the analytical model of the air acceleration in intake 

manifold, 
•

imc ,  indicated in equation (7.2) is presented in this section. A case study 

has been conducted in this regard using the following field data presented in Table 

8.24:  
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Table 8.24 

Field data of a case study conduced on 
•

imc  
  

Parameter Value extracted from field 
data 

Reference 

•

imc  
0.15 m/s2 , in average (i.e. 

2
3.00 +

 m/s2) for slow to 

medium acceleration of flow  

(Ibrahim and Dunn, 2006) 

iP  0.0985*106 N/m2 (Sulaiman et al., 2010)  

L
D

 
mm

mm
400
80

 , i.e. 0.2 
(Edelbrock Pro-Flo XT EFI 
LS1 Chevy Intake Manifold 
Systems, 2013)   

imQ  40*10-3 * NCyl   m3/s (Sulaiman et al., 2010) 

ζ  0.55 (Sulaiman et al., 2010) 
ρ  1.7 m/s3 (Eaton M90 Supercharger) 
 
 
  
An intercooler is usually used at the outlet of the supercharger compressor in order to 

maintain the air temperature drawn into the intake manifold to be below 35ºC in 

average under heavy driving conditions (Holmgren, 2005). The maximum outlet 

pressure of the supercharger compressor is usually limited to 1.5 bar (Hiellier and 

Coomber, 2004). The value of iP  indicated in Table 8.24 is not the maximum outlet 

pressure of the supercharger compressor since the intercooler reduces the temperature 

of the supercharged higher density air so that the iP  is reduced according to the Ideal 

Gas Law. Following from and Table 8.24, c  indicated in equation (7.2) is thus 

evaluated as follows:    

 

2

4
D

Q
c im

π
=                                                                                                                  (8.6)                         

 

Following from equation (7.2), equation (8.6) and Table 8.24, the 
•

imc  for four-

cylinder Chevy engines is 131,000 µm/s2. The positive sign of 
•

imc  implies accelerated 
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flow. Since diesel engines are usually operated at wide-open throttle, the 

corresponding intake manifold air flow acceleration ranges from slow to medium 

acceleration of air flow. The comparison of the field data with the simulated results of 

the developed model of 
•

imc  is statistically analyzed in Table 8.25. This statistical 

analysis is based on equation (8.5).  

 

 

Table 8.25 

Summary of the statistical analysis on 
•

imc  
 

 

Table 
# 

−

x  
−

y  Rε  

Table 
8.24  

0.131 m/ 
s2 

0.15 m/ s2 12.7%

 

 

Therefore, the Rε  of 12.7% on 
•

imc  is an order of magnitude of deviation that is less 

than that of well known models in the field of ITS and vehicle powertrain modeling 

such as the CMEM (Rakha et al.,   2012). Equation (7.2) has shown that the influence 

of iP , ρ , and L  on 
•

imc  is significantly as much as 90%. Equation (7.2) has shown as 

well that the influence of ζ , c , and D  is insignificantly as little as 10%. The 

developed analytical model of 
•

imc  addresses flaws exist in corresponding models 

presented in key references in this research area, such as (Heywood, 1988).  
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8.10. SIMULATION AND VALIDATION OF THE MODEL OF THE POWER 

REQUIRED TO DRIVE THE SUPERCHARGING DIESEL CENTRIFUGAL 

COMPRESSOR   

The experimental validation of the analytical model of the power required to drive the 

supercharging diesel centrifugal compressor, 
•

CW ,  indicated in equation (4.15) is 

presented in this section. A case study has been conducted in this regard using the 

following field data presented in Table 8.26:  

 

 

Table 8.26  

Field data of a case study conduced on 
•

CW   
 

Parameter Value extracted from field 
data 

Reference 

Amb

Compressor

P
P

 
1.45 (Eaton M90 Supercharger) 

ρ  1.7 m/s3 (Eaton M90 Supercharger) 
imQ  350  m3/hr, i.e. 

•

im  of 0.2 
kg/s 

(Eaton M90 Supercharger) 

CMη  85% (Hill and Peterson, 1992) 

se
U 2  

0.65, i.e. U2 of 223 m/s (Hill and Peterson, 1992) 

2

2

U
cr  

0.3 (Hill and Peterson, 1992) 

β2 45° (Hill and Peterson, 1992) 
•

CW  
9 hp, i.e. 6.7 kW (Hill and Peterson, 1992; 

Lysholm Supercharger 
LYS 2300 AX)  

 
 
 

Following from equation (4.15) and Table 8.26, 
•

CW  for Eaton M90 Supercharger for 

Chevy engines is 6.9 kW. The comparison of the field data with the simulated results 
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of the developed model of 
•

CW  is statistically analyzed in Table 8.27. This statistical 

analysis is based on equation (8.5).  

 

 
Table 8.27 

Summary of the statistical analysis on 
•

CW  
 

 
Table 
# 

−

x  
−

y  Rε  

Table 
8.26  

6.9 kW 6.7 kW 3% 

 

 

Therefore, the Rε  of 3% on 
•

CW  is an order of magnitude of deviation that is less than 

that of well known models in the field of ITS and vehicle powertrain modeling such as 

the CMEM (Rakha et al.,   2012). Equation (4.15) has shown that 
•

airm is directly 

proportional to 
•

CW . It has shown as well that  2rc  is inversely proportional to 
•

CW . 

The developed analytical model of 
•

CW  addresses flaws exist in corresponding models 

presented in key references in this research area, such as (Heywood, 1988).  

 

 

8.11. SIMULATION AND VALIDATION OF THE MODEL OF THE 

EFFICIENCY OF THE SUPERCHARGING DIESEL CENTRIFUGAL 

COMPRESSOR  

The experimental validation of the analytical model of the efficiency of the 

supercharging diesel centrifugal compressor, ηCM, indicated in equation (4.56) is 

presented in this section. A case study has been conducted in this regard using the 

following field data presented in Table 8.28:  
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Table 8.28  
Field data of a case study conduced on ηCM 

 
Parameter Value extracted from field 

data 
Reference 

CI   2 kg.m2 ( Spirig et al., 2002; Botros 
and Ganesan, 2008)  

Cα  500 rad/s2 (Rao, 2011) 

CMN   4500 rpm  (Eaton M90 Supercharger) 
•

CW  
9 hp, i.e. 6.7 kW (Hill and Peterson, 1992) 

CMη  85% (Eaton M90 Supercharger) 

 
 
 
  

Following from equation (4.56) and Table 8.28, CMη  for Eaton M90 Supercharger for 

four-stroke Chevy engines is 78%. The comparison of the field data with the 

simulated results of the developed model of CMη  is statistically analyzed in Table 

8.29. This statistical analysis is based on equation (8.5).  

 

 

Table 8.29 
Summary of the statistical analysis on CMη  

 

 
Table 
# 

−

x  
−

y  Rε  

Table 
8.28  

78% 85% 8% 

 

 

Therefore, the Rε  of 8% on CMη  is an order of magnitude of deviation that is less than 

that of well known models in the field of ITS and vehicle powertrain modeling such as 

the CMEM (Rakha et al.,   2012). Equation (4.56) has shown that CW
•

 is directly 
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proportional to CMη . It has shown as well that CI , Cα  and CMN  are inversely 

proportional to CMη .    

 

 

8.12. SIMULATION AND VALIDATION OF THE MODEL OF THE 

SUPERCHARGED AIR DENSITY  

In order to experimentally validate the analytical model of the supercharged air 

density in diesel engines, ρ , indicated in equations (7.3) and (3.135), the following 

actual values of the parameters indicated in equation (3.135) are used:  

(i) As to 2P  , the average value of actual pressure ratio in the performance map of the 

Eaton M90 Supercharger  that is incorporated in GM Trucks is used, i.e. 1.45 PAmbient  

where PAmbient  is 0.101*106 N/m2 (Eaton M90 Supercharger);      

(ii) As to R , the value of 287.058 J.kg-1.K-1 is used;   

(iii) As to 2T , the average value of the temperature at the exit of the supercharging 

compressor in the performance map of the Lysholm Supercharger LYS 2300 AX is 

used, i.e. 100°c (Lysholm Supercharger LYS 2300 AX);      

(iv) As to rIntercooleη , the average value of 0.72 is used (RB Racing RSR Intercoolers);   

(v) As to TEquator, the value of 27°C is used (Kottek et al., 2006);   

(vi) As to LatitudeL , the value of 36° North for Oak Ridge National Laboratory (ORNL) 

in Oak Ridge, Tennessee, USA is used;  

(vii) As to AltitudeA , the value of 259 m above sea for Oak Ridge National Laboratory 

(ORNL) in Oak Ridge, Tennessee, USA is used.  

 

By substituting these seven values in equation (3.135), the resulting value of ρ  is 

1.65 kg/m3. This resulting value of the supercharged air density in diesel engines, ρ , 
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has been used in the experimental validation of the analytical formulation of the actual 

mass flow rate of fuel in diesel engines under the steady speed condition in (kg/s), 

AFSSm
•

, of equation (5.22) indicated in Table 8.1 using the field data gathered at ORNL 

that were extracted from the following references (Rakha, et al., 2003; West, et al., 

1997; Brzezinski, et al., 1999). Tables 8.1 and 8.10 show that under the steady speed 

operating condition the average percentage of deviation of the simulated results from 

the corresponding field data is 3.7% for all Freeway cycles with 99% coefficient of 

determination and 4% relative error. Therefore, the Rε  of 4% on ρ  is an order of 

magnitude of deviation that is less than that of well known models in the field of ITS 

and vehicle powertrain modeling such as the CMEM (Rakha et al.,   2012).   

 

 

8.13. SIMULATION AND VALIDATION OF THE MODEL OF THE IN-

CYLINDER GAS SPEED DYNAMICS  

The  experimental  validation  of  the  model  of  the  in-cylinder  gas  speed  

dynamics  is presented in this section. A case study has been conducted in this regard 

using the following field data indicated in Table 8.30 for maximum in-cylinder 

pressure, CylP :    
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Table 8.30 

Field data of a case study conduced on 
•

Cylc  
  

Parameter Value extracted from field 
data 

Reference 

CylP  40*105 N/m2 (Dec, 2009)  

Stroke

Cyl

L
D

 mm
mm

92
88

 , i.e. 0.96 
(Edelbrock Pro-Flo XT EFI 
LS1 Chevy Intake Manifold 
Systems) 

CylQ  40*10-3  m3/s (Sulaiman, 2010)  

CylIn−ζ  0.55 (Sulaiman, 2010) 

Cylρ  1.7 m/s3 (Eaton M90 Supercharger) 
•

Cylc  
23 m/s2 for highly accelerated 
flow 

(Ibrahim and Dunn, 2006)  

 
 
 
The Cylc  indicated in equations (5.15) and (7.4) can be thus evaluated using equation 

(8.6). Following from equation (5.15), equation (8.6) and Table 8.30, the 
•

Cylc  for 

Chevrolet S-10 2.2 L Isuzu Diesel I4 engine with Edelbrock Pro-Flo XT LS1 EF1 

Intake Manifold is -25,576,171 µm/s2. The negative sign of 
•

Cylc  implies decelerated 

flow. The comparison of the field data with the simulated results of the developed 

model of 
•

Cylc  is statistically analyzed in Table 8.31. This statistical analysis is based 

on equation (8.5).   

 

 

Table 8.31 

Summary of the statistical analysis on 
•

Cylc  
 

 
Table 
# 

−

x  
−

y  Rε  

Table 
8.30  

25.576 m/ s2 23 m/ s2 11% 
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Therefore, the Rε  of 11% on 
•

Cylc  is an order of magnitude of deviation that is less 

than that of well known models in the field of ITS and vehicle powertrain modeling 

such as the CMEM (Rakha et al.,   2012). Equation (5.15) has shown that CylP , CylIn−ζ  

and Cylc  are directly proportional to 
•

Cylc . It has shown as well that  Cylρ , StrokeL  and 

CylD   are inversely proportional to 
•

Cylc . Equation (5.15) has shown that the influence 

of CylP , StrokeL  and Cylρ  on 
•

Cylc  is significantly as much as 99%. Equation (5.15) has 

shown as well that the influence of CylIn−ζ , Cylc  and CylD  on 
•

Cylc  is insignificantly as 

little as less than 1%. The developed analytical model of 
•

Cylc  addresses flaws exist in 

corresponding models presented in key references in this research area, such as 

(Heywood, 1988).  
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CHAPTER 9 
 

CONCLUSIONS AND FUTURE WORK 
 
 
 
 
9.1 SUMMARY AND CONCLUSION  

This study has developed and experimentally validated an instantaneous, gear-

shifting-based and microscopic analytical model to simulate the diesel powertrain fuel 

consumption rate under accelerating, cruising and decelerating driving conditions and 

regulated emissions rate under cruising driving condition for trucks. In order to get 

these 1st and 2nd objectives of research achieved, the study has developed a framework 

for this modeling which has been elucidated in the research philosophy indicated in 

Chapter 1. The 3rd and last objective of developing an interface facility to give 

instantaneous fuel consumption and regulated emissions rate of trucks has been 

achieved as well through developing a simplified version of the developed analytical 

models for fitting the INTEGRATION software package of Virginia Tech. This study 

has shown these three objectives are achievable and has achieved them.    

         The analytical model of diesel powertrain intake manifold has been developed in 

Chapter 3 which has contributed to the implementation of the 1st pillar of the research 

philosophy adopted in this study endeavouring to achieve the 1st objective in this 

research. The analytical model of the supercharging diesel centrifugal compressor 

with vanes-based diffuser has been developed in Chapter 4 which has contributed to 

the implementation of the 1st pillar of the research philosophy adopted in this study 

endeavouring to achieve the 1st objective in this research. In Chapter 5 the analytical 

model of multi-cylinder supercharged diesel engine has been developed contributing 

to the implementation of the 1st and 2nd pillars of the research philosophy adopted in 
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this study with respect to the analytical modeling of the diesel powertrain fuel 

consumption rate in an endeavour to achieve the 1st objective in this research. The 

analytical model of diesel engine fuel consumption rate has been thus developed in 

Chapter 5 contributing to achieving the 1st objective of this research with respect to 

the analytical modeling of the diesel powertrain fuel consumption rate. With CODr  of 

99.6% and Rε  of 4.3%, the average percentage of deviation of the steady speed-based 

simulated results from the corresponding field data on AFSSm
•

 is 3.7% for all Freeway 

cycles. With CODr  of 98% and Rε  of 1.2%, the average percentage of deviation of the 

acceleration-based simulated results from the corresponding field data under negative 

acceleration is 0.12 %. Under positive acceleration, the average percentage of 

deviation of the acceleration-based simulated results from the corresponding field data 

is 1.77 % with CODr  of 93.5% Rε  of 1.8%.  

         In Chapter 6 the analytical model of diesel powertrain exhaust system has been 

developed contributing to the implementation of the 1st and 2nd pillars of the research 

philosophy adopted in this study with respect to the analytical modeling of the diesel 

powertrain regulated emissions rate in an endeavour to achieve the 1st objective in this 

research. The analytical model of diesel engine regulated emissions rate has been thus 

developed in Chapter 6 contributing to achieving the 1st objective of this research with 

respect to the analytical modeling of the diesel powertrain regulated emissions rate. 

With CODr  of 99% and Rε  of 3%, the average percentage of deviation of the steady 

speed-based simulated results from the corresponding field data on SSTCOR , 

2OCOCOSSR + ,  and OHCOSSCOR 2+  is 1.6% and 1.8% for all low speed Freeway cycles and 

for all high speed Freeway cycles, respectively. The study has pointed out with CODr  
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of 99.9% and Rε  of 1.75% that the average percentage of deviation of the steady 

speed-based simulated results from the corresponding field data on SSTNOxR , SSNOR
2

, 

and SSTNOR  is 2.2% and 1.67% for all low speed Freeway cycles and for all high speed 

Freeway cycles, respectively. With CODr  of 83% and Rε  of 2%, the average 

percentage of deviation of the steady speed-based simulated results from the 

corresponding field data on SSHCR  is 0% and 4% for all low speed Freeway cycles 

and for all high speed Freeway cycles, respectively.   

         Chapter 7 has presented based on the sensitivity analysis the simplified version 

of the analytical models developed in this study contributing to the implementation of 

the 3rd pillar of the research philosophy adopted in this study in an endeavour to 

achieve the 1st objective in this research. Chapter 7 has contributed to achieving the 1st 

objective of this research with respect to the analytical modeling of both the diesel 

powertrain fuel consumption rate and the diesel regulated emissions rate. In Chapter 

8, the simulated results and experimental validation of the analytical models 

developed in this study have been pointed out achieving the 2nd objective of this 

research. In addition, the MATLAB programming code and the interface facility 

developed in this study on diesel fuel consumption rate, CO emission rate, NOx 

emission rate, unburned diesel hydrocarbon and HC emission rate which are provided 

in Appendix A, Appendix B, Appendix C, Appendix D and Appendix E have 

achieved the 3rd objective of this research. The models developed in this study are 

limited to supercharged diesel trucks and light duty vehicles fuelled by diesel fuel no. 

2.  
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9.2. MAJOR CONTRIBUTIONS  

The major contributions of this study are as follows:  

i. Unprecedented experimentally validated analytical model of diesel 

regulated emissions rate;  

ii. Unprecedented experimentally validated analytical model of diesel fuel 

consumption rate; 

iii. Instantaneous, gear-shifting-based and microscopic analytical models 

directly account for the individual vehicle characteristics and for the forces 

acting on the vehicle;  

iv. Widely valid models which are not restricted to a specific dataset unlike 

empirical models which are only valid for the set of data based on which 

they were built and unlike statistical models which need recalibration with 

each dataset;   

v. Mathematically explainable models so that they can be extended to other 

types of vehicle;  

vi. The average percentage of deviation of the developed models of fuel 

consumption and regulated emissions rates outperforms widely recognized 

models such as the CMEM and VT-Micro;  

vii. Unprecedented experimentally validated analytical models of engine brake 

power, supercharging compressor mechanical efficiency, and supercharged 

air density;  

viii. Unprecedented experimentally validated analytical models of the intake 

manifold gas speed dynamics, in-cylinder gas speed dynamics, and 

supercharging compressor power that address and correct flaws exist in 
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corresponding models presented in key references in this research area, 

such as (Heywood, 1988);  

ix. The study has suggested two new classifications of modeling of fuel 

consumption and emission rate: formulation approach-based modeling and 

main input variable-based modeling;  

x. The developed analytical models are an efficient tool for determining the 

fuel optimal control signals for each requested vehicle speed;  

xi. The developed analytical models are an efficient tool for quickly judging 

whether the corresponding experimental measurements make sense or not;  

xii. The developed analytical models show which chemical reaction within the 

powertrain kinetically influences significantly the regulated emissions rate;  

xiii. The developed models can help in cost-effectively estimating the actual 

rate of fuel consumption and therefore the exhaust emission rate for the 

environmentally sustainable development and assessment of diesel 

powertrains technologies and of diesel automotive pollution controls; 

xiv. The developed models quantify a source of air pollution that negatively 

affects the atmosphere helping in evaluating the relative risks associated 

therewith.  

 

9.3. SUGGESTIONS FOR FUTURE WORK  

The development of diesel powertrain technologies is a promising research area. Thus, 

this study suggests the following future work:   

1. Extending the developed analytical models of diesel regulated emissions rate 

for the accelerating and decelerating modes of vehicle driving;   
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2. Conducting extensive sensitivity analysis on the developed simplified 

analytical models for further simplifying these developed models.        
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APPENDIX A 
 
DIESEL FUEL CONSUMPTION RATE INTERFACE FACILITY 

AND CODE  
 

 
 
function varargout = DieselFuelConsumptionRate(varargin) 
% DIESELFUELCONSUMPTIONRATE M-file for DieselFuelConsumptionRate.fig 
%      DIESELFUELCONSUMPTIONRATE, by itself, creates a new 
DIESELFUELCONSUMPTIONRATE or raises the existing 
%      singleton, i.e. one instance of GUI.   
% 
%      H = DIESELFUELCONSUMPTIONRATE returns the handle to a new 
DIESELFUELCONSUMPTIONRATE or the handle to the existing singleton. 
% DIESELFUELCONSUMPTIONRATE('CALLBACK',hObject,eventData,handles,...) 
calls the local 
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%      function named CALLBACK in DIESELFUELCONSUMPTIONRATE.M with 
the given input arguments. 
% 
%      DIESELFUELCONSUMPTIONRATE('Property','Value',...) creates a 
new DIESELFUELCONSUMPTIONRATE or raises the 
%      existing singleton.  Starting from the left, property value 
pairs are applied to the GUI before 
DieselFuelConsumptionRate_OpeningFunction gets called. All inputs are 
passed to DieselFuelConsumptionRate_OpeningFcn via varargin. 
  
% Begin initialization code   
gui_Singleton = 1; 
gui_State = struct('gui_Name',       mfilename, ... 
                   'gui_Singleton',  gui_Singleton, ... 
                   'gui_OpeningFcn', 
@DieselFuelConsumptionRate_OpeningFcn, ... 
                   'gui_OutputFcn',  
@DieselFuelConsumptionRate_OutputFcn, ... 
                   'gui_LayoutFcn',  [] , ... 
                   'gui_Callback',   []); 
if nargin && ischar(varargin{1}) 
    gui_State.gui_Callback = str2func(varargin{1}); 
end 
  
if nargout 
    [varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:}); 
else 
    gui_mainfcn(gui_State, varargin{:}); 
end 
% End initialization code 
  
% --- Executes just before DieselFuelConsumptionRate is made visible. 
function DieselFuelConsumptionRate_OpeningFcn(hObject, eventdata, 
handles, varargin) 
% This function has no output args. 
% hObject    handle to figure 
% handles    structure with handles and user data   
% varargin   command line arguments to DieselFuelConsumptionRate (see 
VARARGIN) 
  
% Choose default command line output for DieselFuelConsumptionRate 
handles.output = hObject; 
  
% Update handles structure 
guidata(hObject, handles); 
  
% --- Outputs from this function are returned to the command line. 
function varargout = DieselFuelConsumptionRate_OutputFcn(hObject, 
eventdata, handles)  
% varargout  cell array for returning output args  
% hObject    handle to figure 
% handles    structure with handles and user data   
  
% Get default command line output from handles structure 
varargout{1} = handles.output; 
  
  
% Equivalence Ratio Edit Textbox   
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function ERet_Callback(hObject, eventdata, handles) 
% hObject    handle to ERet (see GCBO) 
% handles    structure with handles and user data   
  
% --- Executes during object creation, after setting all properties. 
function ERet_CreateFcn(hObject, eventdata, handles) 
  
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
  
% Air Density Edit Textbox 
function ADet_Callback(hObject, eventdata, handles) 
   
% --- Executes during object creation, after setting all properties. 
function ADet_CreateFcn(hObject, eventdata, handles) 
  
     
% Volumetric Efficiency Edit Textbox  
function VEet_Callback(hObject, eventdata, handles) 
   
% --- Executes during object creation, after setting all properties. 
function VEet_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to VEet (see GCBO) 
% handles    empty - handles not created until after all CreateFcns 
called 
  
  
% Displaced Volume Edit Textbox    
function DVet_Callback(hObject, eventdata, handles) 
    
% --- Executes during object creation, after setting all properties. 
function DVet_CreateFcn(hObject, eventdata, handles) 
  
   
% Vehicle Speed Edit Textbox  
function VSet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function VSet_CreateFcn(hObject, eventdata, handles) 
  
   
% Gear Ratio Edit Textbox  
function GRet_Callback(hObject, eventdata, handles) 
    
% --- Executes during object creation, after setting all properties. 
function GRet_CreateFcn(hObject, eventdata, handles) 
   
  
% Final Drive Ratio Edit Textbox   
function FDRet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
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function FDRet_CreateFcn(hObject, eventdata, handles) 
   
  
% Vehicle Tire Rolling Radius Edit Textbox   
function VTRRet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function VTRRet_CreateFcn(hObject, eventdata, handles) 
   
  
% Vehicle Linear Acceleration Edit Textbox 
function VLAet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function VLAet_CreateFcn(hObject, eventdata, handles) 
  
  
% Diesel Fuel Consumption Rate Push Button 
% --- Executes on button press in DFCRpb. 
function DFCRpb_Callback(hObject, eventdata, handles) 
  
aFC=str2num(get(handles.ERet,'string')) 
cFC=str2num(get(handles.ADet,'string')) 
dFC=str2num(get(handles.VEet,'string')) 
eFC=str2num(get(handles.DVet,'string')) 
fFC=str2num(get(handles.VSet,'string')) 
gFC=str2num(get(handles.GRet,'string')) 
hFC=str2num(get(handles.FDRet,'string')) 
iFC=str2num(get(handles.VTRRet,'string')) 
jFC=str2num(get(handles.VLAet,'string')) 
  
if jFC==0    % i.e. Accelration=0 
set(handles.DFCRtext,'string',num2str((aFC*0.069588*cFC*(dFC/100)*(eF
C/10)*fFC*gFC*hFC*2)/(iFC*2*3.14))) % Actual Mass Flow Rate of Fuel 
at Steady Speed , i.e. Acceleration=0 , Equivalence Ratio = 0.7 
  
elseif  jFC>-1.6 & jFC<0 & fFC<=13.9  % i.e. -1.6 m/s2 <Accelration< 
0  and Speed<= 50 km/h, Equivalence Ratio = 0.6 
    
set(handles.DFCRtext,'string',num2str(((aFC*0.069588*cFC*(dFC/100)*(e
FC/10)*fFC*gFC*hFC*(2^1.19))/(iFC*2*3.14))*(exp(jFC*(fFC/(2^4.8)))))) 
     
elseif  jFC>-1.6 & jFC<0 & fFC>13.9  % i.e. -1.6 m/s2 <Accelration< 0  
and Speed> 50 km/h, Equivalence Ratio = 0.6 
    
set(handles.DFCRtext,'string',num2str(((aFC*0.069588*cFC*(dFC/100)*(e
FC/10)*fFC*gFC*hFC*(2^1.19))/(iFC*2*3.14))*(exp(jFC*(fFC/(2^5.2))))))     
  
elseif  jFC>0 & jFC<=0.9 & fFC<=13.9  % i.e. 0 <Accelration< 0.9 m/s2  
and Speed<= 50 km/h, Equivalence Ratio = 0.8 
    
set(handles.DFCRtext,'string',num2str(((aFC*0.069588*cFC*(dFC/100)*(e
FC/10)*fFC*gFC*hFC*(2^0.78))/(iFC*2*3.14))*(exp(jFC+0.25)))) 
     
elseif  jFC>0 & jFC<=0.9 & fFC>13.9  % i.e. 0 <Accelration< 0.9 m/s2  
and Speed> 50 km/h, Equivalence Ratio = 0.8 
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set(handles.DFCRtext,'string',num2str(((aFC*0.069588*cFC*(dFC/100)*(e
FC/10)*fFC*gFC*hFC*(2^0.78))/(iFC*2*3.14))*(exp(jFC+0.5))))     
     
elseif  jFC>0.9 & jFC<=2 & fFC<=13.9  % i.e. 0.9 <Accelration< 2 m/s2  
and Speed<= 50 km/h, Equivalence Ratio = 0.8 
    
set(handles.DFCRtext,'string',num2str(((aFC*0.069588*cFC*(dFC/100)*(e
FC/10)*fFC*gFC*hFC*(2^0.78))/(iFC*2*3.14))*(exp(jFC))))  
     
elseif  jFC>0.9 & jFC<=2 & fFC>13.9  % i.e. 0.9 <Accelration< 2 m/s2  
and Speed> 50 km/h, Equivalence Ratio = 0.8 
    
set(handles.DFCRtext,'string',num2str(((aFC*0.069588*cFC*(dFC/100)*(e
FC/10)*fFC*gFC*hFC*(2^0.78))/(iFC*2*3.14))*(exp(jFC*(2^0.25)))))     
        
end 
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APPENDIX B 
 

DIESEL CO EMISSIONS RATE INTERFACE FACILITY AND 
CODE 

 

 
 

function varargout = DieselCOEmissionsRate(varargin) 
 
% Begin initialization code  
gui_Singleton = 1; 
gui_State = struct('gui_Name',       mfilename, ... 
                   'gui_Singleton',  gui_Singleton, ... 
                   'gui_OpeningFcn', 
@DieselCOEmissionsRate_OpeningFcn, ... 
                   'gui_OutputFcn',  
@DieselCOEmissionsRate_OutputFcn, ... 
                   'gui_LayoutFcn',  [] , ... 
                   'gui_Callback',   []); 
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if nargin && ischar(varargin{1}) 
    gui_State.gui_Callback = str2func(varargin{1}); 
end 
  
if nargout 
    [varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:}); 
else 
    gui_mainfcn(gui_State, varargin{:}); 
end 
% End initialization code  
  
% --- Executes just before DieselCOEmissionsRate is made visible. 
function DieselCOEmissionsRate_OpeningFcn(hObject, eventdata, 
handles, varargin) 
% This function has no output args. 
% hObject    handle to figure 
% handles    structure with handles and user data   
% varargin   command line arguments to DieselCOEmissionsRate   
  
% Choose default command line output for DieselCOEmissionsRate 
handles.output = hObject; 
  
% Update handles structure 
guidata(hObject, handles); 
  
% --- Outputs from this function are returned to the command line. 
function varargout = DieselCOEmissionsRate_OutputFcn(hObject, 
eventdata, handles)  
% varargout  cell array for returning output args; 
% hObject    handle to figure  
% handles    structure with handles and user data 
  
% Get default command line output from handles structure 
varargout{1} = handles.output; 
  
% Equivalence Ratio Edit Text Box 
function ERet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function ERet_CreateFcn(hObject, eventdata, handles) 
  
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
  
% Air Density Edit Text Box  
function ADet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function ADet_CreateFcn(hObject, eventdata, handles) 
  
% Volumetric Efficiency Edit Text Box  
function VEet_Callback(hObject, eventdata, handles) 
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% --- Executes during object creation, after setting all properties. 
function VEet_CreateFcn(hObject, eventdata, handles) 
  
% Displaced Volume Edit Text Box  
function DVet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function DVet_CreateFcn(hObject, eventdata, handles) 
   
% Vehicle Speed Edit Text Box  
function VSet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function VSet_CreateFcn(hObject, eventdata, handles) 
  
% Gear Ratio Edit Text Box  
function GRet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function GRet_CreateFcn(hObject, eventdata, handles) 
   
% Final Drive Ratio Edit Text Box  
function FDRet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function FDRet_CreateFcn(hObject, eventdata, handles) 
   
% Vehicle Tire Rolling Radius Edit Text Box  
function VTRRet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function VTRRet_CreateFcn(hObject, eventdata, handles) 
  
% Vehicle Acceleration Edit Text Box  
function VAet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function VAet_CreateFcn(hObject, eventdata, handles) 
  
% Unburned Hydrocarbon Edit Text Box  
function UHet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function UHet_CreateFcn(hObject, eventdata, handles) 
  
  
% Diesel CO Emission Rate Push Button  
% --- Executes on button press in DCOERpb. 
function DCOERpb_Callback(hObject, eventdata, handles) 
  
aCO=str2num(get(handles.ERet,'string'))  % Equivalence Ratio 
bCO=str2num(get(handles.ADet,'string'))  % Air Density 
cCO=str2num(get(handles.VEet,'string'))  % Volumetric Efficiency 
dCO=str2num(get(handles.DVet,'string'))  % Displaced Volume  
eCO=str2num(get(handles.VSet,'string'))  % Vehicle Speed 
fCO=str2num(get(handles.GRet,'string'))  % Gear Ratio 
gCO=str2num(get(handles.FDRet,'string'))  % Final Drive Gear Ratio  
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hCO=str2num(get(handles.VTRRet,'string'))  % Vehicle Tire Rolling 
Radius  
iCO=str2num(get(handles.VAet,'string'))  % Vehicle Acceleration  
jCO=str2num(get(handles.UHet,'string'))  % Unburned Hydrocarbon  
  
Rcosscoo2=(((((aCO*0.069588*bCO*(cCO/100)*(dCO/10)*eCO*fCO*gCO*(2^(-
12.2)) )/(hCO*2*3.14))*1000)*(0.028*(1-
(jCO*0.000001))*0.0002*0.0197)*eCO)/(0.0137*(1) )) *1000 % Rate of 
steady state-based CO emission for CO+O2 reaction (g/s) 
  
Rcosscoh2ols=(((((aCO*0.069588*bCO*(cCO/100)*(dCO/10)*eCO*fCO*gCO*(2^
(-((log(eCO))/(log(3.33)))-1.70))  )/(hCO*2*3.14))*1000)*(0.028*(1-
(jCO*0.000001))*(2.25^2)*0.008*0.008)*eCO*hCO)/(0.0137*(1)*eCO*fCO*gC
O )) *1000 % Rate of steady state-based CO emission for CO+H2O 
reaction (g/s) for Low Speed Cycles 
  
Rcosscoh2ohs=(((((aCO*0.069588*bCO*(cCO/100)*(dCO/10)*eCO*fCO*gCO*(2^
-2.57)  )/(hCO*2*3.14))*1000)*(0.028*(1-
(jCO*0.000001))*(2.25^2)*0.008*0.008)*eCO*hCO)/(0.0137*(1)*eCO*fCO*gC
O )) *exp(eCO/(2^5.01))*1000 % Rate of steady state-based CO emission 
for CO+H2O reaction (g/s) for High Speed Cycles 
  
if  iCO==0 & eCO<=13.9  % i.e. Acceleration = 0 and Speed<= 50 km/h 
  
    Rcoss=Rcosscoo2+Rcosscoh2ols 
    set(handles.DCOERtext,'string',num2str(Rcoss)) 
  
elseif iCO==0 & eCO>13.9  % i.e. Acceleration = 0 and Speed> 50 km/h  
     
    Rcoss=Rcosscoo2+Rcosscoh2ohs  
    set(handles.DCOERtext,'string',num2str(Rcoss)) 
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APPENDIX C 
 

DIESEL NOx EMISSIONS RATE INTERFACE FACILITY AND 
CODE 

 

 
 
function varargout = DieselNOxEmissionsRate(varargin) 
 
% Begin initialization code  
gui_Singleton = 1; 
gui_State = struct('gui_Name',       mfilename, ... 
                   'gui_Singleton',  gui_Singleton, ... 
                   'gui_OpeningFcn', 
@DieselNOxEmissionsRate_OpeningFcn, ... 
                   'gui_OutputFcn',  
@DieselNOxEmissionsRate_OutputFcn, ... 
                   'gui_LayoutFcn',  [] , ... 
                   'gui_Callback',   []); 
if nargin && ischar(varargin{1}) 
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    gui_State.gui_Callback = str2func(varargin{1}); 
end 
  
if nargout 
    [varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:}); 
else 
    gui_mainfcn(gui_State, varargin{:}); 
end 
% End initialization code  
   
% --- Executes just before DieselNOxEmissionsRate is made visible. 
function DieselNOxEmissionsRate_OpeningFcn(hObject, eventdata, 
handles, varargin) 
 
% Choose default command line output for DieselNOxEmissionsRate 
handles.output = hObject; 
  
% Update handles structure 
guidata(hObject, handles); 
  
% --- Outputs from this function are returned to the command line. 
function varargout = DieselNOxEmissionsRate_OutputFcn(hObject, 
eventdata, handles)  
 
% Get default command line output from handles structure 
varargout{1} = handles.output; 
  
  
% Equivalence Ratio Edit Text Box 
function ERet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function ERet_CreateFcn(hObject, eventdata, handles) 
  
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
   
% Air Density Edit Text Box  
function ADet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function ADet_CreateFcn(hObject, eventdata, handles) 
  
  
% Volumetric Efficiency Edit Text Box  
function VEet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function VEet_CreateFcn(hObject, eventdata, handles) 
   
% Displaced Volume Edit Text Box  
function DVet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
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function DVet_CreateFcn(hObject, eventdata, handles) 
   
% Vehicle Speed Edit Text Box  
function VSet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function VSet_CreateFcn(hObject, eventdata, handles) 
  
  
% Gear Ratio Edit Text Box  
function GRet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function GRet_CreateFcn(hObject, eventdata, handles) 
   
% Final Drive Ratio Edit Text Box  
function FDRet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function FDRet_CreateFcn(hObject, eventdata, handles) 
   
% Vehicle Tire Rolling Radius Edit Text Box  
function VTRRet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function VTRRet_CreateFcn(hObject, eventdata, handles) 
   
% Vehicle Acceleration Edit Text Box  
function VAet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function VAet_CreateFcn(hObject, eventdata, handles) 
   
% Unburned Hydrocarbon Edit Text Box  
function UHet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function UHet_CreateFcn(hObject, eventdata, handles) 
  
% Diesel NOx Emission Rate Push Button  
% --- Executes on button press in DNOxERpb. 
function DNOxERpb_Callback(hObject, eventdata, handles) 
  
aNOx=str2num(get(handles.ERet,'string')) 
bNOx=str2num(get(handles.ADet,'string')) 
cNOx=str2num(get(handles.VEet,'string')) 
dNOx=str2num(get(handles.DVet,'string')) 
eNOx=str2num(get(handles.VSet,'string')) 
fNOx=str2num(get(handles.GRet,'string')) 
gNOx=str2num(get(handles.FDRet,'string')) 
hNOx=str2num(get(handles.VTRRet,'string')) 
iNOx=str2num(get(handles.VAet,'string')) 
jNOx=str2num(get(handles.UHet,'string')) 
  
mDotSS=((aNOx*0.069588*bNOx*(cNOx/100)*(dNOx/10)*eNOx*fNOx*gNOx*2)/(h
NOx*2*3.14))*1000 % Steady state fuel mass flow rate (g/s) 
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Rnosszmls=((mDotSS*((0.030)*(1-
(jNOx*0.000001))*((0.00001)^2)*(0.799)*(0.199))*(hNOx/(fNOx*gNOx)))/(
0.0137*(1)))*(2^-3.82)*(exp(eNOx/(2^3.7)))*1000  % Zeldovich 
Mechanism for Steady Speed-based NO emission rate (g/s) for Low Speed 
Cycles 
  
Rnosszmhs=((mDotSS*((0.030)*(1-
(jNOx*0.000001))*((0.00001)^2)*(0.799)*(0.199))*(hNOx/(fNOx*gNOx)))/(
0.0137*(1)))*(2^-4.97)*(exp(eNOx/(2^3.55)))*1000  % Zeldovich 
Mechanism for Steady Speed-based NO emission rate (g/s) for High 
Speed Cycles 
  
Rnossezmls=((mDotSS*((0.030)*(1-
(jNOx*0.000001))*((0.015)^2)*(0.356)*(0.356))*(hNOx/(fNOx*gNOx)))/(0.
0137*(1)))*(2^-3.65)*(exp(eNOx/(2^3.90)))*1000 % Extended Zeldovich 
Mechanism for Steady Speed-based NO emission rate (g/s) for Low Speed 
Cycles  
  
Rnossezmhs=((mDotSS*((0.030)*(1-
(jNOx*0.000001))*((0.015)^2)*(0.356)*(0.356))*(hNOx/(fNOx*gNOx)))/(0.
0137*(1)))*(2^-4.85)*(exp(eNOx/(2^3.55)))*1000 % Extended Zeldovich 
Mechanism for Steady Speed-based NO emission rate (g/s) for High 
Speed Cycles 
  
Rnosssezmls=((mDotSS*((0.030)*(1-
(jNOx*0.000001))*((0.018)^2)*(0.0176)*(0.0176))*(hNOx/(fNOx*gNOx)))/(
0.0137*(1)))*(2^-3.82)*(exp(eNOx/(2^3.7)))*1000 % Super Extended 
Zeldovich Mechanism for Steady Speed-based NO emission rate (g/s) for 
Low Speed Cycles 
  
Rnosssezmhs=((mDotSS*((0.030)*(1-
(jNOx*0.000001))*((0.018)^2)*(0.0176)*(0.0176))*(hNOx/(fNOx*gNOx)))/(
0.0137*(1)))*(2^-4.97)*(exp(eNOx/(2^3.55)))*1000 % Super Extended 
Zeldovich Mechanism for Steady Speed-based NO emission rate (g/s) for 
High Speed Cycles 
  
Rno2ssls=((mDotSS*((0.046)*(1-
(jNOx*0.000001))*(6^1.5)*(0.0066)*((0.0034)^0.5))*((hNOx/(fNOx*gNOx))
^0.5)*(eNOx^0.5))/((0.0137)*(1)))*(2^-
16.15)*(exp(eNOx/(2^3.85)))*1000 % for Steady Speed-based NO2 
emission rate (g/s) for Low Speed Cycles 
  
Rno2sshs=((mDotSS*((0.046)*(1-
(jNOx*0.000001))*(6^1.5)*(0.0066)*((0.0034)^0.5))*((hNOx/(fNOx*gNOx))
^0.5)*(eNOx^0.5))/((0.0137)*(1)))*(2^-
17.95)*(exp(eNOx/(2^3.55)))*1000 % for Steady Speed-based NO2 
emission rate (g/s) for High Speed Cycles 
  
if iNOx==0 & eNOx<=13.9  % i.e. Acceleration = 0 and Vehicle Speed <= 
50 km/h  
    
set(handles.DNOxERtext,'string',num2str(Rno2ssls+(Rnosszmls+Rnossezml
s+Rnosssezmls))) 
  
elseif iNOx==0 & eNOx>13.9 % i.e. Acceleration = 0 and Vehicle Speed 
> 50 km/h  
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set(handles.DNOxERtext,'string',num2str(Rno2sshs+(Rnosszmhs+Rnossezmh
s+Rnosssezmhs))) 
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APPENDIX D 
 

DIESEL PERCENT UNBURNED HC WITH REGENERATION 
INTERFACE FACILITY AND CODE   

 

 
 
function varargout = 
DieselPercentUnburnedHCWithoutRegeneration(varargin) 
  
% Begin initialization code 
gui_Singleton = 1; 
gui_State = struct('gui_Name',       mfilename, ... 
                   'gui_Singleton',  gui_Singleton, ... 
                   'gui_OpeningFcn', 
@DieselPercentUnburnedHCWithoutRegeneration_OpeningFcn, ... 
                   'gui_OutputFcn',  
@DieselPercentUnburnedHCWithoutRegeneration_OutputFcn, ... 
                   'gui_LayoutFcn',  [] , ... 
                   'gui_Callback',   []); 
if nargin && ischar(varargin{1}) 
    gui_State.gui_Callback = str2func(varargin{1}); 
end 
  
if nargout 
    [varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:}); 
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else 
    gui_mainfcn(gui_State, varargin{:}); 
end 
% End initialization code 
  
  
% --- Executes just before DieselPercentUnburnedHCWithoutRegeneration 
is made visible. 
function 
DieselPercentUnburnedHCWithoutRegeneration_OpeningFcn(hObject, 
eventdata, handles, varargin) 
 
% Choose default command line output for 
DieselPercentUnburnedHCWithoutRegeneration 
handles.output = hObject; 
  
% Update handles structure 
guidata(hObject, handles); 
  
  
% --- Outputs from this function are returned to the command line. 
function varargout = 
DieselPercentUnburnedHCWithoutRegeneration_OutputFcn(hObject, 
eventdata, handles)  
 
% Get default command line output from handles structure 
varargout{1} = handles.output; 
  
function ADet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function ADet_CreateFcn(hObject, eventdata, handles) 
  
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
   
function VEet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function VEet_CreateFcn(hObject, eventdata, handles) 
   
function DVet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function DVet_CreateFcn(hObject, eventdata, handles) 
  
  
function VSet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function VSet_CreateFcn(hObject, eventdata, handles) 
   
function GRet_Callback(hObject, eventdata, handles) 
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% --- Executes during object creation, after setting all properties. 
function GRet_CreateFcn(hObject, eventdata, handles) 
   
function FDRet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function FDRet_CreateFcn(hObject, eventdata, handles) 
   
function FAMFRet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function FAMFRet_CreateFcn(hObject, eventdata, handles) 
   
function VTRRet_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function VTRRet_CreateFcn(hObject, eventdata, handles) 
   
% --- Executes on button press in DPUHWRpb. 
function DPUHWRpb_Callback(hObject, eventdata, handles) 
% hObject    handle to DPUHWRpb (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
aPUHWR=str2num(get(handles.ADet,'string')) 
bPUHWR=str2num(get(handles.VEet,'string')) 
cPUHWR=str2num(get(handles.DVet,'string')) 
dPUHWR=str2num(get(handles.VSet,'string')) 
ePUHWR=str2num(get(handles.GRet,'string')) 
gPUHWR=str2num(get(handles.FDRet,'string')) 
iPUHWR=str2num(get(handles.FAMFRet,'string')) 
jPUHWR=str2num(get(handles.VTRRet,'string'))  
  
set(handles.PUHWRtext,'string',num2str(4*(2^5)*( 1- (0.01*(( ( 
(aPUHWR* bPUHWR* (cPUHWR/10000)* dPUHWR* ePUHWR* gPUHWR* 
2)/(2*pi*jPUHWR*iPUHWR) )+1) * ( (((1*(-
454.5e3))+(22.8*(0))+(85.82*(0)))-((16*(-393.5e3))+(13.6*(-
241.8e3))+(85.82*(0))))/(42.8e6) )))))) 
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APPENDIX E 
 

DIESEL HC EMISSIONS RATE INTERFACE FACILITY AND 
CODE 

 

 
 
function varargout = HC(varargin) 
 
% Begin initialization code  
gui_Singleton = 1; 
gui_State = struct('gui_Name',       mfilename, ... 
                   'gui_Singleton',  gui_Singleton, ... 
                   'gui_OpeningFcn', @HC_OpeningFcn, ... 
                   'gui_OutputFcn',  @HC_OutputFcn, ... 
                   'gui_LayoutFcn',  [] , ... 
                   'gui_Callback',   []); 
if nargin && ischar(varargin{1}) 
    gui_State.gui_Callback = str2func(varargin{1}); 
end 
  
if nargout 
    [varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:}); 
else 
    gui_mainfcn(gui_State, varargin{:}); 
end 
% End initialization code  
  
% --- Executes just before HC is made visible. 
function HC_OpeningFcn(hObject, eventdata, handles, varargin) 
   
% Choose default command line output for HC 
handles.output = hObject; 
  
% Update handles structure 
guidata(hObject, handles); 
  
% --- Outputs from this function are returned to the command line. 
function varargout = HC_OutputFcn(hObject, eventdata, handles)  
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% Get default command line output from handles structure 
varargout{1} = handles.output; 
   
function edit1_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function edit1_CreateFcn(hObject, eventdata, handles) 
  
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
function edit2_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function edit2_CreateFcn(hObject, eventdata, handles) 
   
function edit3_Callback(hObject, eventdata, handles) 
  
% --- Executes during object creation, after setting all properties. 
function edit3_CreateFcn(hObject, eventdata, handles) 
   
% --- Executes on button press in pushbutton1. 
function pushbutton1_Callback(hObject, eventdata, handles) 
  
aHCER=str2num(get(handles.edit1,'string')) % Actual steady state fuel 
mass flow rate 
bHCER=str2num(get(handles.edit2,'string')) % Unburned Hydrocarbon 
cHCER=str2num(get(handles.edit3,'string')) % Vehicle Speed  
  
HCRls= ( (aHCER*(2^-10.46)) * (exp(bHCER*0.000001)) )         % i.e. 
Speed<= 50 km/h and steady speed so that Accelration=0 
  
HCRhs= ( (aHCER*(2^-9.97)) * (exp(bHCER*0.000001)) )    % i.e. Speed> 
50 km/h and steady speed so that Accelration=0 
  
if cHCER<=13.9 % i.e. Speed<= 50 km/h and steady speed so 
Accelration=0    
set(handles.text1,'string',num2str(HCRls)) 
  
elseif cHCER>13.9 % i.e. Speed> 50 km/h and steady speed so that 
Accelration=0 
set(handles.text1,'string',num2str(HCRhs))  
  
end  
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APPENDIX F 
 
COMPARISONS BETWEEN THE SUBCATEGORIES OF EACH 

OF THE MODELLING CLASSIFICATIONS 
 

 

F.I COMPARISON OF ASSUMPTIONS AND LIMITATIONS IN 

SUBCATEGORIES OF MODELLING  

 

In modelling, assumptions play a key role to tell how robust the developed model is. 

The limitations of modelling as well help the model users to grasp to what extent this 

model can be used efficiently and help the model developers to better understand how 

this model can be extended and further developed. Therefore, this section elucidates 

the key assumptions and limitations in the five classifications of modelling presented 

in this study as shown in Table F.I, Table F.II, Table F.III, Table F.IV, and Table F.V, 

respectively.          
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Table F.I 
The main assumptions and limitations in the scale of the input variable-based 

modelling classification 
      

Modelling type Assumptions Limitations 
Microscopic 
vehicle fuel 
consumption and 
emissions models 

1. Assuming a constant  
    emissions rate  
    (Rakha, et al., 2004a).    

1. Relatively expensive and time- 
     consuming (Yue, 2008; Rakha,  
     2011);    
2. The requirements of a validated 

microscopic model for large-scale 
modelling are: (a) the model must be 
capable of modelling Origin-
Destination demand tables, (b) the 
model must be capable of modelling 
dynamic traffic routing, and (c) the 
model must be capable of modelling 
the dynamic interaction of 
freeway/arterial facilities (Rakha, 
1998).    

Macroscopic 
vehicle fuel 
consumption and 
emissions models 

1. Assuming all vehicles 
maintain a constant 
speed while on the 
highway and no 
overtaking is allowed 
(Durrani, 2010). 
Vehicles follow each 
other with the same 
speed. If a vehicle is 
below the desired speed 
it will accelerate to that 
speed using the 
maximum possible 
acceleration for the 
given speed and vehicle 
type;  

2. All vehicles pollute 
similarly for the same 
average speed and 
vehicle-miles traveled 
(An and Barth, 1997);   

3. Variations in driver’s  
     behavior can be   
     neglected (An and  
     Barth, 1997).     

1. Are based on statistical analysis of 
publicly available data and engine 
maps (Yue, 2008; Rakha, 2011);    

2. Do not adequately take into account 
aerodynamic drag resistance at high 
speeds, and thus they should only be 
used for average speeds of less than 55 
km/h in most cases (Akcelik, 1985).   

Mesoscopic 
vehicle fuel 
consumption and 
emissions models 

1. Assuming a constant  
    emissions rate  
    ( Rakha, et al., 2004a).   

1. Relatively expensive and time- 
     consuming (Yue, 2008; Rakha,  
     2011).      
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Table F.II 
The main assumptions and limitations in the formulation approach-based modelling 

classification 
    

Modelling 
type 

Assumptions Limitations 

Analytical 
models 

1. Each cylinder undergoes 
the same thermodynamic 
cycle  (Streit and Borman, 
1971);  

2. Volumetric efficiency is 
assumed to be constant  

   (Souder, 2002);    
3. The ideal gas law applies 

in the intake manifold, 
engine, and exhaust 
manifold (Sun et al., 
2005).   

4. Combustion is modeled 
as a uniformly distributed 
heat  release process 
(Kim et al., 2002);   

5. Constant temperature  
    of exhaust manifold  
    (Ceccarelli, 2009);      
6. Air is an ideal gas (Ni  
  and Henclewood, 2008).   

1. Since they usually are not simple models, they 
can not be easily integrated into modern 
automobile control systems without 
simplification which in turn may lead to 
modelling errors (Organisation for Economic 
Co-operation and Development, 2002).        

Empirical 
models 

1. Emission rates can be 
approximated as a linear 
function of fuel rate 
(Cappiello et al., 2002);   

2. The variables that govern 
emission rates are the 
same variables that 
govern fuel rate 
(Cappiello et al., 2002);   

3. The ideal gas law holds in 
the intake manifold  

    (Gerdes and Hedriek,  
    1997).  

1. Simplification of a model leads to  
    some  modelling errors  
    (Organisation for Economic Co- 
    operation and Development,  
    2002);     
2. They sometimes do not describe the physical 

phenomena associated with vehicle operation 
and emissions productions comprehensively 
with explainable mathematical trends and 
rationally-accepted results (Ni and 
Henclewood, 2008; Cook et al., 2006; Barth et 
al., 1996; Barth et al., 1998; Ahn, 1998);   

3. In evaluating fuel consumption and exhaust 
emissions models, vehicle-to-vehicle 
correlation is impossible due to the well-
known high variability of emissions between 
nominally identical vehicles (Leung and 
Williams, 2000).      
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Table F.II – Continued  

Statistical 
models 

1. Assuming the data are a 
representative sample of 
the facility traffic 
(Rothery, 1975);    

2. Average vehicle fuel 
efficiency (Ang, 1990);   
3. Average driver’s 
behaviour (Ang, 1990);  
4. Average trip 
characteristics (Ang, 1990).  

1. Available data are often not sufficiently 
detailed (in terms of key variables such as 
hourly traffic, freight vehicle shares, fuel 
consumption per vehicle, average annual 
distance travelled) (Organisation for 
Economic Co-operation and Development, 
2002);     

2. Although emission maps are relatively easy to 
be generated and to be used, emission maps 
are sometimes not satisfactory because 
emission maps can be highly sensitive to the 
driving cycle (Cappiello et al., 2002);   

3. Emission maps are also sparse and not flexible 
enough to account for such factors as road 
grade, loading condition such as accessory 
use, or history effects (Cappiello et al., 2002).    

Graphical 
models 

1. The processor is 
sufficiently fast to run the 
model (Weeks and 
Moskwa, 1995);  

2. Air and EGR are  
   homogeneously mixed  
   and have the same  
   molecular weight and  
   temperature (Weeks  
   and Moskwa, 1995).   

1. Generate estimates of relatively low prediction 
accuracy (Smit and McBroom, 2009).       
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Table F.III 
The main assumptions and limitations in the main input variable-based modelling 

classification 
 

Modelling type Assumptions Limitations 
Average speed 
models 

1. Assuming all vehicles maintain a 
constant speed while on the 
highway and no overtaking is 
allowed (Durrani et al., 2010).     

2. All vehicles pollute similarly for 
the same average speed and 
vehicle-miles traveled (An and 
Barth, 1997);   

3. Variations in driver’s behavior 
can be neglected (An and Barth, 
1997).        

1. Should only be used for average 
speeds of less than 55 km/h in most 
cases (Akcelik, 1985);     

2. Are based on statistical analysis of 
publicly available data and engine 
maps (Rakha, 2011).      

Instantaneous 
speed models 

1. Vehicles are not operating under 
cold start  

    conditions (Park et al., 2001);   
2. Vehicles follow each other   
    with the same speed  
    (Park et al., 2001).      

1. Relatively  
    expensive and  
    time-consuming  
    (Rakha, 2011).    

Specific power 
models 

1. Most alternative fueled vehicles 
were assumed to have the same 
corrections as their gasoline 
counterparts (Davis et al., 2005).   

1. The use of vehicle specific power 
usually results in a bang-bang 
control (i.e. the optimum fuel 
consumption results from a full 
throttle acceleration) (Durrani et al., 
2010).                   

 

 

Table F.IV 
The main assumptions and limitations in the state variable value-based modelling 

classification 
 

Modelling 
type 

Assumptions  Limitations 

Crank-
angle 
resolution-
based 
models 

1. A constant intercooler temperature  
   (Guzzella and Amstutz, 1998);  
2. The engine is assumed to be nominally 

operated at the constant set-point (e.g. 
angular speed, mass flow rate, and 
temperature) (Guzzella and Amstutz, 
1998).  

1. Require relatively long 
computational time for their 
complexity (Guzzella and 
Amstutz, 1998). 

Mean 
value-based 
models 
 

1. All cylinders and all strokes have the same 
crank-angle phase difference (Guzzella and 
Amstutz, 1998);  

2. The intake manifold and cylinders are 
modeled as mass and internal energy 
reservoirs in the usual “emptying and 
filling” approach (Winterbone, 1977);  

3. No heat-losses in the compressor walls  
   (Guzzella and Amstutz, 1998).  

1. Do not account for  
    delays (Guzzella  
    and Amstutz, 1998).       
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Table F.V 
The main assumptions and limitations in the number of dimensions-based modelling 

classification 
    

Modelling 
type 

Assumptions Limitations 

Zero/one 
dimensional
/single zone 
models  
 

1.  The cylinder charge is uniform in both 
composition and temperature, at all time 
during the cycle (Jung and Assanis, 2001; 
Foster, 1985).    

1. Do not account for the spatial 
variation in mixture composition 
and temperature in the cylinder 
charge (Jung and Assanis, 2001; 
Foster, 1985).    

Quasi 
dimensional 
models 
 

1. There is a degree of spatial variation in 
mixture composition and temperature in the 
cylinder charge (Jung and Assanis, 2001).     

1. Do not account for large spatial 
variations in mixture 
composition and temperature in 
the cylinder charge (Jung and 
Assanis, 2001).    

Multi 
dimensional
/multi zone 
models  
 

1. There is spatial variation in mixture 
composition and temperature in the cylinder 
charge (Jung and Assanis, 2001; Bracco, 
1985);  

2. The control volume of each zone is  
     treated as an open system, and mass  
     and energy equations are solved for  
     each zone (Jung and Assanis, 2001;  
     Bracco, 1985).  

1. Require relatively long 
computational time and 
therefore are less suitable for 
control applications (Jung and 
Assanis, 2001; Bracco, 1985).      

  

 

The merits and drawbacks of these subcategories of powertrain modelling 

classifications are elucidated in the next subsection. 

 

 

F.II  COMPARISON OF MERITS AND DRAWBACKS OF SUBCATEGORIES 

OF MODELLING   

Since modelling types vary with respect to strengths and weaknesses, this section 

presents how different the presented modelling subcategories are with respect to these 

aspects. Thus, the merits and drawbacks of the five classifications of modelling 
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presented in this study are presented in Table F.VI, Table F.VII, Table F.VIII, Table 

F.IX, and Table F.X, respectively.  

 

 

Table F.VI 
The merits and drawbacks of the scale of the input variable-based modelling 

classification 
  

Modelling 
type 

Merits Drawbacks 

Microscopic 
vehicle fuel 
consumption 
and emissions 
models 

1. Capture transient changes in a vehicle speed 
and acceleration level as it travels on a 
highway network (Marsden et al., 2001);  

2. Capture the impact of intelligent 
transportation system strategies such as 
traffic signal coordination (Marsden et al., 
2001; Fang and Elefteriadou, 2008);   

3. More accurate in estimating vehicle 
emissions than macroscopic models in terms 
of both their absolute magnitude and their 
relative trends than of average speed-based 
models (Hallmark, 2000; Rakha and Van 
Aerde, 2000; Fang and Elefteriadou, 2008).   

1. The calibration of a 
microscopic model of a 
large-scale network is an 
extensively time 
consuming task (Rakha et 
al., 1998).    

2. Microscopic models are 
very labour intensive in 
conducting inventory 
analysis given that they 
need very detailed 
information which may not 
be available (Yue, 2008).   

Macroscopic 
vehicle fuel 
consumption 
and emissions 
models 

1. Are helpful in estimating aggregate  
    emissions inventories (Rakha, et al., 2004a;  
    Rakha and Ahn, 2004; Gning, 2011).    

1. Ignore transient changes in 
a vehicle speed and 
acceleration level as it 
travels on a highway 
network (Yue, 2008);  

2. Less accurate in estimating 
vehicle emissions than 
microscopic models 
(Hallmark et al., 2000).       

Mesoscopic 
vehicle fuel 
consumption 
and emissions 
models 

1. Mesoscopic models utilize link-by-link input 
parameters to construct a synthetic drive 
cycle and to compute average link fuel 
consumption and emission rates while 
utilizing instantaneous speed and 
instantaneous acceleration inputs (Yue, 
2008; Li and Ioannou, 2004);    

2. Can be used for computing average fuel 
consumption and emission rates for a 
specific facility type (Yue, 2008; An and 
Barth, 1997).     

1. Can not be used alone  
     to estimate emissions  
     inventory (Yue, 2008).   
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Table F.VII 
The merits and drawbacks of the formulation approach-based modelling classification 

     

Modelling 
type 

Merits Drawbacks 

Analytical 
models 

1. Describe the physical 
phenomena associated 
with vehicle operation 
and emissions 
productions and with 
explainable 
mathematical trends 
(Barth et al., 1996; 
Barth et al., 1998; Ahn, 
1998);       

2. Result in reasonable and 
rationally-accepted 
results (Barth et al., 
1996; Barth et al., 1998; 
Ahn, 1998);   

3. Most accurate type of  
    formulation  
    approach-based  
    modelling (Hendricks,  
    1986; Ni and  
    Henclewood, 2008).     

1. More calculation intensive which may result 
in reduced computational efficiency in case of 
implementation  (Lindhjem et al., 2004);   

2. The model may be more complicated and thus 
require additional training for users in case of 
implementation (Lindhjem et al., 2004).    

  

Empirical 
models 

1. Simple model that can 
be easily integrated into 
vehicle control systems 
(Lindhjem et al., 2004).  

 

1. A lot of experimental/field data must be taken 
(Lindhjem et al., 2004);   

2. They are valid only for the range of data based 
on which they are built (Lindhjem et al., 
2004);  

3. They sometimes do not describe the physical 
phenomena associated with vehicle operation 
and emissions productions comprehensively 
with explainable mathematical trends and 
rationally-accepted results (Ni and 
Henclewood, 2008; Cook et al., 2006; Barth 
et al., 1996; Barth et al., 1998; Ahn, 1998).   

Statistical 
models 

1. Relatively easy to be  
    made (Lindhjem et al.,  
    2004);   
2. Uncertainty can be  
    quantified (Lindhjem et  
     al., 2004).    

1. Data-driven and thus their prediction can be 
relatively inaccurate (Lindhjem et al., 2004);   

2. Require recalibration with each dataset  
     (Lindhjem et al., 2004);    
3. Difficult to interpolate gaps in the dataset and 

to extrapolate data beyond the bounds of the 
dataset (Lindhjem et al., 2004).  

Graphical 
models 

1. Easy to be recognised 
and understood visually 
(Al-qaimari et al., 1995; 
Autili and Pelliccione, 
2008).          

1. Least accurate type of formulation approach-
based modelling since they are simplification 
based on analytical models (Lloyd and Rudd, 
2007).       
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Table F.VIII 
The merits and drawbacks of the main input variable-based modelling classification 

    

Modelling type Merits Drawbacks 
Average speed 
models 

1. Are helpful in estimating 
aggregate emissions inventories 
(Rakha, et al., 2004a; Rakha and 
Ahn, 2004; Gning, 2011).    

1. Ignore transient changes in a vehicle’s 
speed and acceleration level as it travels 
on a highway network (Yue, 2008);    

2. Less accurate in estimating vehicle 
emissions than instantaneous speed 
models (Hallmark, 2000);   

4. Do not adequately take into account 
aerodynamic drag resistance at high 
speeds (Akcelik, 1985).   

Instantaneous 
speed models 

1. Capture transient changes in a 
vehicle speed and acceleration 
level as it travels on a highway 
network (Marsden, 2001);     

2. Capture the impact of intelligent 
transportation system strategies 
such as traffic signal coordination 
(Marsden, 2001);  

3. More accurate in estimating 
vehicle emissions than average 
speed models in terms of both 
their absolute magnitude and 
their relative trends (Hallmark, 
2000; Rakha and Van Aerde, 
2000).    

1. Are labour intensive in conducting 
inventory analysis given that they need 
very detailed information which may 
not be available (Yue, 2008). 

Specific power 
models 

1. More suitable for heavy duty 
diesel vehicle engines and more 
accurate than average speed 
models (Feng, 2007).  

1. Need availability of relevant specific  
    power data (Frey, 2007).   

 

 

Table F.IX 
The merits and drawbacks of the state variable value-based modelling classification 

    

Modelling 
type 

Merits Drawbacks  

Crank-
angle 
resolution-
based 
models 

1. Accurate (Guzzella and Amstutz,  
    1998).  

1. Require relatively long 
computational time for 
their complexity (Guzzella 
and Amstutz, 1998).  

Mean 
value-based 
models 
 

1. Less complicated than Crank-angle 
resolution-based models so that they 
require only short computational time 
(Guzzella and Amstutz, 1998; Eriksson et 
al., 2002);  

2. Suitable for control applications  
(Guzzella and Amstutz, 1998; Eriksson et 
al., 2002).      

1. Less accurate than the  
     crank-angle  
    resolution-based models  
    (Guzzella and Amstutz,  
    1998; Eriksson et al., 2002).   
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Table F.X 
The merits and drawbacks of the number of dimensions-based modelling 

classification 
      

Modelling 
type 

Merits Drawbacks 

Zero/one 
dimensional
/single zone 
models  

1. Simplicity (Killingsworth, 2006;  
    Jung and Assanis, 2001);    
2. High computational efficiency  
    (Killingsworth, 2006; Jung and  
     Assanis, 2001);   
3. Suitable for modelling and powertrain 

control applications (Jung and 
Assanis, 2001).    

1. Low accuracy (Jung and  
    Assanis, 2001).    

Quasi 
dimensional 
models 

1. Require a moderate amount of  
    computational time (Jung and  
    Assanis, 2001). 

1. Are not suitable for modelling large 
spatial variation in mixture 
composition and temperature in the 
cylinder charge (Jung and Assanis, 
2001).  

Multi 
dimensional
/multi zone 
models  
 

1. High accuracy (Jung and Assanis,  
    2001).     

1. Require relatively long 
computational time (Jung and 
Assanis, 2001);   

2. Their usually included 
phenomenological sub-models that 
result in having results which may 
vary according to the assumed 
initial or boundary conditions in 
these submodels (Jung and 
Assanis, 2001).    

 

 

The characteristic parameters and data collection techniques in these subcategories of 

powertrain modelling classifications are elucidated in the next subsection.  

 

 

F.III COMPARISON OF CHARACTERISTIC PARAMETERS AND DATA 

COLLECTION TECHNIQUE IN SUBCATEGORIES IF MODELIING   

Characteristic parameters are key to implement models. They reflect the inputs to and 

deliverables of the model. The technique of data collection is crucial as well in 
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making the models developed using these data valid. Therefore, the characteristic 

parameters of and data collection technique in the five classifications of modelling 

presented in this study are elucidated in this section as shown in Table F.XI, Table 

F.XII, Table F.XIII, Table F.XIV, and Table F.XV, respectively.       

  

 

Table F.XI 
The characteristic parameters of and data collection technique in the scale of the input 

variable-based modelling classification 
 

Modelling type Characteristic parameters   Data collection technique   
Microscopic 
vehicle fuel 
consumption and 
emissions models 

1. Instantaneous crankshaft 
speed (Rakha and Van Aerde, 
2000; Ahn, 2002; De Nicolao, 
1996; Rakha, 2011);    

2. Instantaneous crankshaft 
acceleration (Rakha and Van 
Aerde, 2000; Ahn, 2002; De 
Nicolao, 1996; Rakha, 2011).    

1. Field data collection  
    (Yildiz et al., 2009; Rakha, et  
    al., 2004a; Sorenson et al.,  
     2005);  

. 2. Lab dynamometer  

.      (Yildiz et al., 2009; Rakha,  

.      et al., 2004a;  

.      Sorenson et al., 2005).  
Macroscopic 
vehicle fuel 
consumption and 
emissions models 

1. Vehicle average speed   
    (Rakha, 2011);    
2. Vehicle average    
    acceleration (Rakha, 2011).   

1. Field data collection  
    (Rakha, 2011; Rakha,  
     2004; Rakha and  
     Ahn, 2004);  
2. Engine maps (Rakha,  

.     2011; Rakha, et al.,  

.      2004a; Rakha and  

.      Ahn, 2004).   
Mesoscopic vehicle 
fuel consumption 
and emissions 
models 

1. Instantaneous engine speed 
(De Nicolao et al., 1996; 
Yue, 2008; Rakha and Van 
Aerde, 2000;  

     Ahn, 2002);     
2. Instantaneous engine  
   acceleration (Yue, 2008;  
   Rakha and Van Aerde,  
   2000; Ahn, 2002).    

. 1. Field data collection  

.     (Rakha, 2011; Rakha, et  

.     al., 2004a; Rakha and  

.     Ahn, 2004; Yue,  

.     2008);  

. 2. Engine maps (Rakha,  

.     2011; Rakha, et al.,  

.     2004a; Rakha and  

.    Ahn, 2004; Yue, 2008).    
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Table F.XII 
The characteristic parameters of and data collection technique in the formulation 

approach-based modelling classification 
 

Modelling 
type 

Characteristic parameters Data collection technique 

Analytical 
models 

1. Instantaneous crankshaft 
speed (Rakha and Van Aerde, 
2000; Ahn, 2002; De Nicolao 
et al., 1996; Rakha, 2011);    

2. Instantaneous crankshaft 
acceleration (Rakha and Van 
Aerde, 2000; Ahn, 2002; De 
Nicolao et al., 1996; Rakha, 
2011);   

3. Engine torque (De Nicolao et  
     al., 1996; Rakha, 2011); 
4. Intake manifold pressure  
    (DeNicolao et al., 1996;  
      Rakha, 2011); 
5. Engine displacement  
    volume (Frey et al., 2007).     

No data are required to be collected.    

Empirical 
models 

1. Vehicle average speed  
    (Rakha, 2011);    
2. Vehicle average  
    acceleration  
    (Rakha, 2011);   
3. Engine torque (De Nicolao,  
    1996; Rakha, 2011).    

. 1. Field data collection (Rakha,  

.     2011; Rakha, et al., 2004a; Rakha  

.     and Ahn, 2004; Joumard et al.,  

.     1999); 
2. Engine maps (Rakha, 2011; Rakha, et  
    al., 2004a; Rakha and Ahn, 2004;  
    Joumard et al., 1999).    

Statistical 
models 

1. Vehicle average speed  
    (Rakha, 2011);    
2. Vehicle average  
    acceleration (Rakha, 2011); 
3. Engine torque (De Nicolao et  
     al., 1996; Rakha, 2011);    
4. Road grade (Lindhjem et al.,  
    2004);      
5. Vehicle weight (Lindhjem et  
     al., 2004);   
6. Loading condition, such as 

accessory use (e.g. air 
conditioning) (Yue, 2008).     

. 1. Remote sensing-based field  

.     data collection with the aid of  

.     Global Positioning System  

.     (GPS) in case of expected high  

.     emission rates (Rakha, 2011;  

.     Rakha, et al., 2004a; Rakha and Ahn,  

.     2004; Joumard et al., 1999; Lindhjem et 

.     al., 2004);     

. 2. On-vehicle portable dynamometer  

.     with on-vehicle data-processing  

.     unit-based field data collection in  

.     case of expected low emission rates  

.     (Rakha, 2011; Rakha, et al., 2004a;  

.     Rakha and Ahn, 2004; Joumard et al.,  

.     1999; Lindhjem et al., 2004);    
3. Engine maps (Rakha, 2011; Rakha, et  
    al., 2004a; Rakha and Ahn, 2004;  
    Joumard et al., 1999).    

Graphical 
models 

1. Vehicle average speed  
    (Rakha, 2011);   
2. Vehicle average   
    acceleration (Rakha, 2011).  

. 1. Field data collection (Rakha,  

.     2011; Rakha, et al., 2004a; Rakha  

.     and Ahn, 2004; Joumard et al., 1999);    
2. Engine maps (Rakha, 2011; Rakha, et  
    al., 2004a; Rakha and Ahn, 2004;  
    Joumard et al., 1999).     
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Table F.XIII 
The characteristic parameters of and data collection technique in the main input 

variable-based modelling classification 
 

Modelling type Characteristic parameters Data collection technique 
Average speed 
models 

1. Vehicle average speed (Rakha, 
2011; Rakha,   2004; Rakha and 
Ahn, 2004; Joumard et al., 1999); 

. 2. Vehicle average acceleration  

.     (Rakha, 2011; Rakha, et al., 2004a;  

.      Rakha and Ahn, 2004; Joumard et  

.      al., 1999).   

. 1. Field data collection (Rakha,  

.    2011; Rakha, et al., 2004a; Rakha 

.    and Ahn, 2004; Joumard et al.,  

.    1999); 

. 2. Engine maps (Rakha, 2011;   

.     Rakha, et al., 2004a; Rakha and  

.     Ahn, 2004; Joumard et al., 1999). 
Instantaneous 
speed models 

1. Crankshaft instantaneous speed (De 
Nicolao et al., 1996; Joumard et 
al., 1999; Rakha and Van Aerde, 
2000; Ahn, 2002); 

2. Crankshaft instantaneous 
acceleration (De Nicolao et al., 
1996; Joumard et al., 1999; Rakha 
and Van Aerde, 2000; Ahn, 2002).    

. 1. Field data collection  

.     (Rakha, 2011; Rakha, et al.,  

.      2004a; Rakha and Ahn,  

.      2004; Joumard et al., 1999);  

. 2. Lab dynamometer (Rakha,  

.     2011; Rakha, et al., 2004a;  

.     Rakha and Ahn, 2004; Joumard  

.     et al., 1999).       
Specific power 
models 

1. Engine torque (De Nicolao et al.,  
    1996; Rakha, 2011);  
2. Crankshaft speed (De Nicolao et  
     al., 1996; Rakha, 2011);  
3. Intake manifold pressure (De  
    Nicolao et al., 1996; Rakha, 2011).   
4. Engine displacement volume  
    (Frey et al., 2007).  

. 1. Field data collection  

.     (Rakha, 2011; Rakha, et al.,  

.     2004a; Rakha and Ahn,  

.     2004); 

. 2. Engine maps (Rakha, 2011;     

.     Rakha, et al., 2004a; Rakha and  

.     Ahn, 2004);     
3. Portable emissions measurement 

instrument (Wang et al., 2008).   
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Table F.XIV 
The characteristic parameters of and data collection technique in the state variable 

value-based modelling classification 
 

Modelling 
type 

Characteristic parameters Data collection technique  

Crank-angle 
resolution-
based models 
 

1. Crank angle (Guzzella and Amstutz,  
   1998);  
2. Crank shaft angular speed (Guzzella and 

Amstutz, 1998);  
3. Fluid mass flow rate (Guzzella and 

Amstutz, 1998); 
4. Fluid temperature (Guzzella and Amstutz, 

1998).  

1. For models validation, published 
data of real engines are used, 
such as manufacturer’s turbine 
data sheets (Guzzella and 
Amstutz, 1998). 

2. For models validation, measured 
data from real engines are used 
(Guzzella and Amstutz, 1998).     

Mean value-
based models 
 

1. Intake manifold temperature (Guzzella 
and Amstutz, 1998; Eriksson et al., 
2002);  

2. Intake manifold pressure (Guzzella and 
Amstutz, 1998; Eriksson et al., 2002);  

3. Exhaust manifold temperature (Guzzella 
and Amstutz, 1998; Eriksson et al., 
2002);  

4. Exhaust manifold pressure (Guzzella and 
Amstutz, 1998; Eriksson et al., 2002);  

5. Fluid mass flow rate (Guzzella and 
Amstutz,  1998; Eriksson et al., 2002).  

1. For models validation, measured 
data from real engines are used 
(Guzzella and Amstutz, 1998; 
Eriksson et al., 2002).          
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Table F.XV 
The characteristic parameters of and data collection technique in the number of 

dimensions-based modelling classification 
 

Modelling type Characteristic parameters  Data collection technique 
Zero/one 
dimensional/ 
single zone 
models  
 

1. Temperature of the zone (Jung and Assanis,  
    2001; Foster, 1985);  
2. Volume of the zone (Jung and  
    Assanis, 2001; Foster, 1985). 

1.  Data for validation are 
experimental data 
collected from 
representative engines 
(Jung and Assanis, 
2001; Foster, 1985).    

Quasi 
dimensional 
models 
 

1. Temperature of the zone (Jung and Assanis,  
    2001); 
2. Volume of the zone (Jung and  
    Assanis, 2001).  

1. Data for validation are 
experimental data 
collected from 
representative engines 
(Jung and Assanis, 
2001).       

Multi 
dimensional/ 
multi zone 
models  
 

1.  Start of injection timing (Jung and Assanis,  
    2001; Bracco, 1985);   
2. Injection pressure (Jung and Assanis, 2001;  
    Bracco, 1985);  
3. Density of the mixture (Jung and Assanis,  
    2001; Bracco, 1985);   
4. The mass fraction of fuel vapor (Jung and  
    Assanis, 2001; Bracco, 1985);  
5. The mass fraction of oxygen (Jung and  
    Assanis, 2001; Bracco, 1985);  
6. Temperature of the zone (Jung and Assanis,  
    2001; Bracco, 1985); 
7. Volume of the zone (Jung and Assanis,  
    2001; Bracco, 1985);  
8. Engine average speed (Jung and Assanis,  
    2001; Bracco, 1985);   
9. Average fuel/air equivalence ratio (Jung and  
   Assanis, 2001; Bracco, 1985).  

1. Data for validation are 
experimental data 
collected from 
representative engines 
(Jung and Assanis, 
2001; Bracco, 1985).      

  

 

The accuracy and relevance to road traffic in these subcategories of powertrain 

modelling classifications are elucidated in the next subsection. 

 

 

F.IV  COMPARISON OF ACCURACY AND RELEVANCE TO ROAD 

TRAFFIC IN SUBCATEGORIES OF MODELLING  

Models  vary  in  terms  of  accuracy.    They  vary  as  well  in  their  relevance  to 
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 transportation applications. This section identifies how accurate and how relevant to 

transportation applications is each subcategory in the presented modelling 

classifications. Table F.XVI, Table F.XVII, Table F.XVIII, Table F.XIX, and Table 

F.XX, illustrate the accuracy and relevance to road traffic of the scale of the five 

classifications of modelling presented in this study.         

 

 

Table F.XVI 
The accuracy and relevance to road traffic in the scale of the input variable-based 

modelling classification 
 

Modelling type Accuracy Relevance to road 
traffic 

Microscopic vehicle fuel 
consumption and emissions 
models 

1. Most accurate (Ding, 
2000; Hallmark et al., 
2000).  

1. High (Yue, 2008). 

Macroscopic vehicle fuel 
consumption and emissions 
models 

1. Less accurate than 
microscopic models 
(Ding, 2000; Hallmark et 
al., 2000).  

1. Low (Yue, 2008). 

Mesoscopic vehicle fuel 
consumption and emissions 
models 

1. More accurate than  
    macroscopic models  
    (Yue, 2008).    

1. Moderate (Yue,  
    2008).  

 

 

Table F.XVII 
The accuracy and relevance to road traffic in the scale of the formulation approach-

based  modelling classification 
 

Modelling 
type 

Accuracy  Relevance to road traffic 

Analytical 
models 

1. Most accurate type of formulation approach-
based modelling (Ni and Henclewood, 2008; 
Hendricks, 1986).  

1. High (Hellström, 2010; 
Biteus, 2002; Hendricks, 
1997; Silverlind, 2001; 
Karmiggelt, 1998).   

Empirical 
models 

1. Less accurate than analytical  
    models (Nieuwoudt et al., 2006;    
    Karmiggelt, 1998).  

. 1. High (Rakha, et al.,  

.     2004a; Rakha and Ahn,  

.     2004).  
Statistical 
models 

1. Less accurate than empirical models  
    (Nieuwoudt et al., 2006; Karmiggelt,  
    1998).  

. 1. High (Rakha, et al.,  

.      2004a; Rakha and Ahn,  

.      2004).  
Graphical 
models 

1. Least accurate type of formulation approach-
based modelling since they are simplification 
based on analytical models (Nieuwoudt et al., 
2006; Karmiggelt, 1998).        

1. Moderate (Cho and 
Hedrick, 1989; Grossi et 
al., 2009).      
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Table F.XVIII 
The accuracy and relevance to road traffic in the main input variable-based modelling 

classification 
 

Modelling type Accuracy  Relevance to 
road traffic 

Average speed 
models 

1. Were validated against field data with modelling 
errors of 57% (Joumard et al., 1999);   

2. The use of average speed as a sole explanatory 
variable is inadequate for estimating vehicle fuel 
consumption and emissions, and the addition of 
speed variability as an explanatory variable results 
in better models (Ding, 2000).   

1. High  
   (Yue,  
    2008;  
    Esteves- 
    Booth et al.,  
    2002).   

Instantaneous 
speed models 

1. More accurate in estimating vehicle emissions than 
average speed models (Hallmark et al., 2000).  

1. Moderate  
   (Yue, 2008;  
     Esteves- 
     Booth et al., 
     2002).    

Specific power 
models 

1. Were validated against field data with modelling 
errors of 57% (Joumard et al., 1999). 

1. Moderate  
    (Rakha,  
     2011).   

 

 

Table F.XIX 
The accuracy and relevance to road traffic in the state variable value-based modelling 

classification 
 

Modelling type Accuracy  Relevance to road traffic  
Crank-angle 
resolution-based 
models 

1. High (Guzzella and Amstutz, 
    1998). 

1. Moderate (Guzzella and  
    Amstutz, 1998).  

Mean value-
based models 

1. Moderate (Guzzella and  
    Amstutz, 1998; Eriksson et  
    al., 2002).    

1. High (Guzzella and  
    Amstutz, 1998; Eriksson et 
    al., 2002).      
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Table F.XX 
The accuracy and relevance to road traffic in the number of dimensions-based 

modelling classification 
 

Modelling type Accuracy  Relevance to road 
traffic  

Zero/one 
dimensional/single 
zone models  

1. Low (Jung and Assanis,  
    2001; Foster, 1985).     

1. High (Jung and  
    Assanis, 2001; Foster,  
    1985).    

Quasi dimensional 
models 

1. Moderate (Jung and  
    Assanis, 2001).      

1. Moderate (Jung and  
    Assanis, 2001).      

Multi 
dimensional/multi 
zone models  

1. High (Jung and Assanis,  
    2001; Bracco, 1985).     

1. Moderate (Jung and  
    Assanis, 2001; Bracco, 
    1985).      
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APPENDIX G 
 

THE FOUNDATION OF A PROPOSED LAW OF 
THERMODYNAMICS ON THE ENTHALPY OF GASEOUS PURE 

SUBSTANCES IN THERMODYNAMIC EQUILIBRIUM 
 
Although enthalpy is the preferred expression of energy in many chemical and 
physical analyses because it greatly simplifies many descriptions of energy transfer, 
there has been as yet no thermodynamics law for enthalpy such that enthalpy can be 
evaluated from its fundamental definition. The need for establishing an absolute scale 
for the enthalpy content of a substance has been emphasized in a key reference in 
Thermodynamics authored by a key research authority in the Thermodynamics 
research area (Obert, 1973). This key reference (Obert, 1973) states on page 80: 
‘Table VB in the appendix yields the absolute values of entropy for each constituent. 
Unfortunately, there is no thermodynamics law for the property of enthalpy, so that 
tables of relative enthalpies must be consulted’. The combination of the words 
“unfortunately there is no thermodynamics law for the property of enthalpy” with the 
word “must” gives the obviously dominant implication that the world renowned 
authority in thermodynamics research Professor Edward Obert, whose name is 
commemorated by an international annual ASME award on thermodynamics research, 
wished that had not been the case. This is particularly true since having an absolute 
scale of enthalpy is more convenient than having these different tables. This appendix 
presents the foundation of a proposed thermodynamics law that enables enthalpy to be 
evaluated from its fundamental definition. It shows that the enthalpy of a monatomic 
gaseous pure substance as well as of ideal gases in complete thermodynamic 
equilibrium becomes zero at the absolute zero of temperature. This conclusion has 
been validated analytically through Van der Waals’ equation of state and 
experimentally through experimental measurements. This conclusion can help 
transform the tables of thermodynamic data defining absolute zero on the enthalpy 
scale so that replacing the column of enthalpy of formation Hfo with a column of 
absolute enthalpy Ho.  
         The infinitesimal internal energy of a system can be formulated based on the 
principle of the Second Law of Thermodynamics for any reversible non-flow process 
as follows (Obert, 1973):        
     wdsTdu δ−=                                                                                                      (G.I)                         
The internal energy of a system can be as well formulated differentially based on the 
principle of the First Law of Thermodynamics for any flow process as well as for any 
non-flow process following from equation (3.42) as follows (Obert, 1973):     
    dwdhdu −=                                                                                                        (G.II)                          
Thus, following from the fundamental definition of work and from equations (G.I) 
and (G.II) the enthalpy of substances can now be infinitesimally evaluated as follows:   
    dPvdsTdh +=                                                                                                   (G.III)                         
In an endeavour to investigate how temperature can affect the enthalpy of pure 
substances in gaseous phase, let us recall Van der Waals’ equation of state that is valid 
for all gases (Whitten et al., 2004):    

     2

2

v
an

bnv
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p VWmol

VWmol

mol −
−

=                                                                            (G.IV)                        
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The Van der Waal’s equation of state is explained by the Kinetic Theory of Gases 
according to which the molecules in a gas are in the state of rapid random motion 
colliding each other (Singh, 2007); But under complete thermodynamic equilibrium 
the intermolecular forces vanish for a monatomic molecule and for a diatomic 
molecule, in case a molecule rather than an atom is the most stable form of the 
substance considered. This is particularly true since under complete thermodynamic 
equilibrium the attraction equalizes repulsion in the diatomic molecule due to the fact 
that the size of these atoms is the same. Thus, the term that represents the 
attraction/repulsion forces between atoms and that includes Van der Waal’s constant  
“ VWa ”  vanishes under complete thermodynamic equilibrium at least for ideal gases 
and for real gaseous monatomic pure substances. This should not be surprising in light 
of the fact that the value of the Van der Waal’s constant “ VWa ” varies with pressure 
and temperature that are different from those at which Van der Waal’s constant “ VWa ” 
was originally measured. For ideal gases and monatomic gaseous pure substances in 
complete thermodynamic equilibrium the term that represents the attraction/repulsion 
forces between atoms on the right hand side of equation (G.IV) vanishes. Therefore, 
combining equations (G.III) and (G.IV) leads to the following:        

      ref
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11

                                                   (G.V)                         

The term href indicated in equation (G.V) represents the enthalpy of formation of the 
element under consideration at the temperature (Tref) at which the element is in its 
most thermodynamically stable state in reacting systems. The term “ href  “ thus 
vanishes for pure elements in complete thermodynamic equilibrium (Whitten, 2004). 
It is note worthy this is not an assumption in this regard but rather a fact confirmed by 
authorities in this research area such as (Whitten, 2004). Hence, For pure elements in 
complete thermodynamic equilibrium, the absolute enthalpy at the state of T1 equals 
thus the enthalpy change which represents the energy required to change temperature 
from Tref to T1 . For isothermal reversible non-flow processes, equation (G.V) can 
therefore be rewritten as follows:  
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                                                      (G.VI)                        

Hence, following from equation (G.VI), it is evident that the enthalpy of ideal gases 
and monatomic pure substances in gaseous phase undergo isothermal processes in 
complete thermodynamic equilibrium becomes zero at 0K. In an endeavour to further 
validate this conclusion, experimental validation is presented in the next section.  
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APPENDIX H 
 

LIST OF SPOTTED FLAWS IN CORRESPONDING MODELS 
DEVELOPED IN KEY REFERENCES 

 
No. Reference Page Point of Spotted Flaw 
1 [Heywood, J. (1988). 

Internal combustion engine 
fundamentals, McGraw Hill, 
New York.] 

261 Missed square on the term U2 at the 
right hand side of equation (6.59) on 
the centrifugal compressor model 

2 [Heywood, J. (1988). 
Internal combustion engine 
fundamentals, McGraw Hill, 
New York.] 

757 Incorrect terms in equation (14.15) on 
gas dynamics models: unsteady one-
dimensional gas flow analysis, which 
is called Navier-Stokes equation   

3 [Heywood, J. (1988). 
Internal combustion engine 
fundamentals, McGraw Hill, 
New York.] 

758 A missed term of p/ρ to be included as 
an added term into the enclosed 
parenthesis in the third equation on 
that page on the rate of change of 
energy in gas dynamics models: 
unsteady one-dimensional gas flow 
analysis  

4 [Heywood, J. (1988). 
Internal combustion engine 
fundamentals, McGraw Hill, 
New York.] 

45 There is a missed term in the right 
hand side of equation (2.11) on the 
relation between piston speed and the 
geometrical properties of the 
reciprocating internal combustion 
engines   

5 [Taylor, C.F. (1985). The 
internal-combustion engine 
in theory and practice, The 
MIT Press.] 

363 In equation (10-3) on the modelling of 
ideal compressors, i.e. based on 
reversible processes, p2 has to be p2S 
(i.e. isentropic pressure) in order to 
differentiate it from p2 (i.e. pressure in 
a real process)   
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