
1 
 

The potential learning effect of a MCDA approach on consumer preferences for Alternative Fuel 

Vehicles 

 

Gabriela D. Oliveiraa, b,c*, Luis C. Diasc,d,b 

 
a DEM – Mechanic Engineering Department, University of Coimbra Pólo II da Universidade de 

Coimbra, Rua Luís Reis Santos, 3030-788 Coimbra, Portugal 
b INESCC - Institute for Systems Engineering and Computers at Coimbra, Rua Antero de Quental 

199, 3000 Coimbra, Portugal  
c CeBER, University of Coimbra, Av. Dias da Silva 165, 3004-512 Coimbra, Portugal 
d Faculty of Economics, University of Coimbra, Av. Dias da Silva 165, 3004-512 Coimbra, Portugal 

 

Abstract  

Despite efforts from governments to increase the diffusion of more sustainable vehicles, such as 

Alternative Fuel Vehicles (AFV), the market penetration of these vehicles has been difficult. 

Eliciting consumer preferences may provide valuable information on how to increase AFV 

diffusion. Since these are unfamiliar and complex products for most consumers, preferences are 

usually learnt during the process of elicitation. Preference learning is dependent on several 

factors, which include the type of elicitation task and its complexity. In this work, a stated 

preference survey was designed to analyze the potential impact of more complex elicitation tasks, 

Multiattribute Utility Theory approach (MAUT), on the learning of preferences elicited through a 

traditional approach, Choice-Based Conjoint Analysis (CBC). The survey comprised two CBC sets of 

questions, one asked before and another asked after the MAUT. As a result three rankings of the 

vehicles set were obtained for each consumer, one derived from the initial set of CBC answers, a 

second one derived from the elicited MAUT model, and a third one derived from the second set of 

CBC answers. According to the results, there are significant differences from the first to the third 

ranking, possibly due to learning effects. Differences between the CBC-derived rankings were 

analyzed to assess if they were aligned with the MAUT model.  
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1. Introduction 

Over the last two decades several Alternative Fuel Vehicles (AFV) have been introduced in the 

market as a potential answer to the road transportation problems of oil dependency and release 

of harmful emissions. However, the successful dissemination of these potentially more sustainable 

technologies in the markets depends on consumers tastes and the characteristics valued by them 

when choosing a vehicle, i.e., it depends on consumer preferences (Verlegh and Steenkamp, 

1999). Knowing these preferences is essential to make choices about the attributes of future 

vehicles (Hidrue et al., 2011), as well as to forecast AFV penetration in the markets and to forecast 

the effects of different policies (Oliveira et al., 2019). 

Understanding consumer preferences is a difficult process due to their subjective nature 

(Barzilai, 2005; Eyvindson et al., 2015) and it has become more difficult over the years as 

consumers face a wider variety of products. For instance, in the past consumers had to decide if 

they would buy a gasoline, diesel or GPL vehicle, but currently this decision includes a broader 

group of options such as Battery Electric Vehicles (BEV), Plug-in Hybrid Vehicles (PHEV), Hybrid 

Electric Vehicles (HEV), hydrogen vehicles, natural gas vehicles, biodiesel, and biofuel. This variety 

confronts consumers with huge amounts of information about the products, bringing more 

complexity to the vehicle purchase decision. In this context, preference elicitation methods can 

play an important role to understand under which conditions a product will succeed (Nikou et al., 

2015).  

Currently, the most commonly used elicitation tasks to analyze market preferences are 

designed according to Conjoint Analysis (CA) methodology, where consumers have, for instance, 

to choose one alternative from a given set. This methodology is frequently used due to its ability 

to simulate real purchase decisions and, for that reason, it is considered intuitive for respondents 

(Orme, 2009a). The dominance of CA on assessing consumer preferences led to the development 

of several comparative studies between this method and other methods, including recently 

methods from Multicriteria Decision Analysis (MCDA) field, in order to verify which performs 

better on assessing consumer preferences (e.g. Helm and Steiner, 2004; Meißner et al., 2008; 

Perini et al., 2009; Kallas et al., 2011; Nikou et al., 2015). Whilst the results have not been 

consensual so far regarding the assessment of preferences, in general consumers reported that a 

higher cognitive burden was required to answer to MCDA surveys in comparison to the effort 

needed for CA surveys (Helm and Steiner, 2004; Moran et al., 2007; Perini et al., 2009; Kallas et al., 

2011).  

Depending on the assumptions about how preferences are expressed, the process of 

elicitation is used to uncover stable and well-defined preferences or to construct/learn 

preferences along the elicitation procedure. Preferences for AFV, as other innovative technologies, 

tend to not pre-exist because, as several attributes are novelties, consumers did not experience or 

thought about them before (Axsen et al., 2013). When consumers face a new product category 

they need to construct their preferences due to the limited knowledge and absence of experience 

with those products (Hoeffler and Ariely, 1999). Previous studies that used elicitation methods 

concluded that constructed preferences are dependent on several factors, such as the type of 

elicitation task (Novemsky et al., 2007), task order (Swait and Adamowicz, 2001; Day and Prades, 
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2010), task complexity (Swait and Adamowicz, 2001; Deshazo and Fermo, 2002), and cognitive 

burden (Swait and Adamowicz, 2001), among others. However, to the authors’ best knowledge, 

the question of whether an MCDA analysis can be useful as a preparatory step prior to a CA 

elicitation has not been addressed in the literature. 

The main goal of this work is to analyze the potential impact of using an MCDA preference 

elicitation method on the learning of preferences elicited through the traditional approach, CA. 

This research thus contributes to advance knowledge on learning in preference elicitation, by 

providing a methodological procedure that can leverage the analysis of the learning effect of 

preferences through the engagement of two preference elicitation methods in a Stated Preference 

(SP) survey, one from CA and another from MCDA, rather than the traditional analysis of learning 

effects on preferences that use only one methodology. In this work, the methodological procedure 

has been designed and tested on a large number of individuals, in the context of a specific 

application. Concerning the field of MCDA, the contribution of this article is to present a 

potentially interesting new application for MCDA: to be used as a device to foster learning before 

other types of elicitation questions (in this case, CA). At the same time, it provides an account of 

using MCDA to analyze consumer preferences in an application involving over 200 individuals and 

addressing a type of product not addressed before. 

The application of this study to innovative and environmental friendlier vehicle technologies is 

particularly relevant for two reasons. First, because AFV are rather complex, and often unfamiliar, 

products for consumers. Second, as AFV have a public good character due to their potential 

environmental benefits, the preference assessment of AFV is more prone to anomalies, i.e. to 

differences between stated and actual preferences (Carlsson, 2010). Therefore, collection of 

preference data through two methods may allow obtaining less biased SP data from the potential 

“revealed” future preferences. 

This paper is organized as follows. Section 2 presents a brief literature review covering the 

application of MCDA for consumer preferences assessment and studies focused on analyzing the 

learning effects that elicitation techniques may have on preferences. Section 3 describes the 

selected methods for preference elicitation. Section 4 presents the survey design in detail and the 

results are depicted on Section 5. The last section presents the main conclusions of this work. 

 

2. Literature review 

Considering the scope of this study, this section reviews two main topics: studies where MCDA 

approaches are applied to assess consumer preferences (§2.1) and studies that assess the 

existence of learning effects on preferences that may occur when consumers are surveyed (§2.2). 

 

2.1. Applications of MCDA methods for consumer preference assessment  

MCDA methods have different applications in the preference analysis field. These applications 

depend on their aggregation paradigm, i.e. if the MCDA method is a disaggregation or aggregation 

method. 

MCDA disaggregation methods (Jacquet-Lagrèze and Siskos, 2001) involve the inference of 

preference models from knowledge about holistic preferences of decision makers. Two popular 

disaggregation methods are UTA (Utility Theory Additive) and MUSA (Multicriteria Satisfaction 
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Analysis), where an ordinal regression formulation is used to measure consumer preferences and 

satisfaction, respectively (Siskos et al., 1998; Jacquet-Lagrèze and Siskos, 2001; Grigoroudis and 

Siskos, 2002; Greco et al., 2008).  

UTA has been applied to identify the most determinant attributes that could explain 

consumers’ choices about several agricultural products (Baourakis et al., 1996; Matsatsinis et al., 

1999; Siskos et al., 2001) and to understand the impact of some attributes on brand preferences 

(Ghaderi et al., 2015). MUSA has assessed the consumer satisfaction mainly in the services sector, 

such as banking (Mihelis, 2001; Grigoroudis et al., 2002), transportation-communication 

(Grigoroudis and Siskos, 2004), internet services (Kyriazopoulos and Spyridakos, 2007), tourism 

(Arabatzis and Grigoroudis, 2010) and public services (Manolitzas et al., 2013). Afterwards, MUSA-

INT was introduced in the literature where the interaction among attributes is taken into account 

(Angilella et al., 2014) 

MCDA aggregation approaches start with a separate assessment of preferences for each 

product attribute in order to achieve a global preference relation (a global utility value or, in some 

methods, a system of relations accepting incomparability) through an aggregation rule (Jain et al., 

1979; Belton and Stewart, 2002). There are two aggregation methods that are used more often in 

the consumer preference analysis field, namely Analytic Hierarchical Process (AHP) and 

Multiattribute Utility/Value Theory (MAUT/MAVT). AHP involves an importance-ratio assessment 

procedure based on hierarchies of attributes (Saaty, 2008). This method has been used with 

different purposes within the preferences field, such as to incorporate preferences into regional 

forest planning (Ananda and Herath, 2003), to prioritize mission simulators for space travels based 

on preferences (Tavana, 2006), to analyze preference shifting applied to wooden furniture (Scholz 

and Decker, 2007), to elicit preferences for health technologies (Danner et al., 2011), or to test if 

AHP was a good representation of preferences for chocolate boxes (Ishizaka et al., 2011). AHP has 

been also applied in studies where its ability to represent consumer preferences is compared with 

the traditional approach to assess preferences in the marketing field, Conjoint Analysis (CA). These 

studies addressed several topics, such as textile products (Mulye, 1998), education (Helm and 

Steiner, 2004; Scholl et al., 2005), tourism packages (Meißner et al., 2008), environment policies 

(Moran et al., 2007), health disorders (Ijzerman et al., 2008, 2012), household small appliances 

(Meißner and Decker, 2009), food (Kallas et al., 2011), or mobile service platforms (Nikou et al., 

2015). 

MAUT/MAVT allows consumers to define their preferences in the form of multiattribute 

utility functions (Keeney and Raiffa, 1993) in MAUT or value functions (Dyer and Sarin, 1979) in 

MAVT. The difference between MAUT and MAVT is that the former defines functions that can be 

used in lotteries (i.e., in decisions involving uncertainty), whereas the latter does not involve 

uncertainty. Although such a distinction is important in theory, von Wintefeldt and Edwards argue 

that in practice the distinction often does not matter (von Winterfeldt and Edwards, 1986). For 

simplicity, and also to match the use of the word “utility” in CA, in this work we use the term 

MAUT even though we do not use lotteries in the elicitation. Thus, in our context “utility” refers to 

the value or worth of an alternative to a consumer, as in CA, UTA, and MUSA methods which also 

do not involve von Neumann-Morgenstern lotteries. Nevertheless, our context does not involve 
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uncertainty and we are in fact using multiattribute value functions, which require less stringent 

independence conditions than MAUT for using an additive model (Keeney and Raiffa, 1993). 

MAUT has been applied very often in environmental-related fields. A review of MAUT 

applications in energy and environmental modeling shows that, in these application areas, MAUT 

was applied more often to assess preferences about energy utility operations and management, 

and energy-related environmental control (Zhou et al., 2006). MAUT has been also applied to 

analyze preferences regarding natural resource management problems (Bell, 1975; Teeter and 

Dyer, 1986; Pukkala, 1998; Prato, 1999; Ananda and Herath, 2005). 

 

2.2. Analysis of preference learning effects in surveys  

The data collection of consumer preferences is commonly done through SP surveys which 

comprise a set of choice tasks (rating or ranking tasks are also possible, but are currently less 

used). A sequence of choice-based tasks has a high potential for providing rich data about 

consumer preferences. However, it also raises concerns about the stability of preferences, as the 

accuracy of choices and the underlying decision strategies may change during the survey 

answering process (Czajkowski et al., 2014). These phenomena are known as ordering effects and 

they have several possible explanations. One explanation is institutional learning: since most 

consumers never answered to SP surveys before, it is expected an increase of accuracy of 

responses as they become more familiar with the mental mechanism to answer the choice 

questions. A second explanation is preference learning or value learning: as the consumer 

becomes more familiar with its own preferences and with the decision environment, the decisions 

become more coherent. A third explanation is fatigue or boredom: as consumers can get tired by 

answering to several choice tasks, after some time their responses may exhibit high levels of 

randomness. Lastly, there is the starting point effect: as consumers anchor their preferences to 

features included in the initial SP question (Day et al., 2012). The literature focused on analyzing 

ordering effects is extensive (see Czajkowski et al., 2014). However, as in this study we are 

particularly interested in the potential effect of value or preference learning on preferences we 

centered the review on studies focused on analyzing this effect (Table 1).  
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Table 1 Studies focused on learning effects on preferences. 

Study Goal Subject SP survey design Results 

Morrison (2000) To examine willingness to pay and 
willingness to accept responses while 

controlling for substitutability, 
learning, and imprecise preferences 

Mugs and 
chocolates 

Five repeated trials of the 
same group of questions 

Consumers learned their 
preferences over the trials 

Shiell et al. 
(2000) 

To test whether people have 
complete preferences over health 
states or whether the process of 
eliciting values forces influences 

preferences 

Health services Interviews in three time 
periods 

Respondents constructed their 
preferences during the 

elicitation tasks 

Carlsson and 
Martinsson 

(2001) 

To analyze the existence of 
differences between a hypothetical 

choice and an actual choice 
experiments 

Donations for 
environmental 

projects 

Answer to 16 different 
choice sets (two sequences 

of 8 choices) 

The elicitation task influences 
the construction of consumer 

preferences 

Johnson and 
Bingham (2001) 

To evaluate how consistency and 
rationality can provide tests of the 
validity of SPs estimates for health 

valuation research 

Health state Repeated questions from 
the beginning and end of 
the SP question sequence 

Preferences were almost 
consistent across the questions 

Swait and 
Adamowicz 

(2001) 

To test if preferences change with 
choice complexity and task order 

Food choice (Frozen 
concentrate orange 

juice) 

Answer to 16 different 
choice sets 

Aggregate preferences change 
as choice complexity changes 

and as the task progresses 

Desarbo et al. 
(2004) 

To capture structural changes that 
may affect the elicitation of consumer 

preferences 

Student apartment 30 rating profiles The structure of preferences 
changes significantly over the 
sequence of profile responses 

Holmes and 
Boyle (2005) 

To test whether preferences are 
stable across a sequence of policy 

packages 

Forest management 4 profiles to vote People learn about their 
preferences for attribute based 

environmental goods by 
comparing attribute levels 

across choice sets 

Savage and 
Waldman (2008) 

To investigate the survey mode on 
respondent learning and fatigue 

High speed internet 
service 

8 questions of paired 
comparisons 

Respondents answer questions 
consistently throughout a 

series of choice experiments 

Brouwer et al. 
(2010) 

To examine how repeated choice 
affects preference learning in SP 

experiments 

Water scarcity Five choice cards with 
repetition of the first card 

in the end 

Results indicate that learning 
occurs 

 

Carlsson et al. 
(2012) 

To understand how learning 
processes potentially affect 

respondents’ SP in a sequence of 
choice sets 

Food choice 
(chicken breast 

filets) 

two trials of eight choice 
sets 

Preference learning can be of 
significant structural 

importance when conducting 
choice experiment surveys 

Hess et al. 
(2012) 

To investigate evidence of respondent 
fatigue across a larger number of 

different surveys 

Transport (route 
choice) 

8 choice tasks Possibility of learning of true 
preferences as a respondent 
proceeds through the survey 

Czajkowski et al. 
(2014) 

To analyse the presence or fatigue on 
preferences taking into account 

unobservable preference and scale 
heterogeneity 

Environmental 
protection) 

26 choice sets (order 
randomized for each 

respondent) 

Evidence of learning on 
consumer preferences 
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Studies focused on the existence of a learning effect usually have SP surveys with specific 

design characteristics in order to identify such effect. There are three main survey designs 

reported in the literature. One corresponds to the traditional SP survey where data is collected 

through a set of different questions (Desarbo et al., 2004; Holmes and Boyle, 2005; Savage and 

Waldman, 2008; Hess et al., 2012; Czajkowski et al., 2014) and the other two involve the repetition 

of questions. In some studies the repetition of questions is done through repeated trials of 

questions in different time periods (Morrison, 2000; Shiell et al., 2000; Carlsson et al., 2012) or at 

the same time (Carlsson and Martinsson, 2001). Other studies repeat at least one question in the 

beginning and in the end of a sequence of questions (Johnson and Bingham, 2001; Brouwer et al., 

2010). A common characteristic to all the surveys is the use of only one type of elicitation method 

along the survey and the type of questions used more often is choice (Carlsson and Martinsson, 

2001; Swait and Adamowicz, 2001; Brouwer et al., 2010; Carlsson et al., 2012; Hess et al., 2012; 

Czajkowski et al., 2014). 

Regarding the results, with the exception of Johnson and Bingham (2001) and Savage and 

Waldman (2008) that verified almost consistent preferences across the questions, all the studies 

found learning effects on preferences. 

 

3. Methodology 

In this study two elicitation methods were applied in order to analyze if a learning effect about 

consumer preferences for AFV could be obtained through performing an MCDA task prior to 

answering CBC questions. These methods are described next. 

 

3.1. Choice-Based Conjoint Analysis (CBC) 

CBC, a method from CA, was chosen for two main reasons. First, CBC, by consisting in simulated 

purchase decisions, is considered to be a more realistic and simple method than CA methods that 

ask for product ratings (Jaeger et al., 2001; Borghi, 2009). Second, CBC has become the most 

commonly used method in the literature to analyze consumer preferences in the context of 

purchasing a vehicle (e.g. Ewing and Sarigöllü, 2000; Potoglou and Kanaroglou, 2007; Ahn et al., 

2008; Mau et al., 2008; Axsen et al., 2009; Caulfield et al., 2010; Hidrue et al., 2011; Glerum et al., 

2014) and in studies focused on analyzing learning effects on preferences (subsection 2.2).  

Choice-Based Conjoint/Hierarchical Bayes (CBC/HB) was selected to analyze SP data from 

CBC as it allows analyzing data at the individual level. CBC/HB models preference data through an 

iterative process as a function of an upper-level model (pooled across consumers) and a lower-

level model, at the individual level (pooled within-consumer) (Orme and Howell, 2009). The upper-

level model gives the variation of consumer’s preferences and the variation in their part-worths 

over the population (Lenk et al., 1996): 

𝑌𝑐 = 𝑋𝑐𝛽𝑐 + 𝜖𝑐                                                                                     (1) 

𝛽𝑐 = Θ𝑧𝑐 + 𝜔𝑐                                                                                          (2) 

In equation (4.1), 𝑌𝑐 represents a vector of 𝑚𝑐 metric responses for consumer 𝑐 (𝑐 = 1,2, … 𝑙) to 

the profiles described by a given design matrix 𝑋𝑐. 𝛽𝑐 is the 𝑝-dimensional vector of regression 
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part-worths for consumer 𝑐. Equation (2) represents the heterogeneity of each consumer by giving 

individual-level part-worths via a multivariate regression model with 𝑞-dimensional covariates, 𝑧𝑐, 

and Θ, a 𝑝 by 𝑞 matrix of regression coefficients. The error terms 𝜖𝑐 and 𝜔𝑐 are assumed to be 

mutually independent (Lenk et al., 1996). 

The output of the CBC/HB methodology is a set of utilities for each attribute for each 

consumer, attributes part-worth utilities, that are assumed to have a multivariate normal 

distribution (Allenby and Ginter, 1995; Orme, 2009b). The consumer is assumed to choose the 

alternative that yields the maximum overall utility, 𝑈. The overall utility of an alternative for the 

consumer 𝑐, 𝑈𝑐(𝑎), is obtained by adding up the part-worths for the attribute levels that describe 

that alternative according to the following equation (Malhotra, 2008):  

 

𝑈𝑐(𝑎) = ∑ ∑ 𝛽𝑘𝑗𝑐𝑥𝑘𝑗
𝑝
𝑗=1

𝑚
𝑘=1                       (3) 

 

Where, 

𝛽𝑘𝑗𝑖 is the part-worth utility of level 𝑗 (𝑗 = 1,2 … , 𝑝) of attribute 𝑘 (𝑘 = 1,2, … , 𝑚) for consumer 

𝑐 (𝑐 = 1,2, … 𝑙);  

𝑥𝑘𝑗 is a dummy variable, equal to 1 if the level 𝑗 of the attribute 𝑘 is present in alternative 𝑎, and 0 

otherwise. 

 

3.2. Multiattribute Utility Theory-based method (MAUT) 

Among the MCDA methodologies, the additive MAUT was selected as it is one of the most widely 

used multicriteria methodologies (Belton and Stewart, 2002), namely in preference assessment in 

the environmental-related field (see subsection 2.1). This method rests on the assumption that 

there is an intuitive attempt to maximize the function that aggregates all the attribute utilities of 

each alternative into a global evaluation (Bous et al., 2010). Similarly to the model in Equation (3), 

MAUT assumes the existence of a utility function (formally, in our case, a value function) that 

represents the consumer preferences. The overall utility of each alternative for each consumer 𝑐, 

𝑈𝑐(𝑎) is a weighted sum of the attribute utilities and their weights through the following equation 

(Keeney and Raiffa, 1993): 

 

𝑈𝑐(𝑎) = ∑ 𝑤𝑘𝑐𝑢𝑘𝑐(𝑎)𝑚
𝑘=1                       (4) 

 

Where, 

𝑤𝑘𝑐 is the weight (scaling constant) of attribute 𝑘 (𝑘 = 1,2, … , 𝑚) for consumer 𝑐 (𝑐 = 1,2, … 𝑙);  

𝑢𝑘𝑐(𝑎) is the marginal utility of alternative 𝑎 in the attribute 𝑘 for consumer 𝑐. 

 

4. Stated Preference survey 

The SP survey elicited preferences through CBC and MAUT, but each consumer had to perform 

three tasks. Similarly to previous studies (Morrison, 2000; Shiell et al., 2000; Carlsson and 

Martinsson, 2001; Carlsson et al., 2012) our analysis comprised the repetition of the same group 
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of choice sets, the CBC task in this case. Therefore, the structure of the survey was the following 

(Figure 1): 

 Task 1 (CBC Initial): CBC group of questions where consumers had to choose the best and 

worst option among three vehicles (9 questions); 

 Task 2 (MAUT): consumers underwent a MCDA elicitation process to derive their individual 

utility functions for each attribute separately and to determine their weights; 

 Task 3 (CBC Final): Repetition of task 1. 

The main novelty of our methodological approach is the “elicitation chain” above 

specified, where three elicitations were performed for each consumer through two elicitation 

methods.  This allows comparing the results of Task 1 and Task 3, aiming at assessing the potential 

role of MAUT to stimulate introspection and learning. In Task 3 the consumer answers the same 

questions already answered in Task 1. This has the advantage of allowing to compare not only the 

resulting CA models, but also to compare the individual answers, thereby allowing a richer 

analysis. On the contrary, it has the disadvantage that the consumer might remember the original 

answers given in Task 1. To mitigate this risk, the consumers were not given a record of questions 

and answers, and Tasks 1- 3 were carried out on different days. 

 

 
Figure 1 Flow chart of the survey tasks and main output. 

 

 

The survey design is detailed in the next subsections with the description of the attributes and 

alternatives (§4.1) and the specifications of each task, CBC (§4.2) and MAUT (§4.3) 

 

4.1. Attribute and alternatives selection 

The selection of attributes that allow characterizing and distinguishing the alternatives set is an 

important feature in studies that assess preferences. When the focus is on innovative products 

such selection becomes more relevant because consumers are not familiar with the products that 

are going to be assessed. According to a previous study, purchase price, fuel consumption, range 

and CO2 emissions, in this order, are the most relevant characteristics for consumers when 

differentiating similar vehicles with different powertrains (Oliveira and Dias, 2015).  The type of 

engine was added to this list of attributes in order to distinguish the vehicle technology of each 

alternative. The attributes are described as follows: 

  Type of engine: vehicle technology; 

 Purchase price: cost to acquire a vehicle, measured in €; 
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 Range: distance that can be driven without fueling/charging the vehicle, measured in km; 

 Fuel consumption: cost to drive 100 km, measured in €/100km; 

 CO2 emissions: quantity of CO2 emissions released to the environment during the usage 

phase of the vehicle, measured in g/km.  

The selection of these attributes was corroborated by the sets of attributes most 

commonly used in consumer preferences studies applied to the purchase of AFV. In order to 

approximate the vehicle purchase scenario of this study with the real market context of Portugal, 

five existing vehicle technologies were considered, BEV, PHEV, HEV, Diesel and Gasoline. The 

attribute values of each vehicle followed existing models in the Portuguese market (Table 2). 

Consumers were instructed to consider the vehicles equal on all the attributes not listed. 

 

 

Type of 

engine 

Price 

(€) 

Range 

(km) 

Fuel 

consumption 

(€/100km) 

CO2 

Emissions 

(g/km) 

BEV1 29,000 180 2 50 

BEV2 31,000 250 2 50 

HEV 27,000 1100 5 110 

Gasoline 24,000 800 9 150 

Diesel 27,000 1200 6 120 

PHEV 34,000 1200 3 90 

Table 2 Characteristics of the alternatives set. 

 

4.2. CBC task 

As a specific alternative set was considered (Table 2) the attribute levels were defined in order to 

be as similar as possible to the alternatives’ attributes values. This procedure ensured an 

approximation of the experience with a real purchase context in the Portuguese market (Kotri, 

2006). The attribute levels are depicted in Table 3. The CBC task was determined by a fractional 

factorial design that combined all these attribute levels. This allowed obtaining a comfortable 

number of questions for each consumer once a full factorial design would comprise 3125=55 

product profiles (different combinations of attribute levels). As possible unrealistic combinations 

might occur, some prohibitions were defined in order to make this task as realistic as possible. 

These prohibitions were made carefully in order to minimize the impact on the design efficiency 

that they might have. Examples of those prohibitions were the combination of BEV with ranges of 

900km of higher, and the combination of Gasoline or Diesel vehicles with fuel consumption of 

2€/100km or with CO2 emissions of 50g/km.  

The CBC task was designed using Sawtooth® software, which obtained 8 versions of 9 

questions each that were randomly assigned to each consumer. Each question comprised a choice 

set of three vehicles to order (rank-order questions), i.e., to choose which one was the most and 

least preferred alternative in each triplet according to his or her preferences. A careful check was 

made through each choice set in order to avoid and, if necessary, eliminate the existence of 
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dominated alternatives that would provide redundant information for the analysis, without 

compromising the efficiency of the survey design. 

The full set of CBC questions (9) was revealed at the same time to mitigate the existence 

of order effects, namely the starting point effect (Day et al., 2012). Figure 2 shows an example of 

such questions that include three choices that vary on the five attributes selected.  

 

Attribute Levels 

Type of engine BEV / PHEV / HEV / Diesel / Gasoline 

Price 24,000€ / 27,000€ / 30,000€ / 32,000€ / 34,000€ 

Range 150 km / 250 km / 350 km / 900 km/ 1200 km 

Fuel consumption (per 100 km) 2€ / 4€ / 6€ / 8€ / 10€ 

CO2 emissions (per km) 50 g / 90 g / 110 g / 130 g / 150 g 

Table 3 Attribute levels for experimental design. 

 

 

 
Figure 2 Example of a CBC question. 

 

4.3. MAUT task 

The MAUT-based approach was defined in order to require a higher cognitive effort during the 

preferences elicitation from consumers and, therefore, allowing to fulfil the outlined goal for this 

study. In this context the MAUT-based approach comprised the bisection method to elicit utility 

functions and the trade-offs method to elicit attributes’ weights (Morton, 2018) as described next. 

The bisection method was selected to compute attribute utilities because it is a common 

approach for continuous attributes. This method is an indirect assessment of the attributes’ utility 

functions. It assumes that these functions are monotonically increasing or decreasing, if the 

attribute is to maximize or minimize respectively, along the attribute range of values (Belton and 

Stewart, 2002). In order to assess the utility functions, the maximum and minimum performance 

utilities of each attribute were defined, so that all attributes have performance utilities within the 

same interval. Next, consumers had to define which performance value would split the full range 
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interval in two, in terms of utility (Table 4), such that when the performance value changes from 

the minimum performance (utility=0) to the midpoint performance the added utility is the same as 

when changing from that midpoint performance value to upper performance (utility=10). This 

performance corresponds to the utility of 5. Then, the same process was repeated to bisect the 

interval values [0, 5] and [5, 10], or if more precision was needed the bisection of subintervals 

could be continued (Belton and Stewart, 2002; Morton, 2018). Consumers could visualize the 

graphs of the utility functions that were constructed for the different attributes, giving them the 

opportunity to revise the assigned values in case of disagreement with the shape of a function.  

Regarding the computation of the attribute weights the trade-off method was used. Given 

a pair of alternatives that differ in only two attributes (and such that one does not dominate the 

other), consumers were asked to perform a matching task consisting in the adjustment of one 

attribute level of one of the alternatives such that the alternative became as attractive as the 

other one (Keeney and Raiffa, 1993). The purpose of this approach was to find pairs of values of 

two attributes such that these outcomes were indifferent for the consumer, i.e., these outcomes 

were equal in utility, from which the attribute weights trade-off rate was derived. The attribute 

weights task consisted in the adjustment of pairwise comparisons in order to obtain the 

mentioned equalities between attribute values. For the example in Figure 3 the following question 

would be asked: “Would you prefer a vehicle costing 30,000€ with a range of 1000km or a vehicle 

costing 25,000€ but with a lower range of 800km”. If the consumer preferred the alternative on 

the left, then the question would be repeated considering a lower price for the alternative on the 

right. Otherwise, the price of the alternative on the right would increase. The process continues by 

trial-and-error until the consumer is indifferent between the two alternatives. 

As the consumer is questioned separately on each attribute, the MAUT based approach 

minimizes the information overload problem that is common on CA methods (Srinivasan and Park, 

1997) but it demands more cognitive effort from consumers by requiring a more detailed analysis 

of each attribute. 

 

Level Range 

10 1300 Km 

7.5 ? 

5 ? 

2.5 ? 

0  150 Km 

Table 4 Bisection method for range attribute. 

 

 
Figure 3 Example of trade-off task between attributes price and range. 
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5. Analysis of results 

Data was collected through face-to-face interviews. After excluding incomplete surveys 219 

consumers were considered for this analysis.  

The analysis of learning effects on preference data was done through ranking analysis 

techniques in order to answering to the outlined research questions: 

 RQ1: Are the CBC answers different from Task 1 to Task 3? 

 RQ2: Are the rankings derived from CBC answers different from Task 1 to Task 3 and, if so, 

are differences aligned with the performed MAUT analysis? 

First, we analyzed the differences between CBC tasks to verify if the preference data 

collected in the two CBC trials was significantly different. Then, we analyzed the reversals 

alignment between CBC-derived rankings and MAUT ranking.  

The analysis of differences between the CBC Initial and CBC Final tasks was based on the 

Kemeny distance, which measures the number of permutations (pairwise disagreements) between 

linear rankings (Kemeny, 1959). As each choice task consisted in three alternatives to rank, the 

Kemeny distance between the CBC Initial and the CBC Final answers was computed. The results 

showed that only 8% of consumers gave exactly the same answers to the nine CBC Initial and Final 

questions (figure 4). The average distance between the two sets of answers was found to be 

statistically different from 0 (at a significance level of 0.05).  

The Sawtooth® software was used to run the CBC-HB model, where a goodness of fit 

(“percent certainty” measure) of 0.68 and 0.70 for CBC Initial and CBC final, respectively, was 

obtained. The best-fit parameters for the CBC-HB model (𝛽 of equation 3) were used to rank the 

alternatives on Table 2. We refer to the ranking thus obtained after Task 1 as the CBC Initial 

ranking and we refer to the ranking obtained from the answers in Task 3 as the CBC Final ranking 

(Figure 1). The differences between these two rankings were also assessed using the Kemeny 

distance. Results showed that 15% of consumers had the same derived rankings (CBC Initial 

ranking=CBC Final ranking) (Figure 5) and that the average distance between the rankings was 

found to be statistically different from 0 (at a significance level of 0.05).  

 

 
Figure 4 Kemeny distance between CBC Initial and Final answers (cumulative frequency). 
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Figure 5 Kemeny distance between CBC Initial and Final rankings (cumulative frequency). 

 

An analysis of ranking reversals was also made, based on the 85% of consumers that had different 

CBC Initial and Final rankings, aiming to assess how much were these reversals of preferences 

aligned with the MAUT task. This analysis was made in three steps, considering each consumer 𝑐. 

First, we built a matrix that indicated the ranking reversals between pairs of alternatives, 𝑖 and  𝑗, 

from CBC Initial ranking to CBC Final ranking, 𝐻𝐷𝑐(𝑖, 𝑗) (equation 5). The second step consisted in 

building a second matrix that indicated the preference relation between pairs of alternatives, 𝑖 

and 𝑗, according to the MAUT ranking, 𝐴𝐷𝑐(𝑖, 𝑗) (equation 6). The third and final step consisted in 

the combination of the two matrixes (from step 1 and 2) according to the equation 7 and 8. 𝑆𝐴𝑐 

represent the sum of all the reversals for each consumer 𝑐 (𝑐 = 1,2, … , 𝑙) that agree with MAUT 

preference relations, i.e. 𝑆𝐴𝑐 counts the reversals from CBC initial to CBC final ranking that were 

aligned with the preference relations in the MAUT ranking. 𝑆𝐷𝑐 counts the reversals from CBC 

Initial to CBC Final ranking that disagree with the MAUT preference relations, for each consumer 𝑐. 

 

𝐻𝐷𝑐(𝑖, 𝑗) = {
1, 𝑖𝑓 𝑖 >𝑐 𝑗 𝑖𝑛 𝐶𝐵𝐶 𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑟𝑎𝑛𝑘𝑖𝑛𝑔 ∧  𝑗 <𝑐 𝑖 𝑖𝑛 𝐶𝐵𝐶 𝐹𝑖𝑛𝑎𝑙 𝑟𝑎𝑛𝑘𝑖𝑛𝑔
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

              (5) 

 

𝐴𝐷𝑐(𝑖, 𝑗) = {
1,      𝑖𝑓 𝑗 <𝑐 𝑖 𝑖𝑛 𝑀𝐴𝑈𝑇 𝑟𝑎𝑛𝑘𝑖𝑛𝑔
−1, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                                (6) 

 

𝑆𝐴𝑐 = ∑ 𝐻𝐷𝑐(𝑖, 𝑗) 
𝑖≠𝑗:𝐴𝐷𝑐(𝑖,𝑗)=1 = #{(𝑖, 𝑗): 𝐻𝐷𝑐(𝑖, 𝑗) = 1 ∧ 𝐴𝐷𝑐(𝑖, 𝑗) = 1}               (7) 

𝑆𝐷𝑐 = ∑ 𝐻𝐷𝑐(𝑖, 𝑗) 
𝑖≠𝑗:𝐴𝐷𝑐(𝑖,𝑗)=−1 = #{(𝑖, 𝑗): 𝐻𝐷𝑐(𝑖, 𝑗) = 1 ∧ 𝐴𝐷𝑐(𝑖, 𝑗) = −1}               (8)      

  

In this step, the percentage of aligned reversals, 𝐴𝑐 = 𝑆𝐴𝑐/(𝑆𝐴𝑐 + 𝑆𝐷𝑐), was computed. The 

results are depicted on Figure 6, where the following observations can be made: 

 Approximately 50% of the consumers have more than 60% of their reversals aligned with 

MAUT rankings. 

 For 25% of the consumers the reversals between the CBC rankings were totally aligned 

with their MAUT rankings.  
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 For 23% of consumers all the reversals between the CBC rankings occurred in the opposite 

direction of the MAUT ranking. 

The analysis of the structure of preferences of the consumers that had a complete alignment with 

MAUT ranking allowed us to observe that for 11% of the consumers the ranking reversals led to a 

perfect match between CBC Final ranking and MAUT ranking. Additionally, we observed that the 

three main ranking reversals of these consumers led to an AFV being preferred to fossil vehicles, 

namely, HEV>Diesel; PHEV>Diesel; and BEV1>Gasoline. 

 

 

 

 
Figure 6 Percentage of reversals aligned between CBC-derived rankings and MAUT ranking (bars 

represent the relative frequency and the line the cumulative frequency of the alignment). 

 

Finally we analyzed the most frequent reversals between the CBC elicited rankings and the MAUT 

ranking, independently of the reversal direction (Figure 7). This analysis allowed identifying that 

consumers reversed the position of three pairs of vehicles more often, namely Diesel-HEV, BEV1-

BEV2 and HEV-BEV1, which represent 10.2%, 9.2% and 8.6% of the total reversals, respectively. On 

the opposite, the three most stable preferences between two pairs of vehicles were Gasoline-

PHEV, Gasoline-HEV and Diesel-Gasoline, accounting for 4.2%, 4% and 3.3% of total reversals, 

respectively. 
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Figure 7 Percentage of total reversals, by decreasing order. 

 

Looking at the reversal direction between AFV and fossil vehicles (Figure 8), one can observe a 

general trend where the reversals favoring an AFV over a fully fossil fuel vehicle (Diesel or 

Gasoline) tend to be aligned with the MAUT ranking, mainly regarding to the preferences of HEV 

and PHEV over Diesel vehicles and BEV over Gasoline vehicles. The reversals aligned between CBC 

and MAUT rankings that favor AFV reach 85% of the total aligned reversals (Figure 9). 

Concerning the least stable pair, there was a potential preference construction between 

HEV and Diesel vehicles as the reversal from Diesel to HEV, aligned with MAUT, occurred for a 

majority of the consumers (Table 5).  

 

 

 

 
 

Figure 8 Number of aligned and disagreed reversals between AFV and fossil fuel vehicles according 

to the preference direction in the MAUT model. 
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Figure 9 Percentage of alignment of reversals between CBC and MAUT favoring AFV and fossil 

vehicles. 

 

 
Alignment Disagreement 

 Diesel>HEV 3 (4%) 20 (28%) 23 (32%) 

HEV>Diesel 46 (65%) 2 (3%) 48 (68%) 

 
49 (69%) 22 (31%) 

 
Table 5 Potential preference construction for the least stable pair. 

 

6. Conclusions  

The problematic of market penetration of AFV has led to several studies aiming to understand how 

to increase the demand for these vehicles. Understanding consumer preferences and the process 

of construction of such preferences is a valuable knowledge that can help identifying strategies to 

overcome the low diffusion of AFV. 

This study suggests the use of another elicitation method that demands a higher cognitive 

effort in comparison with CBC, namely a MAUT-based approach. The purpose was to analyze its 

potential to leverage the learning of preferences elicited through CBC, i.e. to understand if 

consumers learned/constructed their preferences through the MAUT task and reflect that learning 

in the CBC answers.  

In line with previous findings, significant differences were found between the two CBC 

elicited rankings. As mentioned earlier, these results may have several explanations, such as 

institutional learning, preference learning, fatigue or starting point effect. As the number of CBC 

questions was small (fatigue usually appears in surveys with more than 10 questions (Caussade et 

al., 2005)) and the set of CBC questions was displayed at the same time (to mitigate the starting 

point effect), we excluded these two possible causes for the differences found between the two 

preference elicitation trials. Therefore, we can assign the potential differences in elicited 

preferences to institutional learning and preference learning. It is unclear how to separate the 

effects of these two types of learning and it is usually expected that institutional learning takes 

place in the initial questions and preference learning emerges later (Bateman et al., 2008; 
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Czajkowski et al., 2014). Therefore, learning effects occurred but it was not possible to specify 

which one. Consumers may have constructed/learned their preferences at the time of preference 

elicitation, possibly due to two interrelated reasons. First, consumers may not have well-formed 

preferences at the time they stated their preferences as the vehicles set included three innovative 

technologies were unfamiliar for most of them. And second, the inclusion of the MAUT procedure 

in the preferences elicitation process may have supported the preference formation/learning 

process by demanding more cognitive effort and time to elicit preferences.  

In order to understand the potential effect of the MAUT task on the preference learning 

process we analyzed the alignment between the preference reversals from the CBC Initial to the 

CBC Final ranking, and the elicited MAUT preference model. The outcome of this analysis revealed 

a strong influence of the MAUT task on CBC Final results for one quarter of consumers (100% of 

preferences alignment) and a relative influence for another quarter of consumers (>60% of 

preferences alignment).  

Rather than seeing MCDA and CBC as competing approaches, our study suggests using 

these approaches complementarily. Instead of asking CBC questions to obtain immediate 

responses, an MCDA task can be used as a “warming up” device to encourage the consumer to 

think and learn (construct) about his or her preferences.  Our results suggest that the ensuing CBC 

answers, informed by such learning, are different from the ones the consumer gave if the MCDA 

task was not carried out. Nevertheless, it should be noted that this study focused on a specific 

type of products. We conjecture that the effect of performing an MCDA before answering CBC 

questions will be more pronounced when products are complex and when the consumer’s 

immediate self-interest conflicts with long term or public good rewards. Further studies 

considering different types of products are needed to confirm (or not) this conjecture. 

This work highlights the relevance of collecting preferences through different elicitation 

procedures as it provides a deeper understanding about consumer preferences construction and 

also richer data about the preferences structure. Therefore, for future research we suggest that 

more studies should be carried out in preference learning for AFV because a deeper knowledge 

about consumer preferences would allow identifying and suggesting more efficient diffusion 

strategies for more sustainable types of vehicles.  

  



19 
 

 

References 

Ahn, J., Jeong, G., Kim, Y., (2008). A forecast of household ownership and use of alternative fuel 

vehicles: A multiple discrete-continuous choice approach. Energy Economics, 30(5), 2091-

2104. 

Allenby, G.M., Ginter, J.L., (1995). Using extremes to design products and segment markets. 

Journal of Marketing Research, 32, 392-403. 

Ananda, J., Herath, G., (2003). The use of Analytic Hierarchy Process to incorporate stakeholder 

preferences into regional forest planning. Forest Policy and Economics, 5(1), 13-26. 

Ananda, J., Herath, G., (2005). Evaluating public risk preferences in forest land-use choices using 

multi-attribute utility theory. Ecological Economics, 55(3), 408-419. 

Angilella, S., Corrente, S., Greco, S., Słowiński, R., (2014). MUSA-INT: Multicriteria customer 

satisfaction analysis with interacting criteria. Omega, 42(1), 189–200. 

Arabatzis, G., Grigoroudis, E., (2010). Visitors’ satisfaction, perceptions and gap analysis: The case 

of Dadia – Lefkimi – Souflion National Park. Forest Policy and Economics, 12(3), 163-172. 

Axsen, J., Mountain, D.C., Jaccard, M., (2009). Combining stated and revealed choice research to 

simulate the neighbor effect: The case of hybrid-electric vehicles. Resource and Energy 

Economics, 31 (3), 221-238. 

Axsen, J., Orlebar, C., Skippon, S., (2013). Social influence and consumer preference formation for 

pro-environmental technology: The case of a U.K. workplace electric-vehicle study. Ecological 

Economics, 95, 96-107. 

Baourakis, G., Matsatsinis, N.F., Siskos, Y., (1996). Agricultural product development using 

multidimensional and multicriteria analyses: The case of wine. European Journal of 

Operational Research, 94(2), 321-334. 

Barzilai, J., (2005). Measurement and preference function modelling. International Journal in 

Operational Research, 12(2), 173-183. 

Bateman, I., Burgess, D., Hutchinson, W.G., Matthews, D.I., (2008). Learning design contingent 

valuation (LDCV): NOAA guidelines, preference learning and coherent arbitrariness. Journal of 

Environmental Economics and Management, 55(2), 127-141. 

Bell, D.E., (1975). A decision analysis of objectives for a forest pest problem, in: Bell, D.E., Keeney, 

R., Raiffa, H. (Eds.), Conflicting Objectives in Decisions. Wiley, London, pp. 389-421. 

Belton, V., Stewart, T., (2002). Multiple criteria decision analysis: An integrated approach. Boston: 

Kluwer. 

Borghi, C., (2009). Discrete choice models for marketing: New methodologies for optional features 

and bundles. Master thesis University Leiden, Mathematic Institute. 

Bous, G., Fortemps, P., Glineur, F., Pirlot, M., (2010). ACUTA: A novel method for eliciting additive 

value functions on the basis of holistic preference statements. European Journal of 

Operational Research, 206(2), 435-444. 



20 
 

Brouwer, R., Dekker, T., Rolfe, J., Windle, J., (2010). Choice certainty and consistency in repeated 

choice experiments. Environmental and Resource Economics, 46(1), 93-109. 

Carlsson, F., (2010). Design of stated preference surveys: Is there more to learn from behavioral 

economics? Environmental and Resource Economics, 46(2), 167-177. 

Carlsson, F., Martinsson, P., (2001). Do hypothetical and actual marginal willingness to pay differ in 

choice experiments? Journal of Environmental Economics and Management, 41(2), 179-192. 

Carlsson, F., Mørkbak, M.R., Olsen, S.B. (2012). The first time is the hardest: A test of ordering 

effects in choice experiments. Journal of Choice Modelling, 5(2), 19-37. 

Caulfield, B., Farrell, S., McMahon, B., (2010). Examining individuals preferences for hybrid electric 

and alternatively fuelled vehicles. Transport Policy, 17(6), 381-387. 

Caussade, S., Ortúzr, J. de D., Rizzi, L.I., Hensher, D.A., (2005). Assessing the influence of design 

dimensions on stated choice experiment estimates. Transportation Research Part B: 

Methodological, 39(7), 621-640. 

Czajkowski, M., Giergiczny, M., Greene, W.H., (2014). Learning and fatigue effects revisited: 

Investigating the effects of accounting for unobservable preference and scale heterogeneity. 

Land Economics, 90(2), 324-351. 

Danner, M., Volz, F., Manen, J.G.V., Gerber, A., (2011). Integrating patients’ views into health 

technology assessment: Analytic hierarchy process (AHP) as a method to elicit patient 

preferences. International Journal of Technology Assessment in Health Care, 27(4), 369-375. 

Day, B., Bateman, I.J., Carson, R.T., Dupont, D., Louviere, J.J., Morimoto, S., Scarpa, R., Wang, P., 

(2012). Ordering effects and choice set awareness in repeat-response stated preference 

studies. Journal of Environmental Economics and Management, 63, 73-91. 

Day, B., Prades, J.-luis P., (2010). Ordering anomalies in choice experiments. Journal of 

Environmental Economics and Management, 59(3), 271-285. 

Desarbo, W.S., Lehmann, D.R., Hollman, F.G., (2004). Modeling dynamic effects in repeated-

measures experiments involving preference/choice: An illustration involving stated 

preference analysis. Applied Psychological Measurement, 28(3), 186-209. 

Deshazo, J.R., Fermo, G., (2002). Designing choice sets for stated preference methods: The effects 

of complexity on choice consistency. Journal of Environmental Economics and Management, 

44(1), 123-143. 

Dyer, J.S., Fishburn, P.C., Steuer, R.E., Wallenius, J., Zionts, S., Science, M., May, N., (1992). 

Multiple criteria decision making, multiattribute utility theory: The next ten years. 

Management Science, 38(5), 645-654. 

Dyer, J.S., Sarin, R.K., (1979). Measurable multiattribute value functions. Operations Research, 

27(4), 810-822. 

Eggers, F., Sattler, H., (2011). Preference measurement with Conjoint Analysis: Overview of state-

of-the-art approaches and recent developments. GfK Marketing Intelligence Review, 3(1), 36-

47. 



21 
 

Ewing, G., Sarigöllü, E., 2000. Assessing consumer preferences for clean-fuel vehicles: A discrete 

choice experiment. Journal of Public Policy & Marketing, 19(1), 106-118. 

Eyvindson, K., Hujala, T., Kurttila, M., (2015). Interactive preference elicitation incorporating a 

priori and a posteriori methods. Annals of Operations Research, 232(1), 99-113. 

Ghaderi, M., Ruiz, F., Agell, N., (2015). Understanding the impact of brand colour on brand image: 

A preference disaggregation approach. Pattern Recognition Letters 67, 11-18. 

Glerum, A., Stankovikj, L., Thémans, M., Bierlaire, M., (2014). Forecasting the demand for electric 

vehicles: Accounting for attitudes and perceptions. Transportation Science, 48(4), 483–499. 

Greco, S., Mousseau, V., Slowinski, R., (2008). Ordinal regression revisited: Multiple criteria ranking 

using a set of additive value functions. European Journal of Operational Research, 191, 416-

436. 

Grigoroudis, E., Politis, Y., Siskos, Y., (2002). Satisfaction benchmarking and customer classification: 

An application to the branches of a banking organization. International Transactions in 

Operational Research, 9(5), 599-618. 

Grigoroudis, E., Siskos, Y., (2002). Preference disaggregation for measuring and analysing customer 

satisfaction: The MUSA method. European Journal of Operational Research, 143(1), 148-170. 

Grigoroudis, E., Siskos, Y., (2004). A survey of customer satisfaction barometers: Some results from 

the transportation-communications sector. European Journal of Operational Research, 152(2), 

334-353. 

Helm, R., Steiner, M., (2004). Measuring customer preferences in new product development: 

Comparing compositional and decompositional methods. International Journal of Product 

Development, 5(1), 12-29. 

Hess, S., Hensher, D.A., Daly, A., (2012). Not bored yet - revisiting respondent fatigue in stated 

choice experiments. Transportation Research Part A: Policy and Practice, 46(3), 626-644. 

Hidrue, M.K., Parsons, G.R., Kempton, W., Gardner, M.P., (2011). Willingness to pay for electric 

vehicles and their attributes. Resource and Energy Economics, 33(3), 686-705. 

Hoeffler, S., Ariely, D., (1999). Constructing stable preferences: A look into dimensions of 

experience and their impact on preference stability. Journal of Consumer Psychology, 8(2), 

113-139. 

Holmes, T.P., Boyle, K.J., (2005). Dynamic learning and context-dependence in sequential, 

attribute-based, stated-preference valuation questions. Land Economics, 81(1), 114-126. 

Ijzerman, M.J., Til, J.A.V., Bridges, J.F.P., (2012). A Comparison of Analytic Hierarchy Process and 

Conjoint Analysis Methods in assessing treatment alternatives for stroke rehabilitation. 

Patient, 5(1), 45-56. 

Ijzerman, M.J., Til, V., Janine, A., Govert, J., (2008). Comparison of two Multi-Criteria Decision 

techniques for eliciting treatment preferences in people with neurological disorders. The 

Patient 1(4), 265-272. 

Ishizaka, A., Balkenborg, D., Kaplan, T., (2011). Does AHP help us make a choice? An experimental 

evaluation. Journal of the Operational Research Society, 62(10), 1801-1812. 



22 
 

Jacquet-Lagrèze, E., Siskos, Y., (2001). Preference disaggregation: 20 years of MCDA experience. 

European Journal of Operational Research, 130(2), 233-245. 

Jaeger, S.R., Hedderley, D., MacFie, H., (2001). Methodological issues in conjoint analysis: A case 

study. European Journal of Marketing, 35(11), 1217-1237. 

Jain, A.K., Mahajan, V., Malhotra, N.K., (1979). Multiattribute preference models for consumer 

research: A synthesis. NA-Advances in Consumer Research, 6, 248-252. 

Johnson, F.R., Bingham, M.F., (2001). Evaluating the validity of stated-preference estimates of 

health values. Revue Suisse D Economie Politique et de Statistique, 137(1), 49-64. 

Kallas, Z., Lambarraa, F., Maria, J., (2011). A stated preference analysis comparing the Analytical 

Hierarchy Process versus Choice Experiments. Food Quality and Preference, 22(2), 181-192. 

Keeney, R., Raiffa, H., (1993). Decisions with multiple objectives: Preferences and value trade-offs. 

Cambridge University Press. 

Kemeny, J.G., (1959). Mathematics without Numbers. Daedalus 88, 577-591. 

Kotri, A., (2006). Analyzing customer value using Conjoint Analysis: The example of a packaging 

company. Tartu working paper. University of Tartu, Estonia. 

Kyriazopoulos, P., Spyridakos, A., (2007). The quality of e-services: Measuring satisfaction of 

internet customers. Operational Research: An International Journal, 17(2), 233-254. 

Lenk, P.J., DeSarbo, W.S., Green, P.E., Young, M.R., (1996). Hierarchical Bayes conjoint analysis: 

Recovery of partworth heterogeneity from reduced experimental designs. Marketing Science, 

15(2), 173-191. 

Malhotra, N., (2008). Marketing Research: An applied orientation. 5th edition. Pearson Education 

India. 

Manolitzas, P., Yannacopoulos, D., (2013). Citizen satisfaction: A multicriteria satisfaction analysis 

citizen satisfaction: A multicriteria satisfaction analysis. International Journal of Public 

Administration, 36(9), 614-621. 

Matsatsinis, N., Moraitis, P., Psomatakis, V., Spanoudakis, N., (1999). Intelligent software agents 

for products penetration strategy selection, in: Proceedings of Modeling Autonomous Agents 

in a Multi-Agent World (MAAMAW’ 96), June 30–July 2, Valencia, Spain. 

Mau, P., Eyzaguirre, J., Jaccard, M., Collinsdodd, C., Tiedemann, K., (2008). The “neighbor effect”: 

Simulating dynamics in consumer preferences for new vehicle technologies. Ecological 

Economics, 68(1-2), 504-516. 

Meißner, M., Decker, R., (2009). An empirical comparison of CBC and AHP for measuring consumer 

preferences., in: Proceedings of the 10th International Symposium of Analytical Hierarchy 

Process. Pittsburgh, USA. 

Meißner, M., Scholz, S.W., Decker, R., (2008). AHP versus ACA – An Empirical Comparison, in: Data 

Analysis, Machine Learning and Applications. Springer Berlin Heidelberg, pp. 447-454. 

Mihelis, G., (2001). Customer satisfaction measurement in the private bank sector. European 

Journal of Operational Research, 130(2), 347-360. 



23 
 

Moran, D., Mcvittie, A., Allcroft, D.J., Elston, D.A., (2007). Quantifying public preferences for agri-

environmental policy in Scotland: A comparison of methods. Ecological Economics, 63(1), 42-

53. 

Morrison, G.C., (2000). WTP and WTA in repeated trial experiments: Learning or leading? Journal 

of Economic Psychology, 21(1), 57-62. 

Morton, A., (2018). Multiattribute Value Elicitation, in: Dias, L., Morton, A., Quigley, J. (Eds.), 

Elicitation - The Science and Art of Structuring Judgement. Cham: Springer, pp. 287-311. 

Mulye, R., (1998). An empirical comparison of three variants of the AHP and two variants of 

Conjoint Analysis. Journal of Behavioral Decision Making, 11(4), 263-280. 

Nikou, S., Mezei, J., Sarlin, P., (2015). A process view to evaluate and understand preference 

elicitation. Journal of Multi-Criteria Decision Analysis, 22(5-6), 305-329. 

Novemsky, N., Dhar, R., Schwarz, N., Simonson, I., (2007). Preference fluency in choice. Journal of 

Marketing Research, 44(3), 347-356. 

Oliveira, G.D., Dias, L.C. (2015). Which criteria matter when selecting a conventional or electric 

vehicle? In Proceedings of the Energy for Sustainability 2015—Sustainable Cities: Designing 

for People and the Planet, Coimbra, Portugal, 14–15 May, 1–10. 

Oliveira, G.D., Roth, R., Dias, L.C., (2019). Diffusion of alternative fuel vehicles considering dynamic 

preferences. Technological Forecasting and Social Change, 147, 83-99 

Orme, B., (2009a). Which conjoint method should I use? Research paper series, Sawtooth 

Software. 

Orme, B., (2009b). Software for Hierarchical Bayes: Estimation for CBC data. Research paper series, 

Sawtooth Software. 

Orme, B., Howell, J. (2009). Application of covariates within Sawtooth Software’s theory and 

practical example. Sawtooth Software Research paper series 

Perini, A., Ricca, F., Susi, A., (2009). Tool-supported requirements prioritization: Comparing the 

AHP and CBRank methods. Information and Software Technology, 51(6), 1021-1032. 

Potoglou, D., Kanaroglou, P.S., (2007). Household demand and willingness to pay for clean 

vehicles. Transportation Research Part D: Transport and Environment, 12, 264-274. 

Prato, T., (1999). Risk-based multiattribute decision-making in property and watershed 

management. Natural Resource Modeling, 12, 307-334. 

Pukkala, T., (1998). Multiple risks in multi-objective forest planning: Integration and importance. 

Forest Ecology and Management, 111(2-3), 265-284. 

Saaty, T. L. (2008). Decision making with the analytic hierarchy process. International journal of 

services sciences, 1(1), 83-98. 

Savage, S.J., Waldman, D.M., (2008). Learning and fatigue during choice experiments: A 

comparison of online and mail survey modes. Journal of Applied Econometrics, 23(3), 351-

371. 



24 
 

Scholl, A., Manthey, L., Helm, R., Steiner, M., (2005). Solving multiattribute design problems with 

analytic hierarchy process and conjoint analysis: An empirical comparison. European Journal 

of Operational Research, 164(3), 760-777. 

Scholz, S.W., Decker, R., (2007). Measuring the impact of wood species on consumer preferences 

for wooden furniture by means of the Analytic Hierarchy Process. Forest Products Journal, 

57(3), 23-28. 

Shiell, A., Seymour, J., Hawe, P., Cameron, S., (2000). Are preferences over health states complete? 

Health Economics, 9(1), 47-55. 

Siskos, Y., Grigoroudis, E., Zopounidis, C., Saurais, O., (1998). Measuring customer satisfaction 

using a collective preference disaggregation model. Journal of Global Optimization, 12, 175-

195. 

Siskos, Y., Matsatsinis, N.., Baourakis, G., (2001). Multicriteria analysis in agricultural marketing: 

The case of French olive oil market. European Journal of Operational Research, 130(2), 315-

331. 

Srinivasan, V., Park, C.S., (1997). Surprising robustness of the Self-Explicated approach to customer 

preference structure measurement. Journal of Marketing Research, 34, 286-291. 

Swait, J., Adamowicz, W., (2001). Choice environment, market complexity, and consumer 

behavior: A theoretical and empirical approach for incorporating decision complexity into 

models of consumer choice. Organizational Behavior and Human Decision Processes, 86(2), 

141-167. 

Tavana, M., (2006). A priority assessment multi-criteria decision model for human spaceflight 

mission planning at NASA. Journal of the Operational Research Society, 57(10), 1197-1215. 

Teeter, L.D., Dyer, A.A., (1986). A multiattribute utility model for incorporating risk in fire 

management planning. Forest Science, 32(4), 1032-1048. 

Verlegh, P.W.J., Steenkamp, J.-B.E.M., (1999). A review and meta-analysis of country-of-origin 

research. Journal of Economic Psychology, 20(5), 521-546. 

Von Winterfeldt, D., Edwards, W., (1986). Decision analysis and behavioral research. Cambridge 

University Press, Cambridge. 

Zhou, P., Ang, B., Poh, K., (2006). Decision analysis in energy and environmental modeling: An 

update. Energy, 31, 2604-2622. 

 


