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Abstract  

Liquid targets prove to be reliable and cost-effective on the radionuclide production. 

More recently, the interest on these targets increased due to its use for the radiometals 

production. The production yield of radioisotopes of cyclotron liquid targets is correlated and 

limited by the target thermal performance. High temperature increments of the target 

components during irradiation, resulting in their degradation, is one of the main observed 

problems. Helium and water are responsible for cooling the target, thus, improving its capacity 

to remove heat from the target system would lead to increase the proton current reaching the 

target and, consequently, improve the production yield. However, empirical data is almost non-

existent due to the difficulty to measure the temperature of critical components of the target 

system, namely the target window and liquid target to be irradiated. Considering that few 

studies related with the thermal behaviour of liquid targets have been carried, there is a great 

need to study the liquid target system. This need becomes of greater importance due to the 

recent thick niobium windows implemented on radiometals production. To address this 

problem, thermal simulations combining fluid, nuclear and thermal physics were implemented 

to a better knowledge of the liquid target behaviour. 

The aim of this work was to develop a Computation Fluid Dynamics (CFD) simulation 

model relying on Finite Element Methods (FEM), capable of simulating the thermal behaviour 

of a cyclotron liquid target. The heat deposition from a proton beam was calculated using the 

SRIM software. The software selected for the study of thermal physics was ANSYS-CFX.  

In this work, a model that can simulate the thermodynamic behaviour of a liquid target 

was successfully conceived. The simulation model was used to study the main parameters that 

could influence the target thermal performance. The model was validated, comparing the 

obtained results with target cooling water temperatures measured experimentally. It was 

observed that the cooling water and helium mass flow rate strongly influence the temperatures 

of the window and liquid target. Thus, improving these parameters will lead to an improvement 

of the capacity to remove heat. On the other hand, inlet temperatures of the cooling water and 

helium proved to have a small effect on the temperature distributions. 
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Resumo 

Os alvos líquidos permitem a produção de radionuclídeos, de forma eficaz e com baixo 

custo.  Recentemente, a sua importância aumentou devido à sua utilização na produção de 

radiometais. O rendimento de produção de radionuclídeos em alvos líquidos de ciclotrão está 

diretamente relacionado e limitado pelo desempenho térmico do alvo. Um dos principais 

problemas associados com a irradiação de alvos líquidos são as altas temperaturas registadas 

nos diferentes componentes do alvo, o que pode levar à sua degradação. Hélio e água são os 

responsáveis pelo arrefecimento do alvo e melhorar a sua capacidade de remover calor, irá 

aumentar a corrente de protões que incide no alvo e, consequentemente, melhorar o rendimento 

de produção. No entanto, devido à dificuldade em medir as temperaturas dos componentes 

principais do alvo, nomeadamente na janela e no alvo líquido a ser irradiado, existem poucos 

dados experimentais disponíveis. Tendo em conta que existem poucos estudos sobre a 

desempenho térmico dos alvos líquidos, existe a necessidade de estudar os últimos. Esta 

necessidade ganha importância com a implementação de janelas “grossas” de nióbio na 

produção de radiometais. Com o intuito de resolver este problema e ganhar um conhecimento 

profundo do comportamento de alvos líquidos, foram desenvolvidas simulações que combinam 

a termodinâmica, mecânica de fluidos e física nuclear. 

 O objetivo deste trabalho foi desenvolver um modelo de simulação capaz de simular o 

comportamento termodinâmico do alvo líquido de ciclotrão, utilizando as ferramentas de 

Dinâmica de Fluidos Computacional (CFD) e o Método de Elementos Finitos (FEM). A 

deposição de calor proveniente do feixe de protões foi calculada utilizando o software SRIM. 

O software ANSYS-CFX foi o escolhido para a realização do estudo da termodinâmica. 

 O modelo desenvolvido permitiu de maneira eficaz simular o comportamento 

termodinâmico do alvo líquido. Este foi utilizado para estudar os parâmetros preponderantes 

capazes de influenciar o desempenho térmico do alvo. A validação do modelo foi realizada 

através da comparação dos resultados obtidos com medições experimentais da temperatura da 

água de arrefecimento. Foi observado que a temperatura da janela e do alvo líquido são 

influenciadas de forma significativa pelo caudal da água de arrefecimento e do hélio. Portanto, 
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a otimização destes parâmetros irá melhorar a capacidade de remover calor. No entanto, as 

temperaturas iniciais do hélio e da água de arrefecimento apresentam um efeito pequeno sobre 

as distribuições de temperaturas dos diferentes componentes do alvo. 

 

PALAVRAS-CHAVE: Alvo Líquido, Ciclotrão, Janela de Nióbio, Arrefecimento 

do Alvo, Comportamento Termodinâmico, Simulação CFD  
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Chapter I. Introduction  

 

One of the main methods to produce radionuclides rely on the proton beam irradiation 

of a cyclotron solid/liquid/gas target. For radiometals production, the solid targets usually 

enable the production of larger activities due to the improved cooling system and larger amount 

of enriched target material. However, the use of liquid target for radiometals production 

increased considering that it presents significant advantages, namely target material activation 

and a less complex pre- and post-irradiation manipulation (1). The liquid targets present a faster 

purification and labelling time and prove to be the cheapest option to produce radiometals like 

gallium-68 (68Ga), due to the lower amount of enriched material required (2).  

The production yield of radionuclides of cyclotron liquid targets is correlated and 

limited by the target thermal performance. The proton beam interaction with the target material 

could lead to its degradation due to heat generated, and consequent temperature increments. 

Most of the heat is generated at the target window and at the fluid to be irradiated (liquid target). 

Helium and water are the ones responsible for cooling the target. There is a concern to improve 

the capacity to remove heat that would reduce the temperature increments and allow to 

maximize the possible target current, while preventing the target damage. Therefore, there is an 

interest to better understand the thermal performance of the target, to avoid temperature-related 

incidents, in order to obtain the desired production yields. However, contrary to the solid target, 

few studies related with the thermal behaviour of liquid targets have been developed and, 

consequently, the empirical data is almost non-existent. This is a consequence of the difficult 

to measure the temperatures of the target window and the liquid target itself. To solve this 

problem, simulations combining fluid, nuclear and thermal physics could lead to a better 

knowledge of the liquid target behaviour. 

 

 

 



Chapter I. Introduction 

2 

 

 

For the particular case of 68Ga, due to its chemical inertness, Niobium was chosen as the 

material of the window and the container enclosing the liquid target to be irradiated. The 

Niobium window has a large thickness that will lead to a significant heat generation due to the 

proton’s energy deposition. Considering that the thermodynamic performance of this liquid 

target system is little explored, there is a great interest to study and to better understand its 

thermal behaviour. Therefore, this liquid target system will be the subject of present study.  

This work focuses on the study of the thermal performance of the liquid target system. 

Computational Fluid Dynamic (CFD) and Finite Element methods (FEM) (3) are the most used 

methods (4) to study the thermodynamic behaviour and flow mechanics, and so, will be used 

to study and simulate the liquid target.  In the following chapters, the theoretical knowledge 

regarding the nuclear and thermal physics involved with liquid targets system, as well as the 

software background, will be provided. At last, the description of the simulation model and the 

results discussion will be presented. 

This thesis was developed at the Institute for Nuclear Sciences Applied to Health 

(ICNAS). 
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IBA Cyclone® 18/9 – Basic Principles 

At the Institute of Nuclear Sciences Applied to Health (ICNAS, University of 

Coimbra), an IBA Cyclone® 18/9 (IBA, Louvain-la-Neuve, Belgium) (see Figure 3) is installed 

and used to mainly generate gallium-68 (68Ga) and fluorine-18 (18F) through the irradiation of 

liquid targets, along with other radionuclides in liquid and gas targets. 

IBA Cyclone® 18/9 is a highly reliable cyclotron used to accelerate deuterons and 

protons, with fixed 9 MeV and 18 MeV, respectively. The cyclotron relies on electric and 

magnetic fields to induce an isochronous particles acceleration. At first, H- ions are generated 

at the Penning Ion Gauge (PIG) source. The source consists of three electrodes, two cathodes 

at each end of a cylindrical anode (see Figure 1), with a magnetic field to ensure confinement 

of the electrons and promote the ionization of the hydrogen gas.  

 

Figure 1 - Schematic representation of o PIG source. Adapted from (5). 

Applying a high voltage at the electrodes results in the thermionic emission from 

the cathode which in turn, leads to the hydrogen gas ionization into H- ions (plasma). H- Ions 

are posteriorly accelerated by an electric field, �⃗� , which is produced by the cyclotron 

radiofrequency system. A radiofrequency generator is responsible for creating an alternating 

voltage and changing the electrodes’(Ds) polarity, resulting in a proton energy gain through 

acceleration gaps between the Ds. Inside the latter the electric field does not have effect on the 



Chapter I. Introduction 

4 

 

ions. In the other hand, the magnetic field 𝐵 ⃗⃗  ⃗ guides the particles (see Figure 2), inducing a 

radial trajectory perpendicular to the magnetic field.  

It is also necessary to ensure that the cyclotron operates under the resonance 

condition, which consists in guaranteeing that the frequency of the circular path revolution 

value is equal to the alternating electrical field frequency. Considering an ion with mass m, 

charge q and velocity v, moving on a plane perpendicular to the magnetic field, the magnetic 

field force is: 

 |𝐹 | = qvB     [1] 

Considering that this force equals the centripetal force: 

 𝑚𝑣2

𝑟
  = qvB ⇿

𝑣

𝑟
 = 

𝑞𝐵 

𝑚
   

[2] 

The frequency of the circular path revolution 𝑓𝑟 is: 

 𝑓𝑟 = 
𝑣

2𝜋𝑟
 =  

𝑞𝐵

2𝜋𝑚
   [3] 

The alternating electrical field frequency must equal equation 3. 

 

Figure 2 - Schematic diagram of a cyclotron depicting the position of the on source and magnets. A simplified 

view of the particle´s trajectory is also sketched. Adapted from (6). 

The magnet presents a “deep valley” design, with four high magnet field areas 

called “hills” and four low magnetic field areas called “valleys”. This design is responsible for 
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the isochronous acceleration, where the magnetic field applied compensates the ions relativistic 

mass increase.  

Finally, the H- ions pass through a carbon foil with high collisional electron-

detachment cross section for negative hydrogen ions, resulting in the electrons  detachment 

from the H- ions, converting the previously accelerated ions to protons (7).  Considering that 

protons present opposite charge of the previously accelerated ions, an opposing Lorentz force 

is responsible for the extraction of the beam. Target-holders confine eight targets, that can be 

gaseous, liquid and solids.  

 

Figure 3 - Picture of the IBA Cyclone® 18/9 from IBA Molecular installed at ICNAS. 

Liquid Target System 

Nowadays, the IBA F-18 Nirta® conical liquid target system (IBA, Louvain-La-

Neuve, Belgium) (see Figure 4), presents a great yield for the production of the radioisotope 

18F, combined with an efficient thermal performance (8). It consists on a solid conical shaped 

niobium insert (see Figure 7), cooling water channels, the target windows, the helium cooling 

system, the aluminum diffuser and support (Figure 4).  
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Figure 4 - Representative figure of the liquid target system. The arrows represent the water inlet and outlet. 

Adapted from (9). 

The diffuser was designed in order to allow the cooling water to effectively flow 

near the conical insert and, posteriorly, exit the target system (Figure 5). In its turn the support 

takes the role to incorporate all the components while the conical insert enclosures the fluid to 

be irradiated. The first target window allows the confinement of the target system from the 

vacuum chamber inside the cyclotron while the second window allows enclosure of liquid target 

inside the conical shaped insert.  

 

Figure 5 - Components of the niobium liquid target: a) conical target, b) target support and c) target diffusor. 

Adapted from (9). 

The mechanisms responsible for removing the heat from the target system are the 

gaseous helium and cooling water. Helium flows between both windows, being capable of 

removing the heat generated. The choice of this gas is suitable for this process given its high 

thermal conductivity at 25ºC (0,142 W/m K) and low atomic weight (4,002692 u), to minimize 

energy lost before reaching the liquid target. An independent water-cooling circuit collects the 

heat from the target by convection heat transfer. Water with a mass flow rate of 3kg/min, enters 

c

b

a
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on the back of the target (Figure 6) and hits directly on the rear part of the conical insert, then 

flows between the niobium conical insert (Fig.5a) and the diffuser (Fig.5c), and following, 

between the diffuser and the support (Fig.5b) until it finally exits the liquid target system. The 

cooling water is continuously refrigerated by a water conditioner unit releasing the removed 

heat through a heat exchanger, controlled by a thermostatic three-way valve. Water impurities 

are removed trough reverse osmosis in order to maximize its purity and prevent electrical 

current flowing.  

 

Figure 6 - Liquid target geometry domains designed in Inventor (Autodesk Inc., 2019): niobium conical target 

(red) and window (dark green), aluminium diffuser (yellow) and target support (light green), the nitrile O-Ring 

(purple), and also the fluid domains, water cooing channels (blue), and the liquid target domain (grey). 

There are multiple designs and sizes available for the insert responsible for the liquid 

target enclosure (9).  Both the volume of the target and the initially volume of liquid target are 

directly related to the pressure developed and with the activity output. These processes will be 

explained in the following chapters. The conical insert was designed to maximize the 

production yield and, consequently, use the minimum possible liquid solution while producing 

the maximum amount of radionuclides. It was also designed to present an effective cooling 

capacity and to reduce the amount of radionuclide impurities. The target material irradiation 

and consequent activation could originate undesired pollutants that could lead to contamination 

and affect the final yield. Since the irradiated fluid is located inside the conical insert, the latter 
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must present durability, resistant to high temperatures and high pressures, and an excellent 

thermal conductivity.  These characteristics could lead to the increase the radionuclides 

production and to prevent the target material overheating and, consequently, its degradation and 

failure. Due to its chemical inertness for radionuclide production, suitable thermal properties 

(Table 1) and low thermal neutrons cross-section (10), the material of the IBA Nirta®  target is 

pure niobium.   

Table 1 - Niobium' properties at PTN. Retrieved from (http://periodictable.com/Elements/041/data.html). 

Melting Point 2750,15 K 

Specific Heat Capacity at Constant Pressure 265 J/kg K 

Thermal Conductivity 54 W/m K 

Density 8,57g/cm3 

 

 

Figure 7 - Illustrative image of a Niobium conical insert. Adapted from (9). 

Since the two main radioisotopes produced in liquid targets, at ICNAS, are 18F and 68Ga, 

both through the irradiation of the IBA F-18 Nirta® C8 (conical insert with a 36 mm cavity 

length and 3.7 ml volume), this design was selected for this study. The production of 18F occurs 

via the 18O(p,n)18F nuclear reaction, in which the target is normally filled with Oxygen-18 (18O) 

enriched water. For the production of 68Ga, the target is filled with a zinc nitrate (Zn(NO3)2) 

based liquid solution, and the respective nuclear reaction is: 68Zn(p,n)68Ga.  
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The probability of a given nuclear reaction to occur is known as the cross section and it 

is dependent of the incident particle energy. This dependence is described by the nuclear 

reaction excitation function which in turn allows to visualize the protons energy range 

(optimum energy) corresponding to the maximum nuclear reaction cross section. Thus, it is 

desirable that the incident protons reach the liquid target with energies correspondent to the 

maximum cross section, in order to maximize the number of nuclear reactions of interest. 

However, it is also necessary to consider the excitation functions of undesirable nuclear 

reactions that could occur (impurities). In this case, it is important to make sure that the cross 

sections of these nuclear reactions are small for the energy of the protons reaching the liquid 

target. This way it is possible to minimize the presence of impurities on the output activity. 

Figures 8 and 9 show the excitation functions for the nuclear reactions: 18O(p,n)18F and 

68Zn(p,n)68Ga, respectively.  

 

Figure 8 - 18O(p,n)18F excitation function. Neutron and activation measurements are shown Adapted from (11). 
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Figure 9 - Thick target yields at saturation (solid curves) for the production of gallium-66 (66Ga), gallium-67 

(67Ga) and 68Ga from a proton-irradiation of a liquid target with 200mg of zinc-68 (68Zn) and excitation functions 

of the nuclear reactions of interest (open symbols). Adapted from (12). 

Figures 8 and 9 show that larger cross sections are obtained in the 4-18 MeV energy 

range. Therefore, protons with energy below 4 MeV don´t contribute to the nuclear reactions 

of interest. It is then desirable that these proton´s deposit their energy on the rear (solid) part of 

the conical insert, i.e. generated heat in the niobium instead of the liquid target. This approach 

will not only reduce the heat generated in the liquid but also favor the heat removal by the 

cooling water hitting the back of the conical insert.  

The incident proton beam of 18 MeV is progressively stopped within the liquid target 

due to its interaction with matter. After the beam is accelerated crosses a first conical collimator 

with a final diameter of 9.5 mm and crosses a second cylindrical collimator of 9.5 mm. 

Following, it passes through a Titanium window with a 12,5 μm length, whose purpose is to 

seal the liquid target system from the vacuum chamber. For the 18F production, before reaching 

the liquid target protons go through a 35 μm thick Havar window (Figure 10) and for the 68Ga 
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production the beam crosses a niobium window with thickness in the order of magnitude of 

hundreds of µm.  

 

Figure 10 - Schematic representation of the target body and respective windows of a liquid target for 18F 

production. Adapted from (13). 

The beam interactions in the windows and the liquid target are responsible for the proton 

beam energy loss and consequently, the generation/production of heat. It is, therefore, important 

to understand how the protons interact with matter. 

 

Energy Loss of Particles  

Particles’ energy loss is ruled by two main processes, inelastic collisions with 

atomic electrons and elastic scattering with the nucleus. In the former, the incident particles’ 

energy is transferred to the atom, causing excitation or ionization, which are responsible for the 

major energy loss. The later process occurs less frequently resulting in a small energy transfer 

to the heavy nuclei.  

When compared with electrons, protons are considerably heavier particles and 

therefore behave differently while passing through matter (14). Bearing in mind that inelastic 

collisions occur with a quantum mechanical probability, it is possible to describe the average 

energy loss per path’ length unit, also known as stopping power. For heavy particles like 

protons, the stopping power is given by the Bethe-Bloch formula (14) (Equation 4):  
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−

𝑑𝐸

𝑑𝑥
= 2𝜋𝑁𝑎 𝑟𝑒

2 𝑚𝑒 𝑐
2 𝜌 

𝑍

𝐴
 
𝑧2

𝛽2
 〔ln (

2 𝑚𝑒 𝛾
2𝑣2𝑊𝑚𝑎𝑥 

𝐼2
) − 2𝛽2 −  𝛿 − 2 

𝐶

𝑍
 

[4] 

where 𝑁𝑎 is the Avogadro’s number, 𝑟𝑒 the classic electron radius, 𝑚𝑒 the electron 

mass, 𝑐 the speed of light in vacuum, 𝜌 the density of the absorbing material, Z the atomic 

number of the absorbing material, A the atomic weight of the absorbing material, 𝑧 the charge 

of incident particle in units of e, 𝛽 the 𝑣/𝑐 of the incident particle, 𝑣 the particle’s velocity, I 

the mean excitation potential , 𝛿 the density correction and 𝑊𝑚𝑎𝑥 the maximum energy transfer 

in a single collision (Equation 5): 

 
𝑊𝑚𝑎𝑥 =

2 𝑚𝑒 𝑐
2 𝜂2

1 + 2𝑠 √1 + 𝜂2 + 𝑠2
 

[5], 

 𝑠 =
𝑚𝑒

𝑀
 [6], 

 𝛾 = 1/√1 − 𝛽2 [7], 

 𝜂 = 𝛽. 𝛾 [8]. 

Furthermore, the proton beam can also be modelled as a 2D Gaussian function in 

order to allow a better approximation of the beam energy deployment: 

 
𝑓(𝑥) =  

1

2𝜋𝜎𝑥𝜎𝑦
 ⨯ exp(

−(𝑥 − 𝑥0)
2

2𝜎𝑥
2

) ⨯ exp(
−(𝑦 − 𝑦0)

2

2𝜎𝑦
2

) 
[9], 

where 𝜎𝑥 and 𝜎𝑦 are the standard deviations and x and y the spatial coordinates 

considering that the beam travels on the z direction. 

Charged particle’s energy loss during the passage through matter is strongly related 

to 
1

𝑣2, where 𝜈 is the proton’s velocity. As the heavy particle slows down in matter, the energy 

loss is also influenced. Consequently, the quantity of energy deposited per length’ unit is greater 

at the end of the path, due to the fact that the particle energy is closer to the medium energy, 

making the interaction between them more likely. The stopping power of a heavy particle as a 

function of its position along the penetration depth is known as the Bragg curve (14) (Figure 

11). The heat generated in the liquid target is ruled by this relationship between penetration 

depth and energy deposition. This point will be deeply explained in the following chapters.  
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Figure 11 - Stopping power for 5 MeV alpha particles in a CR-39 Detector, calculate by SRIM software. 

Adapted from (15). 

The Niobium conical-shaped target was designed so that the Bragg peak of the 

proton beam matches the very end of the target under typical irradiation conditions, ensuring 

that the beam deployed energy matches the excitation function region of interest. This is directly 

related with the liquid inside the target cavity since its density influences the beam energy loss 

through its path. This particularity will be explored in the following chapters. 

Due to the complexity of Bethe-Bloch formula, it is helpful to use a software to calculate 

the proton beam energy density profile. Therefore, the energy deposition on the windows and 

liquid target is estimated using the Stopping and Range of Ions in Matter (SRIM) software (16). 

SRIM calculates the transport of ions in matter, using statistical algorithms and the Monte Carlo 

method of binary collision approximation (BCA). BCA (17) assumes that ions travel in a 

straight path, through a sequence of independent collisions , neglecting the energy loss for 

collisions with the nuclei. The software is based on the Bragg’s rule and the Bethe-Bloch theory, 

presenting a reliable estimative of the stopping power of the particles tested. SRIM assumes 

that ions jump between calculated collisions, where the ion and the atom are governed by 

Coulomb collision, but also considers the interactions of the overlapping electron shells.  

The most frequent applications of the software are the determination of the range 

of a beam of particles, its energy deposition over a material and sputtering (18). In 2013, a 3-D 
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graphic tool was introduced, making it possible to visualize the energy and position volumetric 

distribution of the particles. Its high precision and great variety of tools make SRIM suitable 

for the study of energy deposition of a proton beam on a cyclotron target application. 

The Heat Transfer Problem  

Fundamentals of Heat Transfer 

Heat transfer is ruled by three mechanisms - conduction, convection and radiation. 

Conduction and convection need a medium to propagate and are proportional to the number of 

molecules. The molecules energy is related to its random translational, internal and vibrational 

motion. Higher the temperature, higher the molecules energy. Energy is transferred on 

molecules collisions, being transferred from molecules with higher molecular energy to the 

ones with less energy, resulting in a heat transfer in the direction of decreasing temperature. 

Regarding conduction, for gases and liquids, the energy transfer is enhanced by the collisions 

associated with the random molecular motion, and for solids, the lattice vibrational motion 

(phonons) is the main responsible for the heat transfer, where for good electrical conductors, it 

also occurs due to the translational motion of free electrons.  

For conduction, the heat transfer rate is expressed by: 

 𝑑𝑄𝑐𝑑

𝑑𝑡
 = - 𝑘𝑡𝐴 

∆𝑇

𝐿
 [10], 

where Qcd is the conduction heat, 𝑘𝑡 thermal conductivity, A the area, ∆𝑇 the 

temperature difference and L the length.  

Heat transferred by convection is defined by the random molecular motion but also 

by the macroscopic motion of the fluid, where an aggregate of molecules transports the energy 

through its motion. Whenever a fluid is in contact with a surface with different temperature heat 

is transferred by convection. Convection can arise in two different situations forced convection 

is caused by external means, like compressed helium flowing past the target window, while 

natural convection occurs when temperature variations result in fluids’ density differences, 
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inducing buoyancy forces. The rate equation for convection assumes the following form, known 

as Newton´s law of cooling (19). 

 𝑑𝑄𝑐𝑣

𝑑𝑡
  = ℎ𝑐 𝐴 (𝑇𝑠𝑢𝑟𝑓 − 𝑇𝑤) [11], 

where Qcv is the convective heat, ℎ𝑐 is the convective heat transfer coefficient, 𝑇𝑠𝑢𝑟𝑓 

and 𝑇𝑤 are the surface and fluid temperatures, respectively. 

It is also important to consider the convection processes associated with the phase 

change, namely, boiling and condensation, where heat is transferred from or to the fluid without 

influencing the fluid temperature. This is known as latent heat. For boiling is characterized as 

the energy needed to overcome de attractive forces between molecules and for condensation 

represents the energy released in the change to a state with lower thermal energy(20). Also, the 

thermal conductivity of the liquid and respective gas is considerably different. Therefore, the 

phase change and consequently the presence of both phases will strongly influence the heat 

transfer inside the system. 

Convection situations are defined by multiple fluid and flow properties, such as 

density, viscosity, specific heat and thermal conductivity. Prandtl (Pr) (Equation 12), Nusselt 

(Nu) (Equation 13), Reynolds (Re) (Equation 14), Grashof (Gr) (Equation 15) and Rayleigh 

(Ra) numbers present ratios between the main characteristics of fluids, serving as 

metricstoevaluate the fluid state.  

Prandtl number defines the ration between the viscous and thermal diffusion rate: 

 𝑃𝑟 =
𝑐𝑝 µ

 𝑘𝑡
 

[12], 

where 𝑘𝑡 is the thermal conductivity, µ the dynamic viscosity and 𝑐𝑝 the specific 

heat.  

Nusselt number represents the ratio between convective and conductive heat 

transfer: 

 
𝑁𝑢 =

ℎ𝑐𝑣  𝐿𝑐

𝑘𝑡
 

[13], 

where ℎ𝑐𝑣 is the convective heat transfer coefficient and 𝐿𝑐 is the characteristic 

length. 
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Reynolds number represents the ratio between inertial and viscous forces: 

 
𝑅𝑒 =

µ𝐿𝑐

λ
 

[14], 

where µ is the dynamic viscosity and λ the kinematic viscosity. 

The regime of the flow is determined by the Reynolds number, either being laminar, 

if Re<2300; transient, if 2300<Re<4000; or turbulent, if Re>4000.     

Grashof number represents the ratio between buoyancy and viscous forces: 

 Gr = 
𝐷3 𝜌2 𝑔 ∆𝑇 𝛽  

µ2
 [15], 

where D is the diameter of an isothermal cylinder, 𝜌 the density of the fluid, 𝑔 the 

gravitational acceleration, ∆T the temperature difference between the fluid and the surface, 𝛽 is 

the coefficient of volume expansion of the fluid and µ the dynamic viscosity. 

All matter with non-zero temperature emits thermal radiation due to the continuous 

changing in electron configuration of atoms (21). In this case, the heat transfer occurs through 

electromagnetic waves transport and, therefore, does not need a medium to propagate. The 

black body states the reference for how efficient the emission of the body is, with values of 

emissivity in a range of 0≤ε≤1. According to the Stefan-Boltzmann law (Equation 16), the 

power emitted of a surface of a non-black body to its surroundings is: 

 𝐸𝑟 = 휀𝜎(𝑇𝑠𝑢𝑟𝑓
4 ‒𝑇𝑠𝑢𝑟𝑟𝑜

4 ) [16], 

where ε is the emissivity, σ is the Stefan-Boltzmann constant, and 𝑇𝑠𝑢𝑟𝑓and 𝑇𝑠𝑢𝑟𝑟𝑜 

the surface and surroundings temperature, respectively. 

The Stefan-Boltzmann law can also be translated in terms of the heat transfer from 

the surface: 

 𝑑𝑄

𝑑𝑡
= 휀𝜎𝐴(𝑇𝑠𝑢𝑟𝑓

4 ‒𝑇𝑠𝑢𝑟𝑟𝑜
4 ) 

[17]. 

Target Thermal Performance 

The heat transfer mechanisms mentioned on the previous section, dictate the heat 

and temperatures distribution on the solids and fluids of the liquid target system. The energy 

deposited by the beam generates a great amount of heat, on both the windows or the liquid 
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target. Since there are no studies about the heat effect on the niobium window used on the recent 

68Ga liquid target system, there is the need to study the heat dispersion on the Nb window. Also, 

the latter presents a larger thickness when compared with the Havar window used on 18F 

irradiation, which consequently will increase the energy deposited by the beam. Thus, it is 

crucial to study the heat generated at the Nb window which will be the focus of the current 

work.  

 The heat generated in the target window is transferred to the cooling helium and to 

the liquid target, by convective heat transfer. Also, the heat generated in the liquid target is 

transferred by convection to the niobium conical insert and, consecutively, to the cooling water, 

especially on the rear part of the target where the temperature difference between the surface 

and the coolant is larger. This effect results from the large energy deposited per volume, on the 

location coincident with the Bragg peak. The generated heat at the window and liquid target is 

related to the initial energy of the beam, which is always 18MeV for this case, and to the proton 

current. 

The heat generated by the beam energy deposition, increases the liquid target 

temperature, eventually resulting in its local evaporation. In its turn, the cooling water effect on 

the conical target wall will decrease the wall temperature leading to steam condensation. Hence, 

there will be the presence of steam in the beam path and liquid water on the surroundings of the 

conical insert. Since the conical insert is closed, its volume remains constant and the mass 

conservation of the liquid target is guaranteed. Therefore, the average density of the liquid target 

is constant. However, due to the presence of two distinct phases, steam and liquid water, the 

density will vary considerably along the liquid target domain. Since the phase change results 

from the generated heat, the density distribution of the liquid target will vary with the amount 

of local heat generated. On the other hand, as can be seen on Bethe-Bloch formula, the beam 

range and local deposited heat along its path is dependent on the density. The continuous 

variation and interdependence between density and beam deposition’ energy profile will lead 

to a non-steady problem. Therefore, to accurately describe the energy deposition inside the 

target it is necessary to consider the variation with time of the density distribution and the 

energy deposition profile. 

The IBA® niobium target can sustain a maximum pressure of about 40 bar, due to its 

mechanical strength. It is mandatory that the system presents a good capacity to effectively 
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remove the heat generated or else the pressure inside the target will exceed the limiting value, 

which will lead to the target window rupture and consequently, result in the target failure. The 

relationship between the proton current, 𝐼𝑝,  and the target pressure is exponential. This relies 

on the fact that, beyond a certain 𝐼𝑝 current threshold, the heat generated is superior to the 

system capacity of removing heat. Allied with the effect of the phase change occurring inside 

the target, where the evaporation rate increases with the generated heat. The larger number of 

gaseous molecules colliding with the wall container will also reflect in a pressure increase. It is 

also important to notice that the initial volume fraction of liquid water will present an effect on 

the pressure developed inside the target. If the volume occupied by the liquid increases, the gas 

molecules have less free remaining space to move, which will increase the molecules collisions 

with the container walls.  

 For a typical 18F irradiation, the target with is filled with 3000 ml of 18O enriched water. 

The corresponding pressure/current dependence is represented on Figure 12. 

 

Figure 12 - IBA F-18 Nirta® - Target Pressure in function of the Target Current, for a 18F irradiation with the 

target filled with 3 ml of 18O enriched water. 

 

With the target completely filled with 3,7 ml of enriched water, the maximum safety 

pressure is reached for a much smaller proton current, as can be seen on Figure 13.  
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Figure 13 - IBA F-18 Nirta® Target Pressure in function of the Target Current for a 18F irradiation with the 

target filled with 3,7 ml of 18O enriched water. 

The power deposited by the proton current, 𝐼𝑝, considering the beam energy, 𝐸𝑝, can be 

approximately calculated by:  

 𝑑𝐸

𝑑𝑡
 = 𝐼𝑝 × 𝐸𝑝 [18]. 

Equation 18 is not the most accurate approach to calculate the power of the beam, 

yet it is sufficiently close to the real value. As an example, for a typical Cyclone18/9 irradiation 

with a proton current of about 60 μA and the proton beam energy of 18 MeV, relying on 

equation 18, the deposited power is 1080 W. This corresponds to the power deployed in the 

target system, thus, it is crucial to effectively remove the heat generated by the proton current 

in order to prevent the target system failure. Helium flowing next to the window and the cooling 

water flowing on the surface of the conical insert are responsible for removing heat from the 

system.  

The quantity of produced radionuclides is proportional to the number of nuclear 

reactions, which in turn is proportional to the proton current reaching the target. Also, the 

pressure deployed in the target increases with the target current. Thus, there is the balance 

between maximizing the proton current reaching the liquid target and keeping the target 

pressure below the safety value. Increasing the capacity of the system to remove heat, will 

reduce the pressure, allowing to increase the target current and consequently, produce more 

radionuclides. It is then clear that the radionuclide production limiting factor relies on the 
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thermal performance of the liquid target system, thus, it is mandatory to find mechanisms which 

allow to improve the helium and cooling water effect on the system.  

The capacity to remove heat is influenced by multiple parameters of the target system. 

The convective heat transfer is proportional to the temperature difference between the surface 

and fluid and to the heat transfer coefficient, which in turn is proportional to coolant mass flow 

rate (22). Also, the heat transfer is correlated with the thermal conductivity of the target 

materials and their design (9). Therefore, the latter and the cooling water and helium parameters 

could possibly influence the capacity to remove heat. Hence, a CFD (Computational Fluid 

Dynamics) simulation of the thermal performance of the target implementing all these features 

will make possible to study the capacity to remove heat and also its possible improvement.  

Computational Implementation of the Liquid Target  

Computational Fluid Dynamics (CFD) 

In the 1960s, due to the emerging of computer technology combined with the 

growing necessity of a depth knowledge of fluid dynamics and heat transfer, CFD arose. With 

the increase of the computational power, this technique spanned over a wide number of 

industrial applications (23), (24), (25). Through the application of governing and discretization 

methods, this tool allows to achieve very accurate solutions resulting in both shorter simulation 

time and smaller costs (26). 

Nowadays, with the development of algorithms and physic models, CFD is a 

standard method in several industrial applications as well as in countless processes of the 

engineering world. The wide range of fields cover building services, electronics, medical and 

safety applications, among others. Specifically, in nuclear engineering and design, CFD proves 

to be an accurate tool in the matter of safety, verification and validation techniques (27). 

CFD describes momentum, heat and mass transfer making use of the Navier-Stokes 

differential equations (Equations 19, 20 and 22), combined with Finite Element Method (FEM), 

which will be further explained. 
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The Finite Element Method (FEM) 

With the purpose of solving complex problems, the FEM method subdivides the 

global domain in individual elements, in a process called discretization (28). Elements can 

assume any geometric shape and the number of elements is proportional to the solution 

accuracy. For each element, a specific function is assigned. The degree of the function is 

proportional to the accuracy of the approximation to the exact solution (Figure 14). This 

function is traduced into equations and posteriorly, all element’s solutions are assembled 

resulting in a global stiffness matrix. Lastly, boundary and initial conditions are imposed. The 

node values are determined once the algebraic equations are solved, and it is possible to obtain 

temperature, velocity and other variables of interest characterizing the system. 

 

Figure 14 - Example of a FEM approach to several degrees’ functions representing the behaviour of an element. 

Adapted from (27). 

Nowadays computers allow to apply mathematical models to each element and their 

posterior assembling allows to obtain an approximated solution of a very complex problem. 

Many CFD software’s, like ANSYS CFX (version 19.2; ANSYS, Inc., 2013), are based on 

FEM, which is an effective tool to simulate real physic phenomena, involving heat transfer, 

fluid flow, phase change and electromagnetic processes. 
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ANSYS CFX (v. 19.2, ANSYS, Inc.) 

In the recent years, one of the most used CFD software in nuclear physics and 

industrial applications is ANSYS (ANSYS, Inc., 2013) (29), (30). Based on governing 

equations and FEM, the software allows accurate simulations of real-world problems. The 

software is composed of several tools, among which the ANSYS CFX. This latter is composed 

by four main models: CFX-Pre, CFX-Solver, CFX-Solver Manager and CFD-Post, which allow 

a sequential modulation of the CFD problem (Figure 15). ANSYS CFX is a robust tool, able to 

model steady and transient states involving structural, thermal and flow physics - such as 

laminar or turbulent flows, subsonic or supersonic flows, buoyancy, multiphase, chemical 

reactions and particle tracking.  

 

Figure 15 - Sequential steps in an analysis of a CFD problem, using ANSYS CFX. Adapted from (31). 

The software is also composed by the SpaceClaim application which allows the 

design of the physical structure, where all the solids and fluid domains are defined, followed 

by the mesh generation (using the Mesh generation software tool), where the geometry domains 

are discretized in elements. These two tools are the first approach to the problem. It is, 

afterwards, in the Pre-processor that all the models, including turbulence, forces acting on the 

fluid, heat models, boundary and initial conditions, like temperature and velocity, are defined. 

After all the simulation parameters are established, the solution is calculated in an iteration step 

method, until convergence is reached. The exact solution is achieved when the residuals, which 
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measure the overall conservation of the system properties, achieve a pre-established value. It 

should be noted that in complex problems, oscillating residuals will appear in critical parts and 

it is not always possible to obtain such small residuals values. It is in this step that the 

differential equations resulting from the governing equations are solved. ANSYS allows the 

connection with an external solver to reduce the solution calculation time. Lastly, the Post-

processor provides a complete interface to observe all the system variables. ANSYS CFX also 

presents compatibility with other software, namely software’s implementing Monte Carlo 

methods to simulate nuclear processes, as an example, MCNPX (32) and DYN3D  (33). Making 

it a perfect tool to combine a descriptive flow study with nuclear physics. 

The solutions calculated by the software rely on the governing equations, which 

describe the variables spatial distribution and its evolution in time. Mass, momentum and 

energy conservation are guaranteed in three main equations. These represent the conservation 

laws of physics, establishing that mass is always conserved (equation 19), the rate of change of 

momentum equals the sum of all forces on a fluid (equation 20) and that the rate of change of 

energy equals the sum of the rate of the work done on the fluid particle and the heat addition 

(equation 22):  

Continuity equation: 

 𝜕𝜌

𝜕𝑡
+ ∇ ∙ (𝜌 𝒖) = 0 

[19], 

where 𝜌 is the density and 𝒖 the velocity. 

Momentum equation: 

 𝜕(𝜌𝒖)

𝜕𝑡
+ ∇ ∙ (𝜌 𝒖 ⊗ 𝒖) = −∇𝑝 + ∇ ∙ 𝜏 + 𝑺𝑴 

[20], 

where 𝑺𝑴 is the momentum source and 𝜏 is the stress tensor given by: 

 
𝜏 = 𝜇(∇𝒖 + (∇𝒖)𝑻 −

2

3
𝛿∇ ∙ 𝒖) 

[21], 

where 𝜇 is the dynamic viscosity, 𝑻 transpose matrix and 𝛿 the strain rate. 
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Energy equation: 

 𝜕 (𝜌 ℎ𝑡𝑜𝑡  )

𝜕𝑡
−

𝜕𝜌

𝜕𝑡
+ ∇ ∙ (𝜌 𝒖 ℎ𝒕𝒐𝒕) = ∇ ∙ (λ ∇T) + ∇ ∙ (𝒖 ∙ 𝜏) + 𝒖 ∙ 𝑆𝑀 + 𝑆𝐸 

[22], 

where 𝑆𝐸  is the energy source ℎ𝑡𝑜𝑡 is the total enthalpy and is given by: 

 
ℎ𝑡𝑜𝑡 = ℎ +

1

2
𝒖2 

[23] 

where ℎ is the static enthalpy. 

These equations are also known as the Navier-Stokes equations, in their 

conservation form. The variables present in these equations can be decomposed into an average 

value and its fluctuation. The decomposition introduces new unknowns that are associated to 

turbulence terms.    

Turbulence 

Most physic phenomenon’s involving fluids present a turbulent behaviour, where 

inertia forces are significantly larger when compared to viscous forces, inducing strong 

fluctuations all over the fluid properties. Usually, Reynolds number (Equation 14) is applied to 

determine if the regime of the flow is laminar, smooth with adjacent layers, or turbulent, where 

flow properties are random and chaotic.  

Eddying motions induce complex interaction between multiple coexistent fluids, 

involving heat, mass, and momentum properties (34). The random nature of this regime makes 

its simulation difficult and sometimes inaccurate, although indispensable to correctly describe 

the reality. 

 

Turbulence Models 

Several numerical methods and different models are available to predict turbulence 

effects (35). The numerical methods that comprise turbulence effects can be subdivided in three 

main groups, according to whether the time scale is in the order of magnitude of turbulent 

fluctuations or not: 

Large eddy Simulation: Navier-Stokes equations are filtered leading to the rejection 

of small eddies, resulting in a focus on the larger ones. Small eddies are posteriorly solved on 

a sub-grid scale model. Due to the separated treatment of smaller or bigger scales, comparing 
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with the mesh, and to the unsteady nature of the flow equations, a great computation effort is 

needed. 

 

Direct numerical Simulation: Mean flow and turbulence fluctuations are solved by 

the Navier-Stokes equations in spatial grids. These grids are sufficiently small to resolve the 

small turbulence fluctuations scale, however, the computational time and the memory 

requirement for this method is considerably large. 

 

Reynolds-averaged Navier-Stokes equations (RANS): It uses time-averaged 

Navier-Stokes equations to resolve the effects of turbulence on mean flow properties, where 

small fluctuations exhibit average characteristics. On the other hand, the extra terms are treated 

on the time averaged (Reynolds-averaged) flow equations. The fact that these models work with 

time-averaged properties allows to present an accurate description for a wide number of 

turbulence cases, with more modest computational effort, makes them a universal choice for 

most flow simulations and the turbulence model chosen for the present work. RANS models 

can be classified according to the extra number of transportation equations that need to be 

solved, usually the number of extra terms used is two. ANSYS CFX allows the implementation 

of the two-equation turbulence models used to solve the extra terms: 

k-ε model: This model uses separated transport equations to solve turbulent kinetic 

energy, k, and turbulent eddy dissipation, ε (36). The model provides a good combination 

between accurate results and memory use. Therefore, and considering its strong robustness, it 

is considered the standard model for most industrial applications. The greatest disadvantages 

come for adverse pressure gradients, where the model predicts excess turbulent shear stress, 

and in modelling the turbulence near the boundary for no-slip walls. 

k-ω model: an alternative to the previous model, where ε is replaced by the rate of 

dissipation of kinetic energy, ω (37). In the presence of strong pressure gradients, most 

turbulence models fail to predict the flow separation from a smooth surface. When compared 

with k-ε model, this latter presents a more accurate modelling of the near wall interactions. The 

limitations of the k-ω model relies on the fact that it i sensitive to initial conditions allied to a 

difficulty to reach convergence. 
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Menter’s Shear Stress Transport (SST) model: as k-ε and k-ω models are 

effective on turbulence modelling of free stream and near walls, respectively; SST provides a 

combination that removes the weaknesses of both models (38). This way it is capable of model 

adverse pressure gradients in boundary layers and pressure induced separation. 

Hence, the turbulence modelling near the wall depends on the used model. 

Therefore, the heat transfer between the surface and the fluid, relies on the flow behaviour near 

the boundary, i.e., on the chosen turbulence model. As an example, the heat transfer from the 

conical insert to the cooling water is better modelled by the k-ω or SST turbulence models, due 

to the fact that both these models are suitable for modelling turbulence in the boundary layers. 

Literature Review 

CFD software, namely ANSYS-CFX, has been used in several works with the 

purpose to develop thermal analysis studies, namely simulations regarding nuclear targets.  

Since it is impractical to measure the temperatures of the target window and conical 

insert, Trevor V.Dury (39) simulated the temperatures of the target window relying on a CFD 

simulation. CFX software was used to test the influence of the coolant mass flow rate on the 

window temperature, for a constant heat flux of 105W/m2. Also, several simulation runs were 

made for diverse turbulence models and meshes with different number of elements. The 

simulation was validated comparing with experimental results and predicted an accuracy of 

±5%. This work allowed to conclude that increasing the bypass mass flow rate from 2,5 to 

3kg/s, lowered the peak window temperature by 22ºC. 

The thermal behaviour of a tellurium dioxide (TeO2) target was modelled relying 

on the governing equations and the Finite Volume method (40). The heat flux and flow 

description were studied in order to verify if the geometry of the target satisfied the design 

criteria. SRIM software was used to study the protons stopping power, which allowed to 

determine the external heat source. The proton beam path was divided in 5 layers and the 

average deposited energy in each layer was multiplied by the proton current to obtain the 

deposited heat. Helium and water are responsible for cooling the solid target and were also 
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implemented. Considering all this, the temperature distribution was calculated. The results 

showed that the maximum temperature coincided with the Bragg peak. 

A similar study for the thermal analysis of a Thallium (Tl) solid target was 

performed by N. Jung et al. (41). SRIM was used to calculate the energy loss of the proton 

beam in the target. Once again, the Tl layer was divided in 5 regions resulting in 5 heat sources 

correspondent to the average deposited energy. The simulations sensitivity for the major 

operational parameters was tested, such as the coolant temperature and mass flow rate and the 

proton incident angle. Although, both the coolant properties presented a small influence on the 

maximum target temperature, the incident angle proved to have a great effect. Finally, it was 

verified that the maximum target current increased linearly with the beam current. 

To test the design of a power extraction reactor, a team of researchers carried out a 

thermal analysis of the target windows (42). FLUENT CFD software was used to calculate the 

maximum temperatures reached at the target windows as a function of the cooling inlet velocity 

and beam current. It was verified that the windows maximum temperature increased almost 

linearly with the beam current and that increasing the coolant inlet velocity from 1,1 to 2m/s 

resulted in a decrease of the maximum temperature of 469ºC. This way, it is clear that the 

coolant mass flow rate presents a strong influence on the window maximum temperature. 

As previously mentioned, in order to correctly model the thermal empiric behaviour 

of the liquid target system, it is important to implement the coupling between the liquid target 

density variation and the beam deposition energy distribution. Several authors implemented a 

multi-physics coupling, using a Monte Carlo code to calculate the beam energy deposition 

energy profile and a CFD software to calculate the thermal related properties (see Figure 16). 

The mesh spatial resolution and programming language differs for each software; therefore, an 

intermediate layer is needed for transferring the density and energy deposition quantities 

between both software’s.  
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Figure 16 - Schematic figure of the coupling approach between ANSYS and an external Nuclear Physics 

software. 

 

Grahn, A. developed an analysis of a nuclear reactor safety based on the coupling 

between the reactor dynamics code DYN3D and ANSYS-CFX (43). DYN3D was used to 

calculate the neutron kinetics and the heat transfer from the fuel to the coolant. The coupling 

with ANSYS-CFX was made since this software provides an optimized three-dimensional 

coolant temperature distribution. A comparison between the DYN3D stand-alone and the 

coupling approach revealed that the temperature and density distributions on both results are 

congruent. This result validates the ANSYS-CFX as a CFD analysis tool to study the targetry 

thermal performance. 

Faugl et.al developed a model implementing the iterative coupling between 

ANSYS-CFX and the Monte Carlo radiation transport software MCNPX (44). Combining 

thermal and fluid modelling with the accurate proton energy deposition on liquid target, the 

main objective was to study how the beam range varies when compared with the static 

volumetric heat deposition. Achievable solution times were obtained by applying local mesh 

refinement methods and to decouple the cooling water, until the density distribution reached 
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convergence. This work allowed to conclude that, once considering the non-uniform density 

distribution, the beam penetrates further in the target and the Bragg peak presents a broader 

region of energies.  

A recent work from a s two-way Multiphysics coupling was made to model the 

Rubidium chloride (RbCl) production target (45). The energy deposition was calculated using 

Monte Carlo N-Particle code (MNCP) and, in its turn, ANSYS-CFX was used to calculate the 

density and temperature distributions, as well as the heat deposition. Considering that the input 

and output data formats are different for MNCP and ANSYS-CFX, there was the necessity to 

translate the data. In order to do this, MATLAB was used to translate ANSYS density spatial 

distribution and the energy deposition profile from MNCP. The process proved to be time-

consuming, taking three months of simulation time even when using an Intel processor with ten 

cores. Progressive phase change and the transient behaviour of the cooling water was fully 

resolved choosing a step size of 0,25 ms. The thermal results allowed to calculate the 

temperature, velocity and liquid fraction values for all the target domains. Hence, it was 

possible to demonstrate that the coupling approach is capable of successfully modelling a 

problem with this scale and high complexity. However, the authors concluded that the model 

accuracy could still be improved by adding a model for the boiling near the wall. This proved 

that the implementation of the phase change process and the coupling with an external nuclear 

physics software and a thermal analysis is possible and accurate; although vast computational 

capacity is mandatory. 

Simulation Model Validation 

As stated before, there is almost no experimental data regarding the Nirta C8® 

liquid target. The simulation model could only be considered representative of the liquid target 

thermal performance, once validated with experimental results. do Carmo et al. (46) measured 

the cooling water temperature for the Niobium Nirta C8® target under distinct irradiation 

conditions. The implemented monitoring system can be used as a comparison tool, in order to 

validate the CFD simulation model carried out on this thesis. Thermistors were implemented at 

the back of the niobium insert (inlet), at the exits of the target (outlet) and collimator water 

cooling channels to enable measurement of the temperature of the cooling water right before 

entering the target (inlet), immediately after its interaction with the target system (outlet) and 

then after exiting the collimator. The authors concluded that the temperature of the refrigerated 
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water increased linearly with the proton current, about 1ºC for each 10µA increment. It was 

also verified that significant variations of the inlet cooling water temperature almost do not 

influence the temperature increment in the cooling water. The simulation outputs will be 

compared with the obtained results in this work. 

Objectives 

All the previous studies support the suitable use of ANSYS-CFX software to 

develop a model capable of simulating the liquid target thermal performance. CFX will allow 

to study the coolants effect on the system, as well as the temperature distribution as a function 

of the proton beam current, and to implement the proton energy deposition previously 

calculated on a particle physics software. 

The main objective of the present work was to develop and validate a model capable 

of simulating the thermodynamic behaviour of the liquid target system previously described. 

The niobium window implemented on the 68Ga production through the irradiation of liquid 

targets presents a considerable thickness. Consequently, the heat generated at the window is 

significant. Therefore, the 250μm niobium window was chosen for the simulation. The liquid 

target was assumed to be liquid water. At first, the aim was to calculate the beam energy 

deposition using the SRIM software and implement the consequent generated power on both 

the target window and liquid target accordingly. It is expected that temperatures inside the 

liquid target reach its maximum on the location near the window since the latter heats 

significantly. It is also expected that the liquid target temperature increases with the target 

depth, considering that the Bethe-Bloch formula dictates the energy deposited per volume. 

Another objective was to validate the simulation model by comparing the calculated 

temperatures with experimental results obtained on the He cooling water system (46). One more 

goal consists was to study the simulation sensitivity to the cooling water and helium initial 

conditions, by considering for both cases the inlet temperatures and mass flow rates. 

Once the simulation is validated, it will allow to study the mechanisms involved in 

the liquid target. Therefore, a simulation model that allows to study the target thermal 
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performance, will enable discovering alternatives to increase the proton current reaching the 

liquid target. 
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Chapter II. Methods and Simulations 

 

Initially, all the components of the liquid target system were designed and divided in 

finite elements to apply the governing equations. Once the structure was defined, CFX-Pre was 

used to implement the initial and boundary conditions and the mathematical models 

representing the thermal behaviour of the target system.  Then, in order to simulate the profile 

of the proton’s energy deposition, SRIM software was used to calculate the energy lost profile 

by ionization in the window and in the liquid target. These data were posteriorly converted into 

deployed power in these domains in ANSYS-CFX software. The simulations were calculated 

in an iteration step process until convergence was achieved. Lastly, CFX-Post provided a 3D 

and graphical interface to observe the variables of interest, namely the temperature and density 

distribution. 

Fluid Dynamic and Physical Models Implementation – ANSYS 

CFX  

Geometry Definition 

The first step of simulation was to define the geometry and design of the solid and 

fluid domains composing the liquid target system represented in the simulation. The geometric 

components (see Figure 6 and Figure 17) were designed using the 3D design software Inventor 

(Autodesk, Inc., 2019) After designing the simulation components, the geometry is discretized 

in finite elements in a process known as mesh. 
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Figure 17 - Simulation Solid and Fluid Domains: A) - Target Support; B) - Water Cooling domain; C) -Liquid 

target Domain; D) - O-Ring; E) – Target Window, F) - Diffuser. 

Mesh Definition 

The quality of the mesh is crucial for the stability and accuracy of the numerical 

computation and can be evaluated by three average properties: skewness, orthogonal quality 

and aspect ratio.  

Skewness refers to how close the cell shape is to an equilateral, which is considered 

the ideal cell size. Orthogonal quality measures how close the angles between adjacent elements 

are to the ideal ones. Finally, aspect ratio considers the degree of how an element is stretched. 

The optimal skewness is achieved at 0 while optimal orthogonal quality corresponds to 1. 

Aspect ratios below 100 are acceptable. When combining these properties, the computational 

model accuracy is directly proportional to the number of nodes and elements (47). However, 

when the number of elements is large, the computational effort and the calculation time also 

increase. It is important to acknowledge that a higher quality mesh can be extremely time-

consuming. Considering that an optimized mesh could imply several days of simulation for 

each run and that, on the other hand, a simplified mesh could lead to inaccurate results.  
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Considering the limited memory and processing capacities of the personal computer 

used, and also that the aimed simulation is complex, the only suitable approach to study all 

models involved was the use of a less demanding mesh (see Table 2) through the work. 

However, in order to study the influence of the mesh quality on the simulation results, one 

simulation run was executed with a fine mesh, i.e. with a larger number of nodes and elements 

(see Table 3).  Tetrahedron elements of quadratic order were used for both meshes.  

Table 2 - Mesh quality parameters and correspondent standard deviation, used in the less demanding mesh. 

Number of Elements 290293 

Number of Nodes 589535 

Average Skewness ± Standard deviation 0,287 ± 0,213 

Average Orthogonal Quality ± Standard 

deviation 

0,705 ± 0,216 

Average Aspect Ratio± Standard deviation 9,155 ± 16,003 

 

Accordingly, the geometry domains were discretized in thousands of elements 

(Figure 18). 

 

Figure 18 - Domain meshes used: A) cooling water domain mesh; B) conical target domain mesh, C) liquid 

target domain mesh. 

Given that the computational effort increases for a larger number of elements, it is 

prudent to use local refinement, ensuring that critical areas present a finer mesh. Considering 
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that the heat is generated on the window and liquid target, variations will be significant on these 

domains. Also, when compared with the latter, the temperature variations on the remaining 

target diffuser and support, do not justify the mesh improvement. Thus, the mesh was improved 

for the beam energy deposition area (see Figure 19) resulting in the following parameters (Table 

3). 

 

Figure 19 - Liquid Target domain using a finer mesh. 

 

Table 3 - Mesh quality parameters and correspondent standard deviation, for the finer mesh. 

Number of Elements 458201 

Number of Nodes 871298 

Average Skewness ± Standard deviation 0,268 ± 0,190 

Average Orthogonal Quality ± Standard 

deviation 

0,725 ± 0,192 

Average Aspect Ratio± Standard 

deviation 

6,881 ± 12,99 

 

Comparing the mesh properties from tables 2 and 3, one can conclude that the 

quality of the mesh was improved. Results comparing the implementation of these meshes will 

be presented on the following subchapters. 

Heat transfer from the fluid to the solid takes place at the domain boundaries; 

therefore, it is advisable to improve the mesh on the fluid domain boundary to accurately 

simulate the heat transferred to the adjacent solid. This process is known as inflation (see Figure 

20) and was implemented on both the cooling water and liquid target domains. 
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Figure 20 - Inflation layers for the liquid target domain. 

In the next chapters the influence of the mesh on the simulation model will be tested, 

using both meshes previously described (tables 2 and 3). 

Pre-Processor 

In this pre-processor, the mesh configuration is imported, and all the physical 

models related to momentum and energy are defined, as well as the initial and boundary 

conditions of the simulation.  

Fluid Domains 

Liquid Target Domain 

A typical liquid target is partially filled with water, while the remaining volume is 

occupied with air at atmospheric pressure. As the conical insert is continuously cooled by the 

cooling water flow, temperatures on the liquid target boundaries are inferior, leading to the 

condensation of the previously formed steam. However, the presence of air and the 

implementation of the phase change associated with water and steam, would increase the 

complexity and computational time of the simulation. Hence on these simulations, it is assumed 

that the conical insert is filled only with liquid target. The absence of the gaseous states would 

lead to an untruthful pressure value calculated on the simulation.  As a consequence, the 

pressure developed inside the conical insert will be considered constant and equal to the 

atmospheric pressure.  

The material chosen for the liquid target was: pure water substance with constant 

density 997 kg/m3 and specific heat capacity at constant pressure of 4181,7 J/kg K. Turbulence 

is modelled by the k-ε model and gravity and density difference effects are considered trough 
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buoyancy. Initial conditions assure that the water starts at the atmospheric pressure and at a 

temperature of 23°C. 

Cooling Water Domain 

Contrary to the liquid target which is confined to the cavity of the conical insert, 

the cooling water flow enters at the back part of the target (inlet), flows between the conical 

target and the diffuser and posteriorly between the diffuser and the support till it ends at the 

side of the support (outlet) (see Figure 6).  

At first, the cooling water material was defined with temperature dependent density 

and specific heat capacity (48). It was observed that although the inlet initial temperature was 

23ºC, the temperature of the cooling water in contact with the lateral surface of the rear part of 

the conical insert, decreased to almost 0ºC (Figure 21). This result is a calculation error since 

the heat goes from the conical insert to the cooling water and, consequently, the cooling water 

temperature increases near the niobium surface. Therefore, the cooling water material was 

replaced with water with constant thermodynamic properties. The discrepancy previously 

observed was no longer detected. Instead, the water-cooling temperature increased near the 

conical insert, due to the heat transfer from the latter to the coolant (see Figure 22). Since the 

temperatures of the cooling water present no significant variations, it is acceptable to assume a 

constant density. 

 

Figure 21 - Cooling water temperature near the conical insert surface for a water material with temperature 

dependent thermodynamic properties. 
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Figure 22 - Cooling water temperature near the conical insert surface for a water material with constant 

thermodynamic properties. 

The water material chosen for the cooling water was the same as for the liquid target 

(constant properties). Both inlet and outlet configurations are settled as boundary conditions:  

inlet temperature and mass flow rate of 23°C and 3kg/min respectively. The latter is equivalent 

to the mass flow rate reaching the liquid target in the cyclotron and is conserved trough the 

cooling water path. For the cooling water the aim is to study the heat transferred at the 

boundaries of the conical insert/cooling water surface. Due to the SST model higher accuracy 

in the modelling of the fluid boundaries, it was the selected model for describing the turbulence 

effects of the cooling water.  

Solid Domains 

The solid domains of the target system are composed by the niobium window and 

conical insert, the aluminum diffuser and support, and the Viton O-Ring (see Figure 6). The 

initial temperature for all the solid domains is 23ºC and all the thermodynamic properties of the 

solid materials were considered temperature independent at first. In a typical cyclotron 

bombardment, the window is cooled by gaseous helium on the side opposite to the conical 

insert.  
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Various tests were performed with the purpose to verify that the basic physic 

mechanisms were working properly, such as the heat transfer between fluids and solids. In order 

to verify these, an isolated closed niobium cube with 2 mm thickness, was designed and 

completely filled with liquid target. The heat was generated through an energy source of 1000 

W equally distributed in all the fluid domain. The initial temperature difference between 

niobium and water was set as 100 K. The evolution of both water and niobium temperatures 

was tracked, with the purpose to verify whether the thermodynamic equilibrium was achieved, 

which was confirmed.  

The heat transfer is characterized by the thermal energy model accounting for the 

enthalpy/temperature equation granting energy conservation. To enable heat transfer between 

attached fluid and solid domains, interfaces were defined with the coincident surfaces of both 

domains. Conservative interface flux guarantees the heat flux conservation and general grid 

interface (GGI) ensures the connection of surfaces even if they do not present aligned grid nodes 

Heat Transfer Coefficient  

The heat transfer of the liquid target system to the surrounding air and cooling 

helium, can be modelled by a boundary condition with a certain heat transfer coefficient. Thus, 

this eliminates the necessity to include the physical presence of both these fluids, and 

consequently, reduces the computational time of simulations. Namely for the cooling helium, 

the hc is equivalent to the gas mass flow rate, flowing near the target window. 

As previously mentioned, the heat transferred between the fluid and a surface with 

different temperature is proportional to the heat transfer coefficient value. It is therefore 

mandatory to accurately define the hc which represents the real value. There are multiple 

correlations in order to calculate the hc depending on the nature of the flow, that is, if the flow 

is laminar or turbulent, and also for the natural or forced convection.  

The target system geometry is surrounded by air, more specifically, air is in contact 

with the outer surface of the target support and one part of the diffuser, which present an 

approximated cylindrical shape. This way, the convection induced by the surrounding air can 

be classified as natural convection around a long horizontal cylinder. (49), where the Nusselt 

number can be estimated by: 



Thermal Simulation Studies of a Cyclotron Liquid Target with Thick Niobium Window 

41 

 

 

Nu = 

[
 
 
 
 

0,6 +
0,387 (𝐺𝑟𝑃𝑟)

1
6

[1+(
0.559

𝑃𝑟
)

9
16]

8
27

]
 
 
 
 
2

 

[24] 

It is assumed that cooling helium flows parallel to the target window, therefore it 

can be seen as forced convection for flow parallel to a flat plate. The Reynolds number for the 

flow parallel to flat plate, ReL is defines as: 

 ReL = 
𝑣 𝐿 𝜌

µ
 [25] 

where v is the fluid approach velocity, L the length of the plate, ρ the fluid density 

and µ the dynamic viscosity. 

 

For values of ReL inferior to 200000, the boundary layer of the flow is considered 

laminar where Nu is defined as (50): 

 

 
Nu = 0,664 ×ReL

1

2 × 𝑃𝑟
1

3 
[26]. 

Finally, the heat transfer coefficient can be calculated by replacing Nu values on 

equation 13.  

It was considered that air and helium presented a temperature of 20 ºC. Thus, 

boundary conditions were defined with an outside temperature of 20 ºC and heat transfer 

coefficients of 17 W/m2 K for the diffuser, 7 W/m2 K for the target support, and 50 W/m2 K for 

helium.  

Solver 

It is possible to control the interpolation, memory usage, precision, convergence 

and detailed flow and physic properties calculation. These can be controlled by the coefficient 

loops, residuals, advection and transient scheme, executables and expert parameters. To control 

the solver operation, the selected advection and turbulence numerics were high-resolution.  

Also, the selected transient scheme was the second-order backward Euler. For the convergence 

control, 8 coefficient loops per iteration were defined and the converge criteria was established 

at the RMS residual value of 1 × 10-6. The time step selected for the simulations was 0,25s with 

a total simulation time of 120s, which is equivalent to 480 iterations. 
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Executables (files containing computer programs) are responsible for the partitioning 

and interpolation capabilities. For the solver initialization, two executers were adjusted. Double 

precision store floating points number as 64-bit words and is responsible for greater accuracy 

in numerical operations, although it consumes more memory.  In its turn, memory allocated 

factor, which controls the memory used by the solver, is defined as the maximum possible 

value. 

Implementation of the Beam Energy Deposition – SRIM and 

ANSYS CFX 

In order to calculate the protons energy loss, the SRIM software was used. Particles 

with 1,00727 amu (proton mass) and 18 MeV, with an angle of incidence of 0º with respect to 

the target window, were used as incident particles in two layers (Figure 23).  

 

Figure 23 - Proton paths on the window and liquid target, calculated on SRIM. 

Titanium window was not considered for calculations. The first layer is pure 

niobium with a thickness of 250 μm (window) and a density of 857 kg/m3. The window is 

responsible for an energy loss of 3,7 MeV, resulting in remaining 14,3 MeV protons impinging 
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on the second layer. The second layer is the liquid target made of the water/steam mixture with 

a density of 69,23 kg/m3. This density was chosen so that the Bragg peak and, consequently, 

the protons maximum range is positioned exactly at the end of the target insert. For a typical 

18F liquid target irradiation, the target is normally filled with 81% water (ρ = 998 kg/m3) and 

the remaining 19% with air (ρ = 1,29 kg/m3). Since the mass and volume are conserved, the 

average density inside the conical target is constant and approximately 809,43 kg/m3. 

Comparing with the value used on SRIM for the second layer, i.e. 69,23 kg/m3, it is noticeable 

that the density variation on the beam area, due to the generated heat, is significant. This can 

be explained by the presence of steam resulting from the water evaporation. 

 

Figure 24 - Stopping-power at the target window and water calculated by SRIM. 

The calculated energy deposition was then implemented on ANSYS-CFX, testing 

different approaches. For the target window, the energy deposition was defined by an energy 

source whose dimensions were delimited by a function, resulting in a cylinder with a diameter 

of 9,5 mm (collimated beam), covering the entire window length. This way, the generated 

power resulting from the energy loss in the window, corresponding to 3,7 MeV, was equally 

distributed along its cylinder “subdomain”. 

In its turn, the heat deposition on the liquid target was implemented with four 

different approaches:  

i) At first, the beam power was equally distributed through the entire target fluid 

domain. A source of power geometrically delimited by the fluid domain was defined. It was 
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verified that the temperature of the liquid target increased equally, except for the locations near 

the conical insert surface due to the cooling water effect. This result allowed to validate the use 

of the energy source to replicate the beam in a more truthful method.  

ii) Since the collimated beam admits a diameter of 9,5mm, a good approximation 

of the beam profile is to define the power generated through cylindrical domains. Another more 

accurate approach consisted in distributing the power in cylindrical subdomains inserted on the 

fluid domain, previously designed on Space Claim. At first, the power was divided in two long 

cylinders with 9,5m of diameter centred and covering almost the entire target range. The 

implementation of 2 cylinders allowed to confirm that it was possible to equally distribute the 

deployed power in a multiple number of subdomains. This resulted in an increase of 

temperature of the water in the cylinder’s region when compared with the rest of the water, 

proving that the heat is being generated accordingly with the cylinder reference location. 

iii) Posteriorly, the heat generated along the fluid was divided into 8 cylinders in 

order to replicate, more accurately, the energy deposition calculated in SRIM and consequently, 

the Bragg peak effect. This way, the energy of each cylinder was assigned considering the 

average energy deposition calculated for layer 2 on SRIM (Figure 24). Contrary to the previous 

approaches, the energy is no longer equally distributed along the target in this configuration, as 

expected and pretended, resulting thus in a better approximation of the true energy profile, since 

most energy is deposited in the window and at the end of the path (Bragg peak). The cylinder’s 

length and diameter vary for every cylinder. Starting from the window, the first two cylinders 

present a 9,5 mm diameter and the remaining cylinder’s diameters was adjusted to remain inside 

the liquid target. As can be seen in figure 23, the beam tends to disperse as it travels through 

the liquid target. Thus, the cylinders diameter reduction with the target depth does not 

correspond to the real beam dispersion. This approach was made in order to obtain an easier 

implementation of the power generated by the beam in the liquid target. 
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Figure 25 - Cylinder geometric domains used as a reference to the energy sources inside the liquid target. 

When comparing the liquid target average temperature obtained with the 2 and 8 

cylinders configurations, it was observed that, the mean temperature was about 100 K below in 

the latter. This difference is much higher than expected due to the non-uniform energy 

distribution. Thus, a test with an improved mesh was done for the 8 cylinders’ approach in order 

to investigate the source of discrepancy. The resulting average water temperature was similar 

to the 2 cylinders’ approach, which indicated that the problem arose from the limits between 

the cylinders themselves. Mass and energy conservation are ensured by the conjugate heat 

transfer and the mesh compatibility between different surfaces is also assured by the use of GGI 

(General Grid Interface). However, this demonstrated that it was necessary to implement a finer 

mesh to accurately calculate the temperature distributions. However, such finer mesh increased 

the computational time from 10 to 70 hours, which showed that using previously designed 

cylinders to deploy the protons energy, following the Bethe-Bloch formulation, is 

impracticable. Therefore, a fourth approach was implemented. 

iv) Instead of using geometric subdomains, functions were used to delimit the 

cylinder’s dimensions and define the energy source location. This away, the power deployed 

continues to follow the SRIM calculated energy deposition (Figure 26) and simultaneously 

avoids the necessity of a finer mesh; assuring an accurate temperature distribution and time-

effective simulation. The average liquid target temperature was approximately close to the 2 

cylinders’ approach, which supports the validation of this method. It was verified that the 
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temperature increased trough the liquid target domain, following the beam profile, opposing 

the equally distributed temperatures for the equally generated power approach (i).  

 

Figure 26 - Percentage of generated power at the target window and water implemented on ANSYS-CFX. 

Comparing figures 24 and 26, the profile of the power deployed on the target 

window and liquid target on ANSYS-CFX, replicates the proton´s energy lost by ionization 

calculated on SRIM, assuring that the energy deposited by the proton current is correctly 

implemented on the simulation. Due to the fact that most of the energy is deposited in the 

window and at the end of the target (Bragg peak), it is then expected that the temperatures 

observed on these locations are the highest registered. 
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Figure 27 – Temperature distribution inside the target. 

Looking at Figure 27, one might incorrectly perceive that the liquid target 

temperature is uniform throughout the volume (due to the large scale), except for the area near 

the window, where the temperature reaches its maximum (in red). This arises from the fact that 

the liquid target maximum temperature is much larger than the average registered temperature. 

This may mislead and indicate a uniform heat generation throughout the liquid target volume. 

Figure 28 represents the liquid target temperature where the temperature range was adapted in 

order to focus on the effect on the temperature distribution, of the implementation of the energy 

deposited calculated on SRIM. Notice that the temperature range does not match the real values 

distribution, it is only for visualization purposes. It is then possible to observe, that the liquid 

target temperature increases when approaching the rear part of the target. This is congruent with 

the fact that the energy deposited per unit of area increases with the penetration range and 

reaches its maximum, at the Bragg peak, positioned at the end of the target. 
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Figure 28 – Temperature distribution inside the liquid target, with temperature scale adapted to observe the 

proton energy deposition implementation. 

Figure 29 shows the temperature distribution on the niobium window, due to the 

beam generated heat. The collimated beam presents a diameter of 9,5mm, therefore, it is 

expected that the temperatures reach its maximum on the centre of the window, as can be 

observed. The obtained results demonstrated that the temperatures are higher on the surface of 

the window next to the liquid target. This is agreement with the helium cooling effect on the 

other side of the window.  

 

Figure 29 - Target window temperature for a deployed power of 1000W. 
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It was verified that the temperature of the conical insert increased though its domain and 

especially on the location near the window (see Figure 30). This result corroborates the heat 

transfer from the window and liquid target to the conical insert. 

 

Figure 30 - Conical insert temperatures for a deployed power of 1000W. 

Model Validation 

Timestep and Mesh Independence Study 

CFD simulations can be strongly influenced by the time step and mesh. Thus, in 

order to evaluate the influence on the simulation of these two simulation properties, two 

simulation runs were made, one with ten times smaller time step, i.e. 0,025s, and one with a 

finer mesh, where the number of elements was increased on the window and liquid target 

(referred on the mesh chapter).  Average temperature values of the different domains were 

compared, and it was possible to conclude that the time step of 0,25 was in complete agreement 

with this simulation, since temperatures of both simulations were practically the same. On the 

other hand, it was verified that the average temperatures of the target window and liquid target 

in the simulation with a finer mesh (table 3), were similar to those of the initial mesh (table 2). 
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Considering that a better-quality mesh increased the computational time of the simulation from 

10 hours to about 70 hours and knowing that the temperature difference is small when compared 

with the average temperature values of thousands of degrees Celsius, it is not advantageous to 

use the finer mesh. Hence, all the simulations will be carried out with 290293 elements and 

589535 nodes.  

Considering the previous preliminary tests and calculations, the reference parameters 

for the following simulations are displayed on table 4. 

Table 4 - Reference simulation parameters. 

Cooling Water 

Mass Flow 

Rate (kg/min) 

Cooling Water 

Temperature (°C) 
He hc 

(W/m2 K) 

He Temperature 

(°C) 

Mesh Timestep 

(s) 

3 23 50 20 Table 2 0,25 

 

Cooling Water Temperature vs Target Current 

The power deposited by the proton current in the target is proportional to the target 

current (see Equation 18). The resultant heat will be transferred to the cooling helium and 

cooling water by convection, as previously explained in chapter 1. Thus, the cooling water 

temperature will vary accordingly with the target current. 

With the purpose to compare the simulation results with the temperature monitoring 

study (46), the temperature of the cooling water and other target components was observed for 

different values of deployed power correspondent to the respective target current values. To 

fully obtain the convergence of the system, simulation runs with a time step of 0,25s, totalizing 

a simulation time of 120s, were made. The convergence can be confirmed observing both 

figures 31 and 32, where the system variables stabilize, and the residuals reach a low value 

between 1×10-5 and 1×10-6. For every simulation realized for the present work, the convergence 

of both the residuals associated with the solver and the stabilization of the system variables, is 

ensured, relying on similar graphics.  
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Figure 31 - Window average temperature value stabilization. 

 

Figure 32 - Heat transfer RMS (Root Mean Square) residuals. 

Table 5 presents the temperatures of the liquid target, target window, cooling water and 

conical insert, for the equivalent proton current. The power deposited by the beam 

corresponding to a certain proton current was also presented (see equation 18). Figure 33 

represents the temperature increments (related to 23 ºC) for a clear perception of the 

temperature dependence with the target current. 
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Table 5 - Temperatures of conical insert, liquid target, window and cooling water the several proton currents and 

equivalent deployed powers. 
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250 14 37 91 14 429 659 406 232 665 642 23.89 24.13 1.13 

500 28 50 158 27 739 1250 716 427 1260 1237 24.80 25.28 2.28 

1000 56 77 285 54 1279 2369 1256 798 2389 2366 26.62 27.61 4.61 

1500 83 103 408 80 1761 3433 1738 1152 3461 3438 28.46 28.94 5.94 

2000 111 129 530 106 2205 4460 2182 1495 4497 4474 30.30 32.27 9.27 
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Figure 33 - Average temperature increments for the liquid target, outlet water and conical insert and maximum 

temperature increment of the window, for different values of the proton current and correspondent total deployed 

power. All increments are related to the initial temperature of 296,15K. 

The maximum temperature of the niobium window presents a higher relevance for 

thermal analysis, when compared with its average temperature. Thus, it was the chosen variable 

for graphical representation and to deduce conclusions. 

When analyzing Figure 33, it is clear that the temperature of all the different 

components of the target system increases linearly with the heat generated by the beam. The 

most important result is the linear increment of the temperature of the outlet cooling water with 

the target current. Comparing with the results from (46), it was also verified that the average 

increment of the outlet water temperature, increases with the same proportionality with the 

target current. Thus, it can be considered that the simulation results are in congruence with the 

measured temperatures.  

In a typical irradiation for the production of 68Ga, the maximum proton current 

reaching the target is about 65 μA, which corresponds to a maximum deployed power of 1170 

W. On table 6 it is possible to see that for a power of 1000W, the maximum verified window 

temperature is 2366ºC (see Figure 29). Considering that the melting point of niobium is 2477ºC 

it is possible to conclude that in order to increase the proton current reaching the target it is 

mandatory to improve the window helium cooling. Another conclusion can be that the helium 

boundary condition, i.e. the helium heat transfer coefficient, calculated is smaller than the real 
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value. It is then important to study the influence of different hc values associated with the 

convection heat transfer imposed by helium.  

Niobium Thermodynamic Properties Temperature Dependence 

The niobium temperature increases accordingly with the material specific heat at 

constant pressure, Cp, in its turn, its ability to conduct heat is proportional to the material 

thermal conductivity, κ. For the Niobium material these properties are related with the 

temperature by the following equations, for the range of 20 – 2500K: 

 

 Cp = 
23,7+4,019×𝑇 

𝑀
 [27], 

 κ = 2 × 10 -6 × T2 + 0,0131 × T + 45,784 [28], 

where T is the temperature and M the molar mass. 

Since the window and conical insert temperature increments reached in the 

simulations are significant, considering constant niobium thermodynamic properties, could lead 

to an inaccurate calculation of the temperature raise. Table 7 shows that, for a deployed power 

of 1000W, the maximum temperatures of the niobium window and conical insert are 285 and 

2388 ºC respectively. These temperatures justify the implementation of the niobium specific 

heat capacity and thermal conductivity dependence with temperature. Thus, a simulation with 

1000W of deployed power was made implementing the niobium Cp and k temperature 

dependence (equations 27 and 28). The simulations consisted on 480 iterations of 0,25s, 

corresponding to a simulation time of 120s. 
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Table 6 - Conical insert, liquid target, window and cooling water temperatures for 1000W power deployed for 

simulations including a constant specific heat capacity and thermal conductivity and temperature dependent. 
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Thermal 

Properties 

77 285 54 1279 2369 1256 798 2388 2365 26.62 27.61 4.61 

Temperature 

Dependent 

Thermal 

Properties 

79 300 56 1267 2030 1244 764 2043 2020 26.63 27.63 4.63 

 

Table 6 demonstrates that it is crucial to implement the temperature dependence of 

the thermodynamic properties of niobium. It is clear that although the cooling water temperature 

is almost unaltered, the maximum temperatures of the remaining domains are strongly 

influenced. The conical insert maximum temperature increases from 285 to 300ºC, but the most 

significant result comes when comparing liquid target and window temperature values. Both 

the window average and maximum temperature decrease about 300ºC when compared with the 

previous value. This strongly indicates that temperature dependent thermodynamic properties 

implementation is necessary in order to get accurate results. This way, the maximum 

temperature observed on the window it is safely distant from the niobium melting point 

(2477ºC). 

The maximum temperature of the liquid target is obtained next to the window (see 

Figure 27). Therefore, due to the decrease of the window maximum temperature increment, its 

value varies significantly while its average value remains practically identical. Hence, is clear 

that the heat generated at the window is transferred to the liquid target. 

The proton´s energy deposition profile implementation on the window and liquid target 

and the outlet cooling water temperature linear increase with current, agree with the expected 

thermodynamic behaviour of the liquid target system. Therefore, it is possible to affirm that the 

simulation model can be used to study the liquid target. Thus, the model is suitable to simulate 
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the influence of the parameters that could lead to the improvement of the target system capacity 

to remove heat, and consequently increase the radionuclide production.
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Chapter III. Results and Discussion 

The variables chosen to characterize the liquid target system were the temperatures of 

the following elements: liquid target, target window, average and outlet cooling water and the 

conical insert. These metrics enable to study the influence of several parameters of interest on 

the liquid target system; namely: the temperature of the cooling water inlet, its mass flow rate, 

the helium temperature and its heat transfer coefficient (equivalent to the mass flow rate). 

Thermal analysis of the system was conducted by obtaining the average and maximum 

temperatures, as well as the temperature increments. Table 7 summarizes the results obtained 

for all these simulations. In order to study the effect of a single variable on the simulation model, 

the helium and water boundary/initial conditions were kept constant, except the variable of 

study. 

The following simulations were performed with a large deployed power of 1000W, with 

the purpose to obtain more significant temperature variations and at the same time implement 

a generated power corresponding to a typical liquid target irradiation. Simulation runs consisted 

of 480 iterations of 0,25s, corresponding to a simulation time of 120s. Niobium thermodynamic 

properties were defined as temperature dependent and the initial temperature for all the domains 

was the same and equal to the cooling water inlet temperature.
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Table 7 - Temperatures of the conical insert, liquid target, target window and cooling water for different values of the cooling water mass flow rate (red), cooling water inlet 

temperature (green), helium heat transfer coefficient (yellow) and helium temperatures (blue). 

 Conical Insert Liquid target Window Cooling Water 

Cooling Water 

Mass Flow 

Rate (kg/min) 

Cooling 

Water 

T (°C) 

He hc 

(W/m2 K) 

He T 

(°C) 

Av. T 

(°C) 

Tmax 

(°C) 

∆ Av. T 

(°C) 

Av. T 

(°C) 

Tmax 

(°C) 

∆ Av. T 

(°C) 

Av. T 

(°C) 

Tmax 

(°C) 

∆ Tmax 

(°C) 

Av. T 

(°C) 

Outlet T 

(°C) 

∆ Outlet 

T (°C) 

0.3 

23 

50 20 

155 376 132 1344 2081 1321 831 2094 2071 57,35 67,35 44,35 

0.6 125 347 102 1317 2062 1294 806 2075 2052 40,99 46,05 23,05 

3 79 300 56 1267 2030 1244 764 2043 2020 26,63 27,63 4,63 

15 54 273 31 1243 2012 1220 740 2025 2002 23,72 23,95 0,95 

3 

15 71 293 56 1259 2025 1244 757 2038 2023 18,65 19,63 4,63 

23 79 300 56 1267 2030 1244 764 2043 2020 26,63 27,63 4,63 

30 86 307 58 1274 2034 1246 769 2047 2019 33,64 34,62 4,62 

23 

5 

5 

80 312 57 1274 2090 1251 794 2103 2080 26,69 27,69 4,69 

50 79 286 56 1277 1897 1254 768 1905 1882 26,72 27,67 4,67 

250 72 257 49 1234 1794 1211 648 1806 1783 26,41 27,33 4,33 

500 68 220 45 1218 1565 1195 545 1576 1553 26,27 27,11 4,11 

5 

20 

80 312 57 1274 2090 1251 794 2103 2080 26,69 27,69 4,69 

50 79 300 56 1267 2030 1244 764 2043 2020 26,63 27,63 4,63 

250 73 258 50 1236 1797 1213 650 1809 1786 26,42 27,34 4,34 

500 67 222 44 1210 1570 1187 549 1581 1558 26,24 27,12 4,12 
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Cooling Water Mass Flow Rate 

Figure 34 illustrates the influence of the flow rate of the cooling water on the 

parameters of interest. It is noticeable that increasing the water-cooling mass flow rate from the 

3 to 15kg/min, decreases the temperatures of all the domains. Specifically, the mass flow rate 

presents a critical influence on the average temperatures of the outlet cooling water and on the 

conical insert. The first observation can be explained by the fact that, due to the mass 

conservation, for a larger mass flow rate, the water´s velocity through the water channels 

increases, resulting in a reduced time of the contact between the cooling water and the conical 

insert. Therefore, the cooling water temperature increases less when compared with the standard 

mass flow rate (3kg/min). On the other hand, the conical insert temperature decrease it is 

explained by the greater heat transfer from the conical insert to the cooling water, due to the 

increase of the Nusselt number associated with the water larger velocity. In other words, the 

convective heat transfer is proportional to Nu, which in turn, is proportional to the fluid velocity. 

On the other hand, the maximum window and average liquid target temperature reduction is 18 

and 24ºC, respectively. Comparing these values with the temperatures of thousands of Celsius 

of these domains, it is possible to conclude that the cooling water mass flow rate is capable of 

influencing the window and liquid target temperatures, although, this effect is not that 

significant.  

Considering now the lowest water-cooling mass flow rate values, i.e. 0,3 and 0,6 

kg/min, it is worth noticing that the average conical insert, outlet and liquid target temperature 

increments are significantly larger, when compared to the values for the standard 3kg/min. Also, 

the maximum window temperature increment is lower than for the other domains. The fact that 

the window is the less influenced by the cooling water mass flow rate can be explained by the 

fact that the cooling water flow is distant from the window location. It is then possible to 

conclude that it is necessary to guarantee that the water mass flow rate responsible for removing 

the heat of the liquid target system, is at least 3kg/min.  
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Overall, increasing the mass flow rate of the cooling water proves to reduce the 

temperatures of the liquid target system. Thus, it is possible to affirm, that it may be used to 

improve the capacity to remove heat form the system. 

 

Figure 34 - Average temperature increments for the liquid target, outlet water and conical insert and maximum 

temperature increment of the window, for different values of the water-cooling mass flow rate. All increments 

are related to the initial temperature of 296,15K. 

Cooling Water Inlet Temperature 

It was verified that the effect of the cooling water inlet temperature on the window, 

conical insert and liquid target temperature was basically null (see figure 35 and table 7). On 

Table 7, it is possible to observe that for distinct inlet temperatures, the outlet average 

temperature increases accordingly with the inlet temperature, but the temperature increment is 

practically the same for the three cases. Figure 32 shows that the temperature increments for all 

these domains is constant and no significant temperature variations were observed. Figure 32 

is in agreement with the result experimentally obtained by (46), where, , the temperature 

increment on the cooling water is almost independent of its initial absolute  temperature. This 

result can be explained by the fact that, the heat transfer from the liquid target to the conical 

insert and consecutively to the cooling water is proportional to the contact area, the heat transfer 

coefficient and the temperature difference, as dictated by equation 11. Hence, given constant 



Thermal Simulation Studies of a Cyclotron Liquid Target with Thick Niobium Window 

61 

 

area of contact and hc, the heat transfer only depends on the temperature difference. Table 7 

demonstrates that the temperature differential between the conical insert and the cooling water, 

for the different water inlet temperatures, remains practically constant. This result supports the 

idea that, the capacity to remove heat of the target system only depends on the area of contact 

between the cooling water and the niobium conical insert. 

Hence, it is possible to affirm that the cooling water inlet temperature present a 

small influence on the thermal performance of the liquid target system and consequently, it 

cannot be considered in order to improve the capacity to remove heat. 

 

Figure 35 - Average temperature increments for the liquid target, outlet water and conical insert and maximum 

temperature increment of the window, for different values of the water cooling inlet temperature. All increments 

are related to the cooling water inlet temperature. 

Cooling Helium Temperature and Heat Transfer Coefficient 

Although mandatory thin to enable the proton beam to reach the liquid target, the 

target window has to be simultaneously resistant at the same time in order to sustain the pressure 

developed inside the liquid target. As previously mentioned, the proton current generates a great 

amount of heat on the window, which in turn, is continuously removed by the flow of helium. 

Simulation runs were performed with the aim of studying how the temperature of the liquid 
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target system domains, especially for the window, is influenced by both the helium initial 

temperature and the heat transfer coefficient associated with the convective heat transfer.  

Figure 36 demonstrates that for a certain value of hc, the temperature increments 

for the niobium and water domains, are very similar, for different helium temperature values, 

i.e., for 5 and 20ºC. This result indicates that there is no significant advantage to decrease the 

helium temperature with the purpose to remove heat. The only exception occurs for a hc of 50 

W/m2K, where the window average temperatures increments are 1882ºC with a helium 

temperature of 5ºC, and 2020ºC with 20ºC.  For the remaining heat transfer coefficient values, 

the similar value of the liquid target average temperature increment can be explained by the fact 

that, for the value of a hc of 5 W/m2 K, the heat transferred to the cooling helium is small 

overlapping the helium temperature effect. On the other hand, for the values of 250 and 500 

W/m2K, the explanation for the non-present temperature difference, is exactly the opposite, the 

cooling helium capacity to remove heat is large enough to overlap the helium temperature 

effect. In summary, decreasing the helium temperature proves to be only viable for the heat 

transfer coefficient value of 50 W/m2K, which is exactly the value calculated based on the 

liquid target system helium flow properties.  

Figure 36 enable to observe that the helium heat transfer coefficient presents a 

strong influence on the temperatures increments. Both for water and niobium domains, the 

temperature increments decrease with hc. Although the temperature reductions are smaller in 

the conical insert and the outlet cooling water, these are significantly larger for the liquid target 

and mainly for the window. Regarding the liquid target, comparing the temperature increment 

for the hc value of 50 with 250 W/m2K, for a helium temperature of 20ºC, there is a reduction 

of 57ºC. This result proves that more heat is being removed from the liquid target and, the 

pressure developed inside the conical insert will be consequently smaller. Therefore, it is 

possible to increase the target current, i.e., the radionuclide production. Nonetheless, the most 

important result prevails on the reduction of the temperature increment of the target window, 

where for a helium temperature of 20ºC, the temperature increment decreases from 2043 to 

1581ºC, for a hc value of 50 and 250 W/m2K respectively. This result is extremely positive, 

considering that the window is the most sensitive part of the target system. Due to the beam 

focusing on the centre of the window (beam diameter of 9,5mm) and the fact that it is so thin, 

there is a propensity to rupture under high pressure, resulting in the target failure. 
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 In summary, improving the heat transfer coefficient effectively decreases the 

window maximum temperature. 

 

Figure 36 - Average temperature increments for the liquid target, outlet water and conical insert and maximum 

temperature increment of the window, for different values of the helium heat transfer coefficient and helium 

temperature, namely 278,25 and 293,15K. All increments are related to the initial temperature of 296,15K. 

For the helium cooling system of the present liquid target, the heat transfer coefficient 

is proportional to the helium mass flow rate. In other words, increasing the helium density or 

velocity, would lead to the increase of hc, and consecutively, improve the convective heat 

transfer. Based on the obtained results it is possible to admit that the capacity to remove heat 

would be significantly improved by increasing the mass flow rate of helium between the target 
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windows. However, it is important to notice that larger helium densities lead to more significant 

interference with the beam. Therefore, it is mandatory to ensure that the helium mass flow rate 

is the larger value possible and at the same time does not stop the beam.
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Chapter IV. Conclusion and Future Work  

Conclusion 

In this thesis, a CFD simulation model relying on FEM was developed in order to 

replicate the thermal behaviour of a cyclotron liquid target system. The thick niobium target 

window used in the production of radiometals was implemented and studied.  The energy 

deposition profile of the proton beam was calculated through Monte Carlo simulation method 

on SRIM software and was posteriorly implemented trough energy sources and functions 

delimiting its geometry. Furthermore, the cooling systems responsible for removing the heat 

generated by the beam were also implemented and characterized by boundary conditions.  

 The main focus of the present thesis was to validate the model developed and to 

study the influence of the main parameters of the system on the thermal performance of the 

target, with the primary objective to improve the removing heat capacity to enable an increase 

of the radionuclide production. Validation of the developed platform was made by comparing 

the cooling water outlet temperatures for different target current values with the ones obtained 

experimentally in (46). It was possible to conclude that cooling water outlet temperature 

increased linearly with the target current, at a rate increment quantitively similar to the ones 

obtained by do Carmo. S, i.e., around ±1ºC per 10 μA.  

The mass flow rate and initial temperature of the cooling water, together with the 

helium temperature and heat transfer coefficient were the selected variables of the present study. 

In order to evaluate their effect on the liquid target system, average and maximum temperatures 

were obtained and analyzed. The major conclusions concerning the cooling water effect are that 

its initial temperature does not influence the target system thermal behaviour. On the other 

hand, the present water mass flow rate implemented on the liquid target system should be 

increased, since it was observed that it is capable of improving the heat removed from the 

system. It was also verified that for mass flow rates lower than 3kg/min, the temperature of the 
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liquid target domains increased significantly. Considering that this value corresponds to the 

mass flow rate implemented in the cyclotron liquid target system, one can conclude that the 

mass flow rate of the cooling water should be at least 3kg/min.  

Helium responsible to cool the target window revealed to be relevant on the liquid 

target thermal performance. Although the helium temperature presents no significant effect on 

the window temperature, higher values of hc, significantly reduce the window and liquid target 

temperatures. Considering that window rupture is the main cause of target failure and also that 

the liquid target temperature reduction will reflect on a lower pressure inside the target, this 

result indicates that there is interest in improving the cooling helium system, namely by 

increasing the helium mass flow rate. 

In conclusion, the simulation platform was proved to characterize the target system 

as intended. Relevant results were obtained concerning the liquid target system thermal 

performance. These results could contribute to the development of methods that would improve 

the capacity to remove heat. This will allow to increase the target current and consequently, 

increase the production yield.  

Future Work 

Considering this to be a first approach of a model of the liquid target 

thermodynamic performance, many features could be explored in future work. To fully model 

the thermal performance of the liquid target it is necessary to consider the phase change 

processes occurring inside the conical insert and implement the presence of air and steam. The 

thermal performance of the liquid target would be influenced by the existence of multiple 

phases, and mainly by the water-steam phase change process. Since both air and steam exist on 

the gaseous state, the thermal conductivity would be significantly smaller. In order to improve 

the accuracy of the simulation, water thermodynamic properties should be temperature 

dependent, this could be modelled by the IAWPS material implementation (48). The modelling 

of a multiphase simulation will introduce the need to model the interphase momentum transfer 

for the existent phases, namely the drag, lift, virtual mass, wall lubrification and turbulent 
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dispersion force resulting from the continuous/dispersed phases interaction (51). Water-steam 

phase change could be modelled by the previously existing models on ANSYS or by user 

defined mass, sink and energy sources which define the mass transfer between water and steam, 

while also considering the latent heat resulting from phase change. Another important 

consideration would be the interphase heat transfer modelling, since the Nusselt number and 

consequently, the heat transferred for each phase will depend on the phase change process 

occurring inside the target.  Also, the pressure developed inside the conical insert would enable 

further validation of the simulation model, since it would be possible to compare the results 

with the experimentally measured pressures as function of the proton current.  

Another study of great interest would be to test different turbulence models, both 

on the liquid target and cooling water. Since each model is suitable for different phenomena, it 

would be required to deeply study how the near wall treatment influences the fluid velocity and 

the heat transfer at the boundaries, for both fluid domains. 

The improvement of the capacity to remove heat of the cooling water is also directly 

related with the area of contact between the conical insert and the cooling water and with the 

conical insert thermal thickness and thermal conductivity. Therefore, it would be interesting to 

investigate materials with different thermodynamic properties for the conical insert and also 

study various designs for the target insert, as well for the cooling water channels. 

At last, the coupling with an external software responsible for calculating the beam 

energy deposition profile, in order to update the implementation of the generated power and the 

resulting local density variation for every iteration, would increase the accuracy of the 

simulation. 
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