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## Resumo

Com a evolução tecnológica, verificou-se um aumento exponencial da quantidade de dados recolhidos e armazenados. Assim, surgiu a necessidade de criar mecanismos automáticos para extrair conhecimento dos referidos dados. Estes mecanismos automáticos, conhecidos por modelos de aprendizagem automática, foram, na sua maioria, desenvolvidos para dados completos, requisito que nem sempre é possível cumprir. Neste contexto, a imputação dos dados (substituição dos valores em falta por estimativas plausíveis) surge como uma possível solução, garantindo a qualidade dos dados para posterior análise.

Nos últimos anos, vários estudos têm proposto novas técnicas de imputação, de entre as quais se destaca a utilização de Stacked Denoising Autoencoders. Dada a sua extraordinária capacidade de recuperar dados corrompidos, os Stacked Denoising Autoencoders mostram-se promissores na área da imputação de dados, tendo despertado um interesse crescente por parte da comunidade científica.

No entanto, sendo um tópico recente, a sua aplicação ainda não se encontra suficientemente bem estudada, apresentando diversos aspetos por explorar; em particular, a sua adequação a diferentes mecanismos de dados em falta (Missing Completely At Random, Missing At Random e Missing Not At Random).

Esta tese apresenta um estudo aprofundado da imputação de dados via Stacked Denoising Autoencoders, considerando diferentes mecanismos e percentagens de dados em falta. Em comparação com métodos de imputação do estado da arte, os Stacked Denoising Autoencoders mostraram ser abordagens robustas para a imputação de elevadas percentagens de dados em falta, especialmente quando o mecanismo subjacente à sua geração é Missing Not At Random.

Palavras-Chave: mecanismos de dados em falta, preenchimento de dados em falta, denoising autoencoders

## Abstract

The evolution of technology led to an exponential increase in the amount of data being collected and stored, thus creating the need to develop automatic mechanisms to extract knowledge from data. These automatic mechanisms, known as Machine Learning techniques, were mostly designed for complete data, a requirement that is not always fulfilled. In this context, data imputation (replacement of missing values by plausible estimates) arises as a possible solution, ensuring the quality of data for later analysis.

Over the years, several studies presented alternative imputation strategies, among which Stacked Denoising Autoencoders stand out. Given their ability to recover corrupted data, Stacked Denoising Autoencoders are promising in the area of data imputation, generating great interest in the scientific community. However, their application is an understudied topic, still presenting challenging aspects for research; namely, their suitability for different missing data mechanisms (Missing Completely At Random, Missing At Random and Missing Not At Random).

This thesis presents a thorough study of data imputation via Stacked Denoising Autoencoders, considering different missing data mechanisms and missing rates. In comparison to state-of-the-art imputation methods, Stacked Denoising Autoencoders proved to be robust for imputing high missing rates, especially, when the mechanism underlying their generation is Missing Not At Random.

Keywords: missing data mechanisms, missing data imputation, denoising autoencoders
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## 1

## Introduction

Over the years, the evolution of information technology and the improvement in terms of computational power led to an increase in the amount of available data as datasets became larger and more complex, it was no longer possible to interpret them manually. This created a need to extract knowledge from datasets using automated techniques.

In the late 80 's, Gregory Piatetsky-Shapiro proposed the term Knowledge Discovery in Databases (KDD) for the title of a workshop held at the Internacional Joint Conference on Artificial Intelligence [1]. Some years later, Fayyad et al. defined KDD as the "overall process of discovering useful knowledge from data" [2]. This interactive and iterative process is composed by 5 main steps (Figure 1.1): Selection, Preprocessing, Transformation, Data Mining and Interpretation/Evaluation.


Figure 1.1: Knowledge Discovery in Databases process. Adapted from Fayyad et al. [2].

The Selection step encompasses the collection of data from which the knowledge will be extracted. The next step is the Preprocessing which consists essentially of data cleaning operations - removal of noise or outliers, handling missing data, among others. In the Transformation step, dimensionality reduction techniques or transformation methods are applied in order to obtain useful representations of the data. In the Data Mining step, the aim is to search for patterns in data, selecting methods according to the type of problem to be solved (e.g., classification, clustering, regression). The last step consists on interpreting and validating the model obtained from the previous step.

The work presented in this thesis focuses on the preprocessing stage, where several issues may arise. In particular, we focus on the problem of missing data, the lack of information in one or several features in a dataset.

### 1.1 Context

Missing Data (MD) is a common problem that appears in real-world datasets, and may compromise the performance of learning models [3, 4]. In the research community, three missing mechanisms are recognised: Missing Completely At Random (MCAR), Missing At Random (MAR) and Missing Not At Random (MNAR) (a detailed description is provided in Chapter 2). Furthermore, an incomplete dataset may have MD only in one feature - univariate MD (here denoted as univa) - or in several features - multivariate MD (here denoted as unifo) .

In the literature, there are several ways of handle missing data, as shown in Figure 1.2: Case deletion, Imputation Methods, Maximum Likelihood and Machine Learning without MD estimation.

Each of these approaches presents their advantages and limitations, however, the one most used in the literature is data imputation [6]. Imputation methods aim to find plausible values to replace the missing ones, and are mainly divided into statistical-based and machine learning-based methods [5]. Statistical methods consist in replacing the missing observations with the most similar ones among the training data, without the need of constructing a predictive model to evaluate their "similarity" (e.g. Mean/Mode imputation). Machine learning-based techniques, construct a predictive model with the available data to estimate values for replacing those that are missing (e.g. k-Nearest Neighbours imputation).


Figure 1.2: Methods to handle missing values. Adapted from García-Laencina et. al. [5].

Deep learning techniques are currently a hot topic in Machine Learning since they have proved to find elegant solutions for several classic problems [7].

Stacked Denoising Autoencoders (SDAE) are a special type of deep neural networks, developed to recover a clean output from a corrupted input. Since the presence of missing values in a dataset constitutes a type of corruption, it seems that a natural extension is the use of SDAE in the imputation task. Although the subject of imputation has been previously discussed in the literature [19, 5, 23], the application of SDAE-based approaches for imputation purposes remains an understudied topic.

### 1.2 Goals

The main goal of this work is to study the performance of SDAE-based approaches for imputation purposes, analysing whether this technique constitutes a good imputation approach, when compared to well-established approaches (Mean Imputation, kNN imputation, Support Vector Machines imputation, Multiple Imputation by Chained Equations and Expectation-Maximization).

To achieve this goal we performed three main experiments in order to answer the three following questions (a full description of such experiments is presented in Chapter 4):

1. How do the SDAE perform when there are enough complete data to train the model (missing values only in the test set)?

- We selected 20 complete datasets, from open source repositories, and performed synthetic MD generation using 9 univa implementations, under 5 and $20 \%$ of Missing Rate (MR). Then, we compared the performance of our proposed SDAE approach with 7 state-of-the-art imputation methods.

2. How do the SDAE perform when training data corruption follows an underlying missing mechanism?

- We selected 33 complete datasets and performed synthetic MD generation using 3 univa implementations and 3 unifo implementations, under $5,10,15,20$ and $40 \%$ of MR. Then, we compared the performance of this approach for two different SDAE with 7 state-of-the-art imputation methods.

3. Does the performance of SDAE increase for larger datasets, with higher sample sizes?

- We investigated the usefulness of SDAE when handling larger datasets. For that, 5 complete datasets with higher sample sizes were selected and the simulation setup performed for question 2 was repeated.


### 1.3 Research Contributions

The work developed during this thesis resulted in the following contributions:

- Adriana F. Costa, Miriam S. Santos, Jastin Soares, Pedro H. Abreu. "Missing Data Imputation Using Deep Denoising Autoencoders: data recoverability in different missing scenarios". IJCAI-ECAI 2018, 27th International Joint Conference on Artificial Intelligence and the 23rd European Conference on Artificial Intelligence (Submitted on 31th January 2018).
- Adriana F. Costa, Miriam S. Santos, Jastin Soares, Pedro H. Abreu. "Missing Data Imputation Using Denoising Autoencoders: the untold story". IDA 2018 - 17th International Symposium on Intelligent Data Analysis (Accepted as full paper).
- Miriam S. Santos, Adriana F. Costa, Jastin Soares, Pedro H. Abreu, "Synthetic Missing Data Generation: The Nuts and Bolts" (in preparation, to be submitted to Pattern Recognition).
- Adriana F. Costa, Miriam S. Santos, Inês Domingues, Pedro H. Abreu, "Stacked Denoising Autoencoders for Missing Data Imputation: exploring the effects of sample size, missing mechanisms and rates on performance classification" (in preparation, to be submitted to Expert Systems with Applications).


### 1.4 Document Structure

The remainder of this document is organised as follows: in Chapter 2 we provide some useful background knowledge which will be the basis of this work. Chapter 3 presents several research works from the missing data field that use deep learning approaches for imputation purposes. Then, Chapter 4 describes the different stages of the experimental setup and Chapter 5 discusses the obtained results. Finally, Chapter 6 concludes the thesis and presents some possibilities for future work.

## 2

## Background Knowledge

Missing data corresponds to the lack of information in a dataset, so it occurs when no data is available for an observation [14]. This is a common shortcoming that arises in several real-world domains. For example, in UCI Machine Learning Repository - which provides a collection of datasets widely used for the empirical analysis of machine learning algorithms - about $45 \%$ of datasets have missing data [15]. Handling missing data is an important issue since, in addition of being a very frequent problem, the presence of missing values affects the results obtained on classification.

There are a lot of plausible explanations for the occurrence of missing values, such as equipment errors, erroneous data registration, non-response in surveys, among others [16]. For example, in the field of medical diagnosis, some values may not be saved due to a deficient manual data registration or to the unavailability of certain medical equipments. In genetic research, there are also a lot of incomplete data when handling Deoxyribonucleic Acid (DNA) microarrays, where this data may be missing due to several reasons including sample contamination. In control basedapplications, missing data can also be a result of equipment errors and incorrect measures - a faulty equipment may not be able to record certain observations because of their fault or because of the value of the observation itself.

The occurrence of missing values is more easily explained using as example the process of responding to a survey. In this case, respondents can accidentally skip questions or can skip a question intentionally, due to its content. More, questions can be skipped depending on the age of the respondent, in other words, a younger person may skip a question to which an older one would respond easily. For example, an adult may find it easier to answer a question of political nature than a teenager. These three examples follow different missing mechanisms, which will be explained in what follows.

### 2.1 Basic Notations

The missing data theory was introduced by Rubin [17] in the late 70s. To provide a clear explanation about this theory it is important to establish some basic notation. Let $\mathbf{X}$ denote a dataset with $m \in \mathbb{N}$ observations and $n \in \mathbb{N}$ features. Each element of the dataset is defined by $X_{i j}$, where $i=\{1,2, \ldots, m\}$ and $j=\{1,2, \ldots, n\}$.

A complete dataset, $X_{\text {com }}$, consists of the data with no missing values. However, most real-world datasets have missing values. Suppose that $X$ is divided into two parts such that $X=\left\{X_{o b s}, X_{\text {miss }}\right\}$ where $X_{o b s}$ will be the set of observed values of $X$ and $X_{\text {miss }}$ will be the set with missing values of $X$. Each feature of $X$ will be denoted as $x_{\text {miss }}$ if it is composed by some observations of the missing part of the dataset and $x_{\text {obs }}$ if it is a part of the observed values in the dataset. For example, the dataset in Table 2.1 is composed by two features, Age and Number of Cigarettes: Age can also be denoted as $x_{o b s}$, since their observations are all observed in the dataset, while Number of Cigarettes can be called $x_{\text {miss }}$ since it contains missing values. Furthermore, observed values of both Age and Number of Cigarettes constitute $X_{\text {obs }}$ whereas, in this case, $X_{\text {miss }}$ consists only on the missing values of one of the features, Age. Both parts, $X_{o b s}$ and $X_{\text {miss }}$ can consist of more than one feature, depending on the number of features in the dataset.

Let $R$ be the missing data indicator matrix that has the same dimensions as $X$ :

$$
R_{i j}=\left\{\begin{array}{l}
1 \text { if } X_{i j} \text { is missing }  \tag{2.1}\\
0 \text { if } X_{i j} \text { is obseved }
\end{array}\right.
$$

To illustrate this notation, reconsider the small dataset in Table 2.1. The missing data indicator matrix has the same dimensions as the simulated dataset and takes value 1 when data is missing and value 0 when data is observed.

A dataset $X$ could have different percentages of missing data which are referred to Missing Rates (MRs).

### 2.2 Missing Data Mechanisms

There are three mechanisms under which missing data can occur: Missing Completely At Random (MCAR), Missing At Random (MAR) and Missing Not At Random (MNAR). The mechanism under the missing data can be characterized by

Table 2.1: A study in adolescent tobacco use containing missing values.
(a) Simulated dataset with missing
(b) Missing data indicator matrix for values.

| Age | Number of Cigarettes |
| :---: | :---: |
| 15 | 2 |
| 15 | - |
| 15 | - |
| 16 | 2 |
| 16 | 2 |
| 16 | 4 |
| 16 | 3 |
| 17 | - |
| 17 | 6 |
| 17 | - |
| 17 | 5 |
| 17 | 5 |
| 18 | - |
| 18 | 6 |
| 18 | - |
| 19 | 3 |
| 19 | - |
| 19 | - |
| 20 | 9 |
| 20 | 2 | this dataset.


| Age | Number of Cigarettes |
| :---: | :---: |
| 0 | 0 |
| 0 | 1 |
| 0 | 1 |
| 0 | 0 |
| 0 | 0 |
| 0 | 0 |
| 0 | 0 |
| 0 | 1 |
| 0 | 0 |
| 0 | 1 |
| 0 | 0 |
| 0 | 0 |
| 0 | 1 |
| 0 | 0 |
| 0 | 1 |
| 0 | 0 |
| 0 | 1 |
| 0 | 1 |
| 0 | 0 |
| 0 | 0 |

the conditional distribution of $R$ given $X$ :

$$
\begin{equation*}
p(R \mid X, \xi)=p\left(R \mid X_{o b s}, X_{m i s s}, \xi\right) \tag{2.2}
\end{equation*}
$$

where $p$ is the probability distribution, $R$ is the missing data indicator matrix, $X_{o b s}$ and $X_{\text {miss }}$ are the sets of observed and missing data, respectively, and $\xi$ designates the set of parameters that describes the relation between $R$ and the dataset, $X$. The set of parameters, $\xi$ is normally unknown [18]. However, this is not a problem since it is the existence or absence of a relationship between $X$ and $R$ that defines the missing mechanisms.

To illustrate the three missing mechanisms, consider the small dataset in Table 2.2 which corresponds to a simulated dataset of a study in adolescent tobacco, with 20 participants. It is assumed that this data was collected via a survey made to students of high school level. In this study, several students have missing values on
their daily number of cigarettes.
Table 2.2: Simulated dataset of a study in adolescent tobacco use, with $\mathrm{N}=20$ participants. The daily average of cigarettes is presented with MCAR, MAR and MNAR missing values.

| Age | Number of Cigarettes |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Complete | MCAR | MAR | MNAR |
| 15 | 2 | 2 | - | 2 |
| 15 | 3 | - | - | 3 |
| 15 | 4 | - | - | 4 |
| 16 | 2 | 2 | - | 2 |
| 16 | 2 | 2 | - | 2 |
| 16 | 4 | 4 | - | 4 |
| 16 | 3 | 3 | - | 3 |
| 17 | 9 | - | 9 | - |
| 17 | 6 | 6 | 6 | - |
| 17 | 4 | - | 4 | 4 |
| 17 | 5 | 5 | 5 | 5 |
| 17 | 5 | 5 | 5 | 5 |
| 18 | 7 | - | 7 | - |
| 18 | 6 | 6 | 6 | - |
| 18 | 7 | - | 7 | - |
| 19 | 3 | 3 | 3 | 3 |
| 19 | 8 | - | 8 | - |
| 19 | 3 | - | 3 | 3 |
| 20 | 9 | 9 | 9 | - |
| 20 | 2 | 2 | 2 | 2 |

## Missing Completely At Random

The Missing Completely At Random mechanism (MCAR) occurs when the mechanism under the missingness is unrelated to any observed or unobserved value from the dataset, so:

$$
\begin{equation*}
p\left(R=1 \mid X_{o b s}, X_{m i s s}, \xi\right)=p(R=1 \mid \xi) \tag{2.3}
\end{equation*}
$$

Equation 2.3 shows that the probability that R takes 1 as value (i.e., there is a missing value) is conditioned by some parameter (or set of parameters) $\xi$, but it is not conditioned by any data, whether it may be $X_{m i s s}$ or $X_{\text {obs }}$.

In the MCAR column, the missing values for the daily number of cigarettes are unrelated with their own values and also with the Age, so missingness is unrelated
to the data. One possible explanation for MCAR values is that students did not go to school to participate in the survey, because of some personal event (e.g. a funeral, a car accident, an illness) which is not part of the dataset.

## Missing At Random

In this case, the cause of the missing data is related with observed values from the dataset. This mechanism can be expressed by the relation:

$$
\begin{equation*}
p\left(R=1 \mid X_{o b s}, X_{m i s s}, \xi\right)=p\left(R=1 \mid X_{o b s}, \xi\right) \tag{2.4}
\end{equation*}
$$

Equation 2.4 describes the probability of a missing value occurring under MAR mechanism. This probability is conditioned by the observed data, $X_{o b s}$, through some parameter (or set of parameters), $\xi$.

For the MAR example, the number of daily cigarettes is missing for younger students (aged between 15 and 16). For example, younger students are less likely to fill in their number of smoked cigarettes in a day because they do not want to admit that they are regular smokers. However, this lack of values has nothing to do with the daily number of cigarettes reported by a student - it is only related to their age.

## Missing Not At Random

Finally, data is Missing Not At Random (MNAR) when the probability of a value to be missing is related with the missing data itself. This mechanism can be expressed by the expression:

$$
\begin{equation*}
p\left(R=1 \mid X_{o b s}, X_{m i s s}, \xi\right) \tag{2.5}
\end{equation*}
$$

Equation 2.5 shows that the probability of missing a value depends on the set of missing data, $X_{m i s s}$, but also on the set of observed data, $X_{o b s}$. So, this probability varies in a way that is unknown to us, which makes this mechanism more complex.

Considering again the dataset in Table 2.2, we can see that MNAR values are directly related with the missing values. If students smoke a lot they are more likely to hide their number of daily cigarettes. So, the probability of a missing value depends on the value itself - the probability of a missing value is higher for students who smoke frequently and may also be related to their age.

### 2.2.1 Synthetic Missing Data Generation Methods

The three mechanisms can be synthetically generated in various ways, and consequently different implementations can be found in the literature. Tipically, the studies on missing data imputation follow a specific pipeline:

1. Selection of complete datasets, that will constitute the ground truth; these datasets can have different characteristics (e.g., dimensionality, sample size, types of features)
2. Synthetic generation of missing values, that can encompass the different missing mechanisms and univariate (univa) and multivariate (unifo) approaches;
3. Data imputation using several strategies, either statistic-based, or machine learning-based techniques;
4. Evaluation of imputation methods in terms of imputation quality and/or classification performance.

In this subsection, we focus on step 2 and will present several univa and unifo Missing Data (MD) generation approaches (based on related works) and the respective pseudo-codes. These pseudo-codes use several functions as building blocks which are described in Table A.1. The nomenclature we use represents the missing values by " $N a N$ " values. Table 2.3 shows all the missing data generation approaches that were implemented and a brief description. We implemented all the synthetic generation approaches using Python 3.

In addition to the pseudo-codes, we also present illustrative schemes for some approaches. In all of them, we use grey observations to represent the location of the missing values. Moreover, we represent the observed values that are relevant in a particular approach using different shades of green: darker shades are used to represent higher values while lighter shades represent lower values.

### 2.2.1.1 Univariate implementations

For the univariate implementations, the feature that will have MD, $x_{m i s s}$, will always be the one most correlated with the class labels. This correlation is accessed through the calculation of all the correlation coefficients between each feature and the class label. It is important to emphasize that we have decide to choose $x_{\text {miss }}$ in this way but this approach may not match the one used on related works.

Table 2.3: Summary of the different missing data configurations found in the related work.

| Univariate |  |  | Multivariate |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Designation | Authors | Description | Designation | Authors | Description |
| $M C A R 1_{u n i v a}$ | Twala et al. [19] | Based on the values of a Bernoulli distribution. | $M C A R 1_{u n i f o}$ | Twala et <br> al. [19] | Based on the values of a Bernoulli distribution. |
| MCAR2 ${ }_{\text {univa }}$ | Rieger et al. [20]; Xia et al. [21] | Random observations of $x_{m i s s}$ are set to be missing. | MCAR2 ${ }_{\text {unifo }}$ | Nanni al. $[22]$$\quad$ et | For each observation, a random percentage of features is set to be missing. |
|  |  |  | MCAR3 ${ }_{\text {unifo }}$ | Garciarena et <br> al. [23]; Ali et <br> al. [24]; Zhu et <br> al. [25] | Random observations are set to be missing, considering all the dataset. |
| $M A R 1_{u n i v a}$ | Twalaal. $[19]$ et | Observations bellow the MR percentile of $x_{o b s}$ are set to be missing on $x_{\text {miss }}$. | $M A R 1{ }_{\text {unifo }}$ | Twala et al. [19] | Observations bellow the MR percentile of $x_{o b s}$ are set to be missing on $x_{\text {miss }}$. |
| $M A R 2_{\text {univa }}$ |  | Based on ranks of $x_{\text {obs }}$. | $M A R 2{ }_{\text {unifo }}$ | Zhu et al. [26]; <br> Ali et al. [24] | Based on the median of $x_{\text {obs }}$. |
| MAR3 ${ }_{\text {univa }}$ | Rieger et al. [20] | Based on the median of $x_{\text {obs }}$. | $M A R 3{ }_{\text {unifo }}$ | Garciarena et al. [23] | There is only one observed feature. Each $x_{\text {miss }}$ will have missing values for the lowest observations of $x_{o b s}$. |
| MAR4univa |  | $x_{\text {miss }}$ will have missing values depending on the highest values of $x_{\text {obs }}$. |  |  |  |
| MAR5 univa |  | $x_{\text {miss }}$ will have missing values depending on the lowest and the highest values of $x_{o b s}$. |  |  |  |
| $M N A R 1_{u n i v a}$ | Twala al. $[19]$ et | Lowest values of $x_{\text {miss }}$ are deleted. | $M N A R 1_{\text {unifo }}$ | Zhu et al [26].; <br> Ali et al. [24] | Based on the median of $x_{\text {miss }}$. |
| MNAR2 ${ }_{\text {univa }}$ | Xia et al. [21] | Highest values of $x_{\text {miss }}$ are deleted. | $M N A R 2{ }_{\text {unifo }}$ | Garciarena et al. [23] | All the features will have missing values for the same observations. |
|  |  |  | MNAR3 ${ }_{\text {unifo }}$ | Garciarena et al. [23] | Lower values of each $x_{\text {miss }}$ are set to be missing. |
|  |  |  | MNAR4 ${ }_{\text {unifo }}$ | Twala al. $[19]$ et | Features are separated into pairs. Each has one $x_{\text {miss }}$. Lower values of each $x_{\text {miss }}$ are set to be missing. |

Choosing $x_{\text {miss }}$ to be the most correlated feature with the class labels ensures a generic pattern among all the datasets used. On the other hand, it is also safeguarded that the values that are set to be missing are relevant information. However, other approaches can be found in the literature such as choosing $x_{\text {miss }}$ randomly as in Xia et al. [21] and Rieger et al. [20].

## Univariate MCAR implementations

For MCAR mechanism, we consider two univariate implementations, $M C A R 1_{\text {univa }}$ (Figure 2.1a and Algorithm 1) and MCAR2 ${ }_{\text {univa }}$ (Figure 2.1b and Algorithm 2), based on three related works (Twala et al. [19], Rieger et al. [20], Xia et al. [21]).

(a) Missing data pattern for $M C A R 1_{\text {univa }}$ implementation. $b$ represents the Bernoulli distribution.

(b) Missing data pattern for $M C A R 2_{\text {univa }}$ implementation.

Figure 2.1: Schemes describing missing data patterns for each MCAR implementation. In (a), the missingness is defined by a Bernoulli distribution.

Twala et al. [19] performed MCAR generation by choosing the locations of $x_{\text {miss }}$ using a Bernoulli distribution - it is referred to as $M C A R 1_{\text {univa }}$. The Bernoulli distribution is a discrete distribution that has outcome $k=1$ with a probability $p$ and outcome $k=0$ with a probability of $1-p$, as shown in Equation 2.6. The probability $p$ represents the expected missing rate and, as in any Bernoulli trial, each value of $x_{\text {miss }}$ has a probability $p$ of being deleted.

$$
f(k, p)=\left\{\begin{array}{l}
1-p \text { for } k=0  \tag{2.6}\\
p \text { for } k=1
\end{array}\right.
$$

This implementation is not the most accurate as it may not return the expected missing rate, especially when it comes to small datasets. Of course, in any of the implementations, we may have to round the number of Missing Values (MVs) that we want to generate. For example, consider a dataset with 30 observations and 5 features in which we want to generate $15 \%$ of MVs that will be equally distributed by all features - each feature should have $4.5(30 \times 15 \%)$ missing values but in reality,
it will have 5, which corresponds to a MR of, approximately, $16.7 \%$. However, there are some implementations that, by their nature, can generate a very different number of MVs that was intended and hence they are limiting.

According to the Law of Large Numbers (LLN), the expected probability is more easily achieved for datasets with many samples. The increase in the number of observations makes the number of outcomes equal to $1(k=1)$ converge to the expected probability.

```
Algorithm 1: Implementation of \(M C A R 1_{\text {univa }}\).
Input :
    data: Complete dataset
    MR: MD percentage
    \(j_{\text {miss }}\) : Missing feature index
Output:
    Dataset with MR\% generated MD
begin
    \(\mathrm{x}=\) numObservations(data)
    observations \(=\) bernoulli \((M R\), size \(=x)\)
    data \([\) (observations \(\left.==1), j_{\text {miss }}\right]=" N a N "\)
return (data)
```

Rieger et al. [20] and Xia et al. [21] proposed a simple method for generating MCAR which chooses random locations in $x_{\text {miss }}$ to be missing. We choose this random locations with a random number generator function. This implementation method is the most immediate for a random mechanism and is herein referred to as $M C A R 2_{\text {univa }}$.

```
Algorithm 2: Implementation of \(M C A R 2_{\text {univa }}\).
Input :
            data: Complete dataset
            MR: MD percentage
            \(j_{\text {miss }}\) : Missing feature index
Output:
            Dataset with MR\% generated MD
begin
    \(\mathrm{x}=\) numObservations(data)
    numMV \(=\operatorname{round}(x \times M R \div 100)\)
    observations \(=\) random \((x\), size \(=\) numMV \()\)
    data[ observations, \(\left.j_{m i s s}\right]=" N a N "\)
return(data)
```


## Univariate MAR implementations

For MAR mechanism we consider five different implementations: $M A R 1_{\text {univa }}$ (Figure 2.2 and Algorithm 3), MAR2 univa (Algorithm 4), MAR3 ${ }_{\text {univa }}$ (Algorithm 5), $M A R 4_{\text {univa }}$ (Figure 2.3 and Algorithm 6) and $M A R 5_{\text {univa }}$ (Figure 2.4 and Algorithm 7). All MAR generation methods make use of an observed feature $x_{o b s}$ to
define the missing locations in $x_{\text {miss }}$ : again, the missing feature $x_{\text {miss }}$ will be the one most correlated with the class labels and the observed feature, $x_{o b s}$, is the one most correlated with the missing feature, $x_{\text {miss }}$. As mentioned previously, this choice of features was made in order to coherently compare the obtained results on all the used datasets. Once again, this approach may not coincide with those used in related works.

Twala et al. [19] implemented a MAR generation algorithm, referred to as $M A R 1_{\text {univa }}$, where $x_{\text {miss }}$ will be missing for the observations that are below the MR percentile in the observed feature $x_{o b s}$. This means that the lowest observations of $x_{o b s}$ will be deleted on $x_{\text {miss }}$.

```
Algorithm 3: Implementation of \(M A R 1_{\text {univa }}\).
Input :
            data: Complete dataset
            MR: MD percentage
            \(j_{\text {miss }}\) : Missing feature index
            \(x_{\text {obs }}\) : Observed feature
Output:
            Dataset with MR\% generated MD
begin
    \(\mathrm{x}=\) numObservations(data)
    numMV \(=\operatorname{round}(x \times M R \div 100)\)
    observations \(=\operatorname{sort}\left(x_{o b s}\right.\), reverse \(=\) False \()\)
    observations \(=\) observations [ \(0:\) numMV ]
    data[ observations, \(j_{m i s s}\) ] \(=\) "NaN"
return (data)
```



Figure 2.2: Missing data pattern for $M A R 1_{\text {univa }}$ implementation.

In the work of Rieger et al. [20], 4 different MAR generations are suggested, which we have implemented as well in this work ( $M A R 2_{\text {univa }}, M A R 3_{\text {univa }}, M A R 4_{\text {univa }}$ and MAR5 $_{\text {univa }}$ ):
$M A R 2_{\text {univa }}$ is based on ranks of $x_{\text {obs }}\left(r_{\text {obs }}\right)$ : the probability of a pattern $x_{i, m i s s}$ to be missing is computed by dividing the rank of $x_{i, o b s}$ by the sum of all ranks for $x_{o b s}$. Then, the patterns to have missing values are sampled according to such probability, until the desired MR is reached (this method is also used by Xia et al. [21]);

$$
\begin{equation*}
p_{m i s s}=\frac{r_{i, o b s}}{\sum_{i=1}^{m} r_{i, o b s}} \tag{2.7}
\end{equation*}
$$

```
Algorithm 4: Implementation of \(M A R 2_{\text {univa }}\).
Input :
    data: Complete dataset
    MR: MD percentage
    \(j_{\text {miss }}\) : Missing feature index
    \(x_{o b s}\) : Observed feature
Output
            Dataset with MR\% generated MD
begin
    \(\mathrm{x}=\) numObservations(data)
    numMV \(=\operatorname{round}(x \times M R \div 100)\)
    ranks \(=\operatorname{rank}\left(x_{o b s}\right)\)
    probs \(=\) ranks \(/ \operatorname{sum}(\) ranks \()\)
    observations \(=\operatorname{random}(\mathrm{x}\), size \(=\) numMV, \(\mathrm{p}=\) probs \()\)
    data[ observations, \(\left.j_{\text {miss }}\right]=" N a N "\)
return (data)
```

In $M A R 3_{\text {univa }}$, the patterns are divided into two groups according to the median of the observed feature $x_{o b s}$, so that the probability of missingness is different among groups: patterns with observations greater than (or equal to) the median of $x_{o b s}$ will belong to Group 1, otherwise the observations belong to Group 2. In Algorithm 5, groups is an array of size x that contains the group of each observation in $x_{\text {obs }}$. The observations are then sampled according to an established probability of missingness that will be $\frac{0.9}{n G_{1}}$ for Group 1 and $\frac{0.1}{n G_{2}}$ for Group $2\left(n G_{1}\right.$ and $n G_{2}$ are the number of observations in Group 1 and Group 2, respectively);

$$
p_{m i s s}=\left\{\begin{array}{l}
\frac{0.9}{n G_{1}} \text { if } x_{i, o b s}>=\operatorname{median}\left(x_{o b s}\right)  \tag{2.8}\\
\frac{0.1}{n G_{2}} \text { if } x_{i, o b s}<\operatorname{median}\left(x_{o b s}\right)
\end{array}\right.
$$

In MAR4 $4_{\text {univa }}$, the locations of $x_{\text {miss }}$ where $x_{\text {obs }}$ assumes its highest values are set to be missing.
$M A R 5_{\text {univa }}$ considers both the highest and lowest values of $x_{\text {obs }}$ : given the necessary number of observations to have missing values for the specified missing rate, call it numMV, MAR5 ${ }_{\text {univa }}$ sets numMV/2 observations to have missing values according

```
Algorithm 5: Implementation of \(M A R 3_{\text {univa }}\).
Input :
    data: Complete dataset
    MR: MD percentage
    \(j_{\text {miss }}\) : Missing feature index
    groups: array with the groups of each observation of \(x_{o b s}\)
    \(n G 1\) and \(n G 2\) : number of observations in Group 1 and Group 2, respectively
Output:
    Dataset with MR\% generated MD
begin
    \(\mathrm{x}=\) numObservations(data)
    numMV \(=\operatorname{round}(x \times M R \div 100)\)
    probs \(=[]\)
    for \(g\) in groups do
        if \(g==1\) then
            probs.append \(\left(0.9 / n G_{1}\right)\)
        if \(g==2\) then
            probs.append \(\left(0.1 / n G_{2}\right)\)
    observations \(=\operatorname{random}(\mathrm{x}\), size \(=\) numMV, \(\mathrm{p}=\) probs \()\)
    data \(\left[\right.\) observations, \(\left.j_{\text {miss }}\right]=" N a N "\)
return (data)
```

```
Algorithm 6: Implementation of \(M A R 4_{\text {univa }}\).
Input :
    data: Complete dataset
    MR: MD percentage
    \(j_{\text {miss }}\) : Missing feature index
    \(x_{o b s}\) : Observed feature
Output:
    Dataset with MR\% generated MD
begin
    \(\mathrm{x}=\) numObservations(data)
    numMV \(=\operatorname{round}(x \times M R \div 100)\)
    observations \(=\operatorname{sort}\left(x_{o b s}\right.\), reverse \(=\) True \()\)
    observations \(=\) observations \([0:\) numMV ]
    data[ observations, \(\left.j_{\text {miss }}\right]=" N a N "\)
return (data)
```

to the highest values of $x_{o b s}$, and $n u m M V / 2$ according to the lowest.

## Univariate MNAR implementations

In the MNAR context, there is no dependency on any observed feature, so for this mechanism there is only one feature of interest, the missing feature, $x_{\text {miss }}$.

For this mechanism, two methods were implemented, $M N A R 1_{\text {univa }}$ (Figure 2.5a, Figure 2.5 b and Algorithm 8) and $M N A R 2_{\text {univa }}$ (Figure 2.6a, Figure 2.6b and Algorithm 9). MNAR1 $1_{\text {univa }}$ was proposed by Twala et al. [19]: this method is similar to the approach used in $M A R 1_{\text {univa }}$, but the feature $x_{\text {miss }}$ itself is used as observed


Figure 2.3: Missing data pattern for $M A R 4_{\text {univa }}$ implementation.

```
Algorithm 7: Implementation of \(M A R 5_{\text {univa }}\).
Input :
    data: Complete dataset
    MR: MD percentage
    \(j_{\text {miss }}\) : Missing feature index
    \(x_{o b s}\) : Observed feature
Output:
    Dataset with MR\% generated MD
begin
    \(\mathrm{x}=\) numObservations(data)
    numMV \(=\operatorname{round}(x \times M R \div 100)\)
    highest_observations \(=\operatorname{sort}\left(x_{\text {obs }}\right.\), reverse \(=\) True \()\)
    lowest_observations \(=\operatorname{sort}\left(x_{o b s}\right.\), reverse \(=\) False \()\)
    highest_observations \(=\) highest_observations \([0:\) numMV/2]
    lowest_observations \(=\) lowest_observations[ \(0:\) numMV/2]
    data[ highest_observations, \(\left.j_{\text {miss }}\right]=\) " \(N a N\) "
    data[ lowest_observations, \(\left.j_{\text {miss }}\right]=" N a N "\)
return (data)
```



Figure 2.4: Missing data pattern for $M A R 5_{\text {univa }}$ implementation.
feature, i.e, the MR percentile of $x_{\text {miss }}$ is determined and values of $x_{m i s s}$ lower than the cut-off value are removed.

```
Algorithm 8: Implementation of \(M N A R 1_{\text {univa }}\).
Input :
    data: Complete dataset
    MR: MD percentage
    \(j_{\text {miss }}\) : Missing feature index
    \(x_{\text {miss }}\) : Missing feature
Output:
            Dataset with MR\% generated MD
begin
    \(\mathrm{x}=\) numObservations(data)
    numMV \(=\operatorname{round}(x \times M R \div 100)\)
    observations \(=\operatorname{sort}\left(x_{\text {miss }}\right.\), reverse \(=\) False \()\)
    observations \(=\) observations [ \(0:\) numMV ]
    data[observations, \(j_{m i s s}\) ] \(=\) " \(N a N "\)
return (data)
```


(a) Complete dataset.

(b) Dataset with synthetic missing values.

Figure 2.5: Missing data pattern for $M N A R 1_{\text {univa }}$ implementation.
$M N A R 2_{\text {univa }}$ is created according to Xia et al. [21]: larger values of $x_{\text {miss }}$ are removed until the MR is reached.

### 2.2.1.2 Multivariate implementations

Regarding multivariate implementations, there are several alternatives to choose the missing values positions. For MCAR and MNAR, usually the missing values are generated in all the features of the dataset (except for $M N A R 2_{\text {unifo }}$ and $M N A R 4_{u n i f o}$, as will be explained bellow). However, for MAR, the process will be different. In this

```
Algorithm 9: Implementation of \(M N A R 2_{\text {univa }}\).
Input :
    data: Complete dataset
    MR: MD percentage
    \(j_{\text {miss }}\) : Missing feature index
    \(x_{m i s s}\) : Missing feature
Output:
    Dataset with MR\% generated MD
begin
    \(\mathrm{x}=\) numObservations(data)
    numMV \(=\operatorname{round}(x \times M R \div 100)\)
    observations \(=\operatorname{sort}\left(x_{\text {miss }}\right.\), reverse \(=\) True \()\)
    observations \(=\) observations \([0:\) numMV ]
    data[ observations, \(\left.j_{\text {miss }}\right]=" N a N "\)
return (data)
```


(a) Complete dataset.

(b) Dataset with synthetic missing values.

Figure 2.6: Missing data pattern for $M N A R 2_{\text {univa }}$ implementation.
case, it is necessary to have at least one observed feature and it is also common to create pairs of correlated features which are composed of an observed and a missing feature, $\left(x_{o b s}, x_{\text {miss }}\right)$, where $x_{\text {miss }}$ has the missing values while $x_{o b s}$ will be complete.

## Multivariate MCAR implementations

We consider three different multivariate implementations of the missing completely at random (MCAR) mechanism, which are presented on five related works (Twala et al. [19], Nanni et al. [22], Garciarena et al. [23], Ali et al. [24] and Zhu et al. [26]). In Twala et al. [19], the three multivariate generations are performed similar to its univariate implementations. MCAR is generated similar to $M C A R 1_{\text {univa }}$, but in this case random locations are chosen for each feature, also using a Bernoulli distribution. It would be expected that all features have the same amount of missingness which
may not happen because of the Bernoulli distribution. This implementation will be denoted as $M C A R 1_{\text {unifo }}$ (Figure 2.7 and Algorithm 10).

```
Algorithm 10: Implementation of \(M C A R 1_{\text {unifo }}\).
Input :
        data: Complete dataset
        MR: MD percentage
Output:
            Dataset with MR\% generated MD
begin
    \(\mathrm{x}=\) numObservations(data)
    \(\mathrm{y}=\) numFeatures(data)
    for \(j_{\text {miss }}\) in range \((0, y)\) do
        observations \(=\) bernoulli \((M R\), size \(=x)\)
        \(\operatorname{data}\left[(\right.\) observations \(\left.==1), j_{\text {miss }}\right]=" N a N "\)
return (data)
```



Figure 2.7: Missing data pattern for $M C A R 1_{\text {unifo }}$ implementation. $b$ represents the Bernoulli distribution for each feature.

Nanni et al. [22] generate MCAR in a slightly different way: instead of generating missing values by feature, they are generated by observation. Here, the desired number of missing values is equally distributed by all the observations and the choice of missing features is randomly performed. So, in this case, different features may be missing for different observations of the dataset. This implementation is not completely accurate since the desired MR may not be attained since, by rounding the number of missing values for each observation, the desired number of missing values may not be reached. Nanni et al. [22] implementation is herein referred to as $M C A R 2_{\text {unifo }}$ (Figure 2.8 and Algorithm 11).

```
Algorithm 11: Implementation of \(M C A R 2_{\text {unifo }}\).
Input :
    data: Complete dataset
    MR: MD percentage
Output:
    Dataset with MR\% generated MD
begin
    \(\mathrm{x}=\) numObservations(data)
    \(y=\) numFeatures(data)
    numMV \(=\operatorname{round}(y \times M R \div 100)\)
    for \(i\) in range \((0, x)\) do
        featureMV \(=\operatorname{random}(y\), size \(=\) numMV \()\)
        data \([\mathrm{i}\), featureMV] \(=" N a N "\)
return (data)
```



Figure 2.8: Missing data pattern for $M C A R 2_{\text {unifo }}$ implementation.

In Garciarena et al. [23], Ali et al. [24] and Zhu et al. [26] is proposed a simple method for MCAR generation which will be denoted as MCAR3 ${ }_{\text {unifo }}$ (Figure 2.9 and Algorithm 12). This method chooses random locations in the dataset to be missing until the desired missing rate is reached.

## Multivariate MAR implementations

We consider three multivariate implementations for MAR mechanism, which are based on four different works (Twala et al. [19], Zhu et al. [26], Ali et al. [24] and Garciarena et al. [23]).

The following two MAR implementations use the same approach for choosing the observed and missing features. Twala et al. [19], Zhu et al. [26] and Ali et al. [24] define pairs of features which include an observed and a missing feature ( $x_{o b s}, x_{m i s s}$ ). This pair selection of features is based on high correlations among all the features of the dataset. In the case of having an odd number of features, the unpaired feature

```
Algorithm 12: Implementation of \(M C A R 3_{\text {unifo }}\).
Input :
    data: Complete dataset
    MR: MD percentage
Output:
    Dataset with MR\% generated MD
begin
    \(\mathrm{x}=\) numObservations(data)
    \(\mathrm{y}=\) numFeatures(data)
    numMV \(=\operatorname{round}(x \times y \times M R \div 100)\)
    countMV \(=\operatorname{count}(\) data \()\)
    while countMV \(!=\) num \(M V\) do
        observationMV \(=\operatorname{random}(x\), size \(=1)\)
        featureMV \(=\operatorname{random}(y, \operatorname{size}=1)\)
        data[observationMV, featureMV] \(=" N a N "\)
        countMV \(=\operatorname{count}(\) data \()\)
return (data)
```



Figure 2.9: Missing data pattern for $M C A R 3_{\text {unifo }}$ implementation.
may be added to the pair which contains its most correlated feature.
Twala et al. [19] proposed a multivariate implementation which is similar to its univariate version ( $M A R 1_{\text {univa }}$ ) - herein referred to as $M A R 1_{\text {unifo }}$ (Figure 2.10 and Algorithm 13). For each pair of correlated features, the missing feature will be the one most correlated with the class labels. In the case of having a triple of correlated features, there will be two missing features which will also be those most correlated with the labels. $M A R 1_{\text {unifo }}$ sets the observations of $x_{\text {miss }}$ to be missing when they correspond to values of $x_{\text {obs }}$ bellow $2 \times M R$ quantil ( $\frac{3}{2} \times M R$ quantil for triples).

Zhu et al. [26] and Ali et al. [24] also created pairs of correlated features, however, it is not stated how observed and missing features are chosen. So, we adapt the implementation proposed in this work using the following approach: for each pair

```
Algorithm 13: Implementation of \(M A R 1_{\text {unifo }}\). This pseudo-code assumes that
there is an even number of features. pairs is an array with the paired indices of
features.
Input :
    data: Complete dataset
    MR: MD percentage
    pairs: array containing the pairs of correlated features
Output:
            Dataset with MR\% generated MD
begin
    \(\mathrm{x}=\) numObservations(data)
    for pair in pairs do
        \(j_{o b s}, j_{\text {miss }}=\) select_by_correlation(pair, data)
        \(x_{o b s}=\operatorname{data}\left[:, j_{o b s}\right]\)
        quantil \(=2 \times x \times M R \div 100\)
        observations \(=\operatorname{sort}\left(x_{\text {obs }}\right.\), reverse \(=\) False \()\)
        observations \(=\) observations[ 0 : quantil ]
        data[ observations, \(j_{m i s s}\) ] \(=\) "NaN"
return (data)
```



Figure 2.10: Missing data pattern for $M A R 1_{\text {unifo }}$ implementation.
of correlated features, the missing feature, $x_{\text {miss }}$, will be randomly chosen and the remaining one will be the observed feature, $x_{\text {obs }}$. We use this approach in order to present an alternative to the choice of $x_{\text {miss }}$ and $x_{\text {obs }}$. For each pair or triple of features, $x_{\text {miss }}$ is divided in two groups according to the median of $x_{o b s}$ : the values of $x_{\text {miss }}$ will be assigned to a group (or another) according to whether the respective observations of $x_{o b s}$ have lower (or greater) values than its median. Zhu et al. [26] proposed a more complete version of this implementation: for categorical features, two equally-sized groups are created by randomly dividing the observations. After splitting the observations into two groups, one group is randomly selected to have missing values with a probability of $4 \times M R(3 \times M R$ for triples $)$. This implementation is herein referred to as $M A R 2_{\text {unifo }}$ (Algorithm 14).

```
Algorithm 14: Implementation of \(M A R 2_{\text {unifo }}\). This pseudo-code assumes that
there is an even number of features.
Input :
    data: Complete dataset
    MR: MD percentage
    pairs: array containing the pairs of correlated features
Output:
    Dataset with MR\% generated MD
begin
    \(\mathrm{x}=\) numObservations(data)
    for pair in pairs do
        \(j_{\text {obs }}, j_{\text {miss }}=\) random_select(pair)
        \(x_{o b s}=\operatorname{data}\left[:, j_{o b s}\right]\)
        \(\mathrm{g} 1, \mathrm{~g} 2=\operatorname{group}\left(x_{o b s}\right.\), threshold \(\left.=\operatorname{median}\left(x_{o b s}\right)\right)\)
        \(\mathrm{g}=\) random_select(g1, g2)
        observations \(=\operatorname{random}(\mathrm{g}\), size \(=4 \times M R \times \operatorname{size}(g) \div 100)\)
        data[ observations, \(\left.j_{\text {miss }}\right]=" N a N "\)
return (data)
```

Garciarena et al. [23] performed MAR generation setting the lowest observations of $x_{o b s}$ to be missing in the missing features. In this case, there is only an observed feature $x_{o b s}$, which is randomly chosen. Here, there are $n F$ missing features that are also randomly chosen. This implementation of Garciarena et al. will be referred to as $M A R 3_{\text {unifo }}$ (Figure 2.11 and Algorithm 15).

```
Algorithm 15: Implementation of \(M A R 3_{\text {unifo }}\).
Input :
            data: Complete dataset
            MR: MD percentage
            nF : number of missing features
Output:
            Dataset with MR\% generated MD
begin
    \(\mathrm{x}=\) numObservations(data)
    \(\mathrm{y}=\) numFeatures(data)
    numMV \(=\operatorname{round}(x \times y \times M R \div 100 \div n F)\)
    \(j_{o b s}=\operatorname{random}(\mathrm{y}, \operatorname{size}=1)\)
    \(x_{o b s}=\operatorname{data}\left[:, j_{o b s}\right]\)
    features \(=\operatorname{remove}\left([1: y], j_{o b s}\right)\)
    featuresMV \(=\) random (features, size \(=\mathrm{nF}\) )
    observations \(=\operatorname{sort}\left(x_{\text {obs }}\right.\), reverse \(=\) False \()\)
    observations \(=\) observations [ 0 : numMV ]
    for \(j_{\text {miss }}\) in features \(M V\) do
        data[ observations, \(\left.j_{\text {miss }}\right]=\) " \(N a N "\)
return (data)
```



Figure 2.11: Missing data pattern for $M A R 3_{\text {unifo }}$ implementation.

## Multivariate MNAR implementations

For MNAR mechanism we implement four multivariate MNAR versions, which are presented in four different works (Zhu et al. [26], Ali et al. [24], Garciarena et al. [23] and Twala et al. [19]).

Zhu et al. [26] and Ali et al. [24] generate MNAR by dividing each missing feature (i.e., each feature of the dataset) into two groups: one group will have the observations bellow the median of $x_{\text {miss }}$ and the other will have observations above the median. Zhu et al. [26] proposed a more complete version of this implementation as already explained for $M A R 2_{\text {unifo }}$. After splitting observations, one group is randomly chosen and their values are set to be missing with a probability of $2 \times M R$. The approach chosen to be implemented was the one of Zhu et al. [26] which will be denoted as MNAR1 $1_{\text {unifo }}$ (Algorithm 16).

```
Algorithm 16: Implementation of \(M N A R 1_{\text {unifo }}\).
Input :
            data: Complete dataset
            MR: MD percentage
Output:
            Dataset with MR\% generated MD
begin
    \(\mathrm{x}=\) numObservations(data)
    \(\mathrm{y}=\) numFeatures(data)
    for \(j_{\text {miss }}\) in range \((0, y)\) do
        \(x_{\text {miss }}=\operatorname{data}\left[:, j_{\text {miss }}\right]\)
        \(\mathrm{g} 1, \mathrm{~g} 2=\operatorname{group}\left(x_{\text {miss }}\right.\), threshold \(\left.=\operatorname{median}\left(x_{\text {obs }}\right)\right)\)
        \(\mathrm{g}=\) random_select(g1, g2)
        observations \(=\operatorname{random}(\mathrm{g}\), size \(=2 \times M R \times \operatorname{size}(g) \div 100)\)
        data[ observations, \(j_{\text {miss }}\) ] \(=\) "NaN"
return (data)
```

Garciarena et al. [23] proposed two different implementations for MNAR multivariate generation: $M N A R 2_{\text {unifo }}$ (Figure 2.12 and Algorithm 17) and $M N A R 3_{\text {unifo }}$ (Figures 2.13a and 2.13b and Algorithm 18). MNAR2 unifo is also called Missingness depending on unobserved Variables ( MuOV ) since each feature of the dataset will have the same number of missing values for the same observations. The missing observations and the $n F$ missing features are randomly chosen. Here, it is not intended to generate MD in all the features from the dataset because in that case we would be deleting complete samples. However, the authors do not refer to any restriction on the value of $n F$. Missingness depending on Its Value itself (MIV) is the definition chosen by Garciarena et al. [23] for MNAR3 ${ }_{\text {unifo }}$. This implementation chooses the lower values of each feature to be missing so, in this case, an observation can be missing depending on its value itself. Also, for this implementation, all the features will have the same number of missing values.

```
Algorithm 17: Implementation of \(M N A R 2_{\text {unifo }}\).
Input :
        data: Complete dataset
        MR: MD percentage
        nF : number of missing features
Output:
        Dataset with MR\% generated MD
begin
    \(\mathrm{x}=\) numObservations(data)
    \(\mathrm{y}=\) numFeatures(data)
    numMV \(=\operatorname{round}(x \times y \times M R \div 100 \div n F)\)
    observations \(=\operatorname{random}(\mathrm{x}\), size \(=\) numMV)
    featuresMV \(=\operatorname{random}(\mathrm{y}\), size \(=\mathrm{nF})\)
    for \(j_{\text {miss }}\) in features \(M V\) do
        data[ observations, \(\left.j_{\text {miss }}\right]=\) "NaN"
return (data)
```

Twala et al. [19] proposed a MNAR multivariate implementation similar to their MAR implementation $\left(M A R 1_{\text {unifo }}\right)$. This implementation is called $M N A R 4_{\text {unifo }}$ (Figures 2.14a and 2.14b and Algorithm 19) and, unlike the other approaches used for MNAR generation, there is also the creation of pairs of correlated features. As in $M A R 1_{\text {unifo }}, x_{\text {miss }}$ will be the one most correlated with the class labels and, in this case, there will be no $x_{\text {obs }}$. Furthermore, for an odd number of features, there will be a triple of correlated features with two missing features. For each $x_{m i s s}$, observations bellow $2 \times M R$ are set to be missing ( $\frac{3}{2} \times M R$ in case of a triple).


Figure 2.12: Missing data pattern for $M N A R 2_{\text {unifo }}$ implementation.

```
Algorithm 18: Implementation of \(M N A R 3_{\text {unifo }}\).
Input :
    data: Complete dataset
    MR: MD percentage
Output:
    Dataset with MR\% generated MD
begin
    \(\mathrm{x}=\) numObservations(data)
    \(\mathrm{y}=\) numFeatures(data)
    numMV \(=\operatorname{round}(x \times M R \div 100)\)
    for \(j_{\text {miss }}\) in range \((0, y)\) do
        observations \(=\operatorname{sort}\left(j_{\text {miss }}\right.\), reverse \(=\) False \()\)
        observations \(=\) observations [ \(0:\) numMV ]
        data[ observations, \(\left.j_{m i s s}\right]=" N a N "\)
return (data)
```


(a) Complete dataset.

(b) Dataset with synthetic missing values.

Figure 2.13: Missing data pattern for $M N A R 3_{\text {unifo }}$ implementation.

```
Algorithm 19: Implementation of MNAR4 \(4_{\text {unifo }}\).
Input :
    data: Complete dataset
    MR: MD percentage
    pairs: array containing the pairs of correlated features
Output:
    Dataset with MR\% generated MD
begin
    \(\mathrm{x}=\) numObservations(data)
    for pair in pairs do
        \(j_{o b s}, j_{\text {miss }}=\) select_by_correlation(pair, data)
        \(x_{\text {miss }}=\operatorname{data}\left[:, j_{m i s s}\right]\)
        quantil \(=2 \times x \times M R \div 100\)
        observations \(=\operatorname{sort}\left(x_{\text {miss }}\right.\), reverse \(=\) False \()\)
        observations \(=\) observations[ \(0:\) quantil ]
        data[ observations, \(\left.j_{m i s s}\right]=" N a N "\)
return (data)
```


(a) Complete dataset.

Figure 2.14: Missing data pattern for $M N A R 4_{\text {unifo }}$ implementation.

## Conclusions

In this section, we have provided a detailed description of several implementations for the three missing mechanisms. We implemented all the above approaches, however, we did not use them at all the stages of this work. We considered that the most appropriate approaches are those that guarantee the generation of the desired number of missing values. Therefore, we performed a selection of these implementations in order to have one per each mechanism and type (univa and unifo). More details will be provided in Chapter 4.

### 2.3 Missing Data Imputation

Imputation methods aim to find plausible values to replace the ones that are missing and are mainly divided into statistical-based or machine learning-based methods [5]. Statistical methods consist in replacing the missing observations with the most similar ones among the training data, without the need of constructing a predictive model to evaluate their "similarity" (e.g. Mean imputation). Machine learning-based techniques, construct a predictive model with the available data to estimate values for replacing those that are missing (e.g. k-Nearest Neighbours (kNN) imputation, Support Vector Machines (SVM) imputation, Stacked Denoising Autoencoders (SDAE) imputation).

### 2.3.1 Mean/Mode Imputation

The simplest method to impute missing values is Mean/Mode imputation. The missing entries of each feature, $x_{\text {miss }}$, are replaced by the mean of its observed values or by the mode, in case of categorical values. Class-conditional mean imputation is a variant approach where each MV is replaced with the mean of observed values belonging to its class [5]. Although this method is quite simple it has several limitations since it can produced biased estimates and it does not preserve the relationships between features [27]. Mean/Mode imputation is herein referred to as Meanimp and was applied using the implementation of Scikit Learn's.

### 2.3.2 Imputation with k-Nearest Neighbours

The kNN algorithm is quite popular in the missing data imputation field [28]. Basically, given a missing value in a pattern, a plausible substitute value can be estimated using the values of patterns that are close to it, considering observed values from other features than $x_{\text {miss }}$. This estimation may be the mean of nearest neighbours in case of a continuous feature and also may be the mode, for categorical features. This technique requires a selection of a distance metric and a definition of the number of neighbours, k: we defined the nearest neighbours using Euclidean Distance, as it is done in several related works [29]; we used three different values for $\mathrm{k}-1$, 3 and 5. Furthermore, we refer to this method as kNNimp and to apply it we use fancyimpute [30] implementation in Python.

### 2.3.3 Imputation with Support Vector Machines

SVM are a powerful classification technique widely used in the pattern recognition field. This approach can be used in both classification and regression problems. Originally, SVM was a linear classifier but it can be improved by modifying kernel functions [31]. One of the most typical kernel functions is the Gaussian Radial Basis Function (RBF) kernel. In this work, we used a SVM regressor with a RBF kernel to imputation purposes. This method requires a tuning process where the optimal parameters $C$ and $\gamma$ are calculated, for each complete dataset. To fill in the missing values, each missing feature, $x_{\text {miss }}$ is used as target while the remaining features are used to train the model. This imputation approach, here referred to as SVMimp, was implemented by us using scikit-learn.

### 2.3.4 Multiple Imputation by Chained Equations

Multiple Imputation by Chained Equations (MICE) is a widely used multiple imputation approach $[32,33]$ that creates several regression models so that each $x_{\text {miss }}$ is conditionally modeled by the remaining features. This method is composed of 4 main steps [34]:

1. All the MVs are replaced by the average of the observed values - pre-imputation step using mean imputation;
2. For each $x_{\text {miss }}$ : the MV are set back to be missing;
3. A regression of $x_{\text {miss }}$ predicted by the remaining features of the dataset is performed, using the observed values of $x_{\text {miss }}$;
4. The regression equation obtained in the previous step is used to predict the MV of $x_{m i s s}$.

This iterative process through the missing features is repeated until the convergence of the imputation parameters (e.g., coefficients of the regression model) [34]. At the end, MICE has replaced the MV using several regressions that preserved the relationship between the data. MICE was applied using fancyimpute [30] implementation in Python, with default settings.

### 2.3.5 Expectation-Maximization

The Expectation-Maximization (EM) [35] is a maximum likelihood method that estimates the MV considering their relation with the unknown parameters of the data model [36]. The main idea of this algorithm is to iteratively adjust the MV while preserving the covariance structure of the data. In brief, the EM can be summarized in the following steps:

1. Initialize the unknown parameters of the data model (randomly);
2. Compute the probability distribution over the possible values, using the current parameters. Fill-in the missing values with the estimated values - Expectation step;
3. Estimate another set of parameters for the current data - Maximization step. The iteration between steps 2 and 3 continues until the estimates converge. We used EM's implementation from library impyute [37] in Python.

### 2.3.6 Denoising Autoencoders

Neural network-based methods have been increasingly used for missing data imputation [38]; however, deep learning architectures especially designed for missing data imputation remain an understudied topic.

Denoising Autoencoders (DAEs) [39] are designed to recover noisy data ( $\tilde{\mathbf{x}}$ ), which can exist due to data corruption via some additive mechanism or by missing data [40]. DAEs are a variant of Autoencoders (AEs) (Figure 2.15) which are a type of artificial neural networks that are trained to reproduce its input at the output layer. Each autoencoder is composed by three layers (input, hidden and output layer) which can be divided into two parts: encoder (from the input layer to the output of the hidden layer) and decoder (from the hidden layer to the output of the output layer).

The DAE is similar to a basic AE: the main difference is the application of a stochastic corruption to the inputs of the DAE during the training phase. One of the possible corruptions techniques consists in setting to 0 a fixed amount of features for each observation (Figure 2.17). There are other possible corruption processes, such as adding Gaussian noise or salt-and-pepper noise [41].

The encoder part of a DAE maps an input vector $\tilde{x}$ to a hidden representation $\mathbf{y}$, through a nonlinear transformation $f_{\theta}(\tilde{x})=s\left(\tilde{x} \mathbf{W}^{T}+\mathbf{b}\right)$ where $\theta$ represents


Figure 2.15: Simplified structure of an Autoencoder. $f$ represents the encoder and $g$ represents the decoder.


Figure 2.16: Simplified structure of an Denoising Autoencoder.
the weight matrix $\mathbf{W}$ and bias vector $\mathbf{b}$. The resulting $\mathbf{y}$ representation is then mapped back to a vector $\mathbf{z}$ which has the same shape of $\tilde{x}$, where $\mathbf{z}$ is equal to $g_{\theta}^{\prime}(\mathbf{y})=s\left(\mathbf{W}^{\prime} \mathbf{y}+\mathbf{b}^{\prime}\right)$. The training of an DAE consists in optimising the model parameters ( $\mathbf{W}, \mathbf{W}^{\prime}, \mathbf{b}$ and $\left.\mathbf{b}^{\prime}\right)$ to minimise the reconstruction error between $\mathbf{x}$ (the uncorrupted input) and $\mathbf{z}$, using the squared error loss:

$$
\begin{equation*}
L_{2}(\mathbf{x}, \mathbf{z})=\|\mathbf{x}-\mathbf{z}\|^{2} \tag{2.9}
\end{equation*}
$$

The difference for the train of an AE is that $\mathbf{z}$ is a deterministic function of $\tilde{x}$ rather than $\mathbf{x}$. Defining the joint distribution:

$$
\begin{equation*}
q^{0}(X, \tilde{X}, Y)=q^{0}(X) q_{D}(\tilde{X} \mid X) \delta_{f_{\theta}(\tilde{X})}(Y) \tag{2.10}
\end{equation*}
$$

where $\delta_{u}(v)$ equals 0 when $u \neq v, \mathrm{Y}$ is a deterministic function of $\tilde{X}$. We use upper-case letters to represent random variables. The objective function minimized by Stochastic Gradient Descent (SGD) is:

$$
\begin{equation*}
\arg \min _{\theta, \theta^{\prime}} \mathbb{E}_{q^{0}(X, \tilde{X})} L_{2}\left(X, g_{\theta^{\prime}}\left(f_{\theta}(\tilde{X})\right)\right) \tag{2.11}
\end{equation*}
$$



Figure 2.17: Representation of the training phase of DAE. Some of the input nodes are randomly setted to 0 . However, the reconstruction error compares the original data ( $\mathbf{x}$ ) with the reconstructed data ( $\mathbf{z}$ ).
where $\mathbb{E}$ represents the Expectation and $q^{0}(X, \tilde{X})$ corresponds to the stochastic mapping which performs the partial destruction of $X$.

## Network Structure

There are two types of representations for a DAE [40]: overcomplete (Figure 2.18a), when the hidden layer has more nodes than the input layer, and undercomplete (Figure 2.18b), when the hidden layer is smaller than the input layer.

In the case of an AE , an overcomplete architecture only learns the identity function and, therefore, copies the input to the output. To avoid this behavior, the objective function can be modified to include a regularization term. The DAE can be overcomplete without the need of any regularization since it compares the original impute to its corrupted version [40].

When an undercomplete architecture is used, the DAE is forced to learn a more concise representation of the input data.

(a) Representation of an overcomplete architecture.

(b) Representation of an undercomplete architecture.

Figure 2.18: Differences in network architectures.

## Stacked Denoising Autoencoders

Vincent et al. [41] proposed a strategy to build deep networks by stacking layers of Denoising Autoencoders. The results have shown that stacking DAEs improves the performance over the standard DAE. Furthermore, deeper architectures tend to be a better solution in terms of generalization performance, using fewer nodes per layer and, consequently, fewer parameters. On the other hand, the optimization of these architectures is more complex [42].

## - Layer-wise Pretraining and Fine Tuning

The training process of SDAE consists of a layer-wise unsupervised pre-training the representation of the $k$-th layer is the input for $(k+1)$-th layer which is trained after the k -th layer has been trained. When the k layer is trained it will have as input the uncorrupted output from the previous layers. After the training of a few layers, the fine tuning will be performed - the current network parameters will initialize a network that will be optimized under a supervised training criterion.

## Regularizations

Adding regularizers to the objective function forces the model to have different properties. There are several regularization terms that can be added to the objective function to prevent the overfitting of the training data. For example, L2 regularization is also known as "weight decay" because it forces the weights to decay towards zero (but not exactly zero). The L2 term consists of the sum of the squared values
of the weights so, larger weights lead to a larger error which causes the training algorithm to favour and generate smaller weights. Applying dropout is also regularization [43] since it prevents the overfitting to the training data by "ignoring" some nodes of the network during the training phase.

## Activation Functions

Each node of any layer uses an activation function to compute the weighted sum of the inputs and to define its output. The most popular activations functions are Rectified Linear Units (ReLu), Hyperbolic Tangent (Tanh) and logistic function [40].

## Optimization Algorithms

The most usual optimization algorithm is Stochastic Gradient Descent (SGD) [44] which has several variants, such as AdaGrad [45], Adadelta [46], RMSProp [47] and Adam [48]. These algorithms are based in the gradient descent method [44]. Gradient descent is an iterative optimization algorithm that aims at minimizing a given function. More precisely, Gradient descent uses backpropagation to calculate the gradient of the objective function and allows the optimization algorithm to adjust the parameters ( $\mathbf{W}, \mathbf{W}^{\mathbf{\prime}}, \mathbf{b}$ and $\left.\mathbf{b}^{\prime}\right)$ in order to find a minimum of the function.

### 2.4 Classification and Evaluation Metrics

The main purpose of data imputation is to replace the MVs with estimates that are closest to the original values. On the other hand, the imputation process precedes the classification task and, therefore, the imputation method must be properly chosen in order to not affect the performance of the classifier. These are two key points of the MD problem that must be evaluated: imputation quality and classification performance.

## Classification

In machine learning, there are a lot of supervised learning algorithms to perform classification: SVM is known to belong to the best performers [49]. SVMs are based on the construction of a hyperplane that defines a decision boundary. In other words, for a set of labeled data, the SVM returns an optimal hyperplane that maximizes the margin of separation and that will be capable of categorizing new samples (data from the test set). As already mentioned in Section 2.3.3, SVM is a linear discriminant algorithm but when no linear separation is possible, the implementation uses a kernel which maps the training samples to a higher dimensional space and learns
to separate the samples in that space. The use of this kernel trick makes SVM so popular and accurate since it has a large capacity for generalization regardless of the distribution of the patterns [50].

Every machine learning model must be evaluated in terms of generalization capability - also known as model evaluation. The Holdout method is a popular strategy used to perform this evaluation. This method randomly separates the dataset into 2 subsets, called training and test set. The model is fitted to the training set while the error estimation is computed for the test set [50].

In this work, classification performance was assessed with F-measure which considers both Precision and Recall [51]:

$$
\begin{gather*}
\text { F-measure }=\frac{2 \times \text { precision } \times \text { recall }}{\text { precision }+ \text { recall }}  \tag{2.12}\\
\text { precision }=\frac{\mathrm{TP}}{\mathrm{TP}+\mathrm{FP}}  \tag{2.13}\\
\text { recall }=\frac{\mathrm{TP}}{\mathrm{TP}+\mathrm{FN}} \tag{2.14}
\end{gather*}
$$

In Equations 2.13 and 2.14, TP correspond to the true positives (i.e. the number of positive patterns correctly predicted), FP denotes the false positives (i.e. the number of patterns wrongly predicted as positive) and FN are the false negatives (i.e. the number of patterns wrongly predicted as negative).

## Imputation Quality

Besides the evaluation of classification performance, it is also important to assess the imputation quality, in other words, measure how close the imputed values are to the original ones $[5,52]$.

The coefficient of determination, $R^{2}$, is equivalent to the square of Pearson correlation coefficient. This metric measures the correlation between 2 features which, in the context of imputation, corresponds to measure between the original feature (before the synthetic generation of MV) and the imputed feature. $R^{2}$ varies between 0 and 1.

$$
\begin{equation*}
R^{2}=\left(\frac{\sum_{i=1}^{n}\left(\tilde{x}_{i}-\overline{\tilde{x}}_{i}\right)\left(x_{i}-\bar{x}_{i}\right)}{\sqrt{\sum_{i=1}^{n}\left(\tilde{x}_{i}-\tilde{x}_{i}\right)^{2} \sum_{i=1}^{n}\left(x_{i}-\bar{x}_{i}\right)^{2}}}\right)^{2} \tag{2.15}
\end{equation*}
$$

Root Mean Squared Error (RMSE) is a quadratic metric used to measure the differences between 2 features of interest. In other words, RMSE is the square root of the average of the squared differences between the imputed feature and the original one. This metric can range from 0 to $\infty$.

$$
\begin{equation*}
R M S E=\sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(x_{i}-\tilde{x}_{i}\right)^{2}} \tag{2.16}
\end{equation*}
$$

In Equations 2.15 and 2.16, $\tilde{x}$ are the imputed values of a feature, $\overline{\tilde{x}}$ is the mean of the imputed values, $x$ are the corresponding original values, $\bar{x}$ is the mean of the original values and $n$ is the number of missing values.

### 2.5 Statistical Tests

Statistical inference is normally used for comparing classifiers over several datasets [53]. Following this idea, statistical tests can also be performed in order to compare imputation methods over multiple datasets.

The Friedman test [54] is a non-parametric statistical test which is similar to the nonparametric repeated measures ANOVA [53, 55]. Given N datasets and $k$ algorithms, Friedman test ranks the algorithms for each dataset $-r_{i}{ }^{j}$ will be the rank for the $j^{\text {th }}$ algorithm on dataset $i$ - and compares the mean of the ranks for each algorithm, $R_{j}=\frac{1}{N} \sum_{i} r_{i}{ }^{j}$. Under the null hypothesis of the test, there are no differences between the algorithms and the Friedman statistic is:

$$
\begin{equation*}
\chi_{F}^{2}=\frac{12 N}{k(k+1)}\left[\sum R_{j}^{2}-\frac{k(k+1)^{2}}{4}\right] \tag{2.17}
\end{equation*}
$$

This statistic has a equivalent distribution to $\chi_{F}^{2}$ with k-1 degrees of freedom as N and k become large. Iman et al. [56] derived an approximation for the test statistic which is distributed according to the F-distribution with $k-1$ and $(k-1)(N-1)$ :

$$
\begin{equation*}
F_{F}=\frac{(N-1) \chi_{F}^{2}}{N(k-1)-\chi_{F}^{2}} \tag{2.18}
\end{equation*}
$$

The F statistic value must be compared with the value of F distribution, which will give the $p$-value for the test.

The t-Student test for paired samples is a parametric test that compares population means for a pair of random samples [57]. The null hypothesis of the test states there is no statistical difference between the mean of the two populations.

The use of parametric tests requires the verification of two assumptions: i) normal distribution ii) homogeneity of variance. In order to test if a sample follows a normal distribution may be performed a Kolmogorov-Smirnov [58] test or a ShapiroWilk test [59]. To determine if two samples have homogeneous variance is used the Levene's test [60].

The Wilcoxon signed rank test [61] is a non-parametric test that can be used for paired data or for a single set of observations - it is a non-parametric alternative to the t-Student test for paired samples. When used for paired data, the null hypothesis of the test states that the median difference between the pairs of observations is zero [62]. The test calculates the differences between pairs and ranks them ignoring the sign; the test statistic is the sum of the ranks for either positive and negative differences.

## 3

## Literature Review

In this chapter, we provide a detailed description of several imputation approaches based on Stacked Denoising Autoencoders (SDAE), since the main goal of this work is the study of these techniques for imputation purposes. For each studied work, we perform a detailed characterization regarding the characteristics of the used data, generated missing mechanism (and the respective missing rates) and also refer to each proposed architecture regarding its hyperparameters.

In two recent works, Gondara et al. studied the appropriateness of SDAE for multiple imputation [8] and their application to imputation in clinical health records [9]. In these works, the proposed algorithm is compared with Multiple Imputation by Chained Equations (MICE) using the Predictive Mean Matching method.

In the first work, Gondara et al. [8] proposed a multiple imputation approach based on overcomplete SDAE. Two different scenarios of missingness were considered: all the features were set to have missing values (uniform synthetic generation) and only half of the features were set to be missing (random synthetic generation). These two scenarios were created for Missing Completely At Random (MCAR) and Missing Not At Random (MNAR) mechanisms using 15 real-world and publicly-available datasets. The proposed model includes a pre-imputation step which imputes the incomplete datasets with the well-known method Mean/Mode - continuous features are imputed with its mean while categorical ones are imputed using its mode. The training phase starts with a stochastic corruption (dropout) of $50 \%$ (i.e., for each training batch, half of the inputs are randomly set to zero). The proposed architecture is composed of 5 hidden layers - each successive hidden layer has $\theta=7$ more nodes than the previous one. So, this is an overcomplete architecture and $\theta$ quantifies the increase in the dimensionality of successive layers - different values for $\theta$ were tested in order to choose the best one. At the end, $\theta=7$ was chosen as increment since it showed better results on several datasets. The model was trained using 500 epochs, an adaptative learning rate with a time decay factor of 0.99 and a Nes-
terov's accelerated gradient. In order to ensure a faster convergence, the input was standardized between 0 and 1. Furthermore, the authors have chosen Hyperbolic Tangent (Tanh) as activation function rather than Rectified Linear Units (ReLu) since they found that the first performed better for small datasets. They also used an early stopping rule which ensures that the training process is finished when a Mean Squared Error (MSE) of $1 \times 10^{-6}$ is achieved or when there is no improvement in a moving average (length 5) of the error deviance. Each training process uses $70 \%$ of the data while the remaining $30 \%$ is used as test set. The imputation results of both mechanisms (MCAR and MNAR) are compared using Sum of Root Mean Squared Error ( $\mathrm{RMSE}_{\text {sum }}$ ) and this value is relative to the test set - they show that the SDAE-based approach outperforms MICE for all the uniform scenarios and in 7 seven cases for the random scenario (this can be seen for 2 datasets under MCAR and for 5 datasets under MNAR). Additionally, MNAR mechanism is also evaluated in terms of classification error, using a Random Forest (RF) classifier. This analysis also proved that data imputed with the SDAE model has a higher classification (in average) than data imputed with MICE.

In the second work [9], the authors propose a SDAE-based model to fill in loss to follow-up information, using 10 simulated and 4 real-world datasets, under MCAR and MNAR mechanisms. Loss to follow-up information occurs often in clinical research when a patient who was participating in a clinical trial leaves it before it is completed. The proposed model is composed of 4 fully connected hidden layers and each successive hidden layer has an increment of $\theta=5$ in the number of nodes (in the encoder). Contrary to the work presented above, a dropout of $20 \%$ and batch normalization are applied to each layer of the proposed model. These two techniques are used in order to avoid a possible overfitting issue that may arise in overcomplete architectures, when the number of units is greater than the dimensionality of the input. So, the authors proposed an alternative version of the SDAE architecture since they applied dropout at all the hidden layers and not just at the input layer. Contrary to what was expected, the authors did not mention any pre-imputation phase. Furthermore, ReLu was used as activation function, MSE was used as loss function, no early stopping rule was used and the models were trained using 1000 epochs, although convergence occurs in less than 200 epochs for most cases. Besides the use of $\mathrm{RMSE}_{\text {sum }}$ for measuring the imputation performance of continuous time, the authors also evaluate the quality of imputation for binary outcomes using a normalized metric (which allows to compare the results of the different datasets). The analysis proved that the SDAE-based model performs better in terms of imputation quality than MICE - SDAE outperforms MICE with a minimum and maximum
difference of $2.4 \%$ and $64.9 \%$, respectively (for real-world datasets).
In both works, although the authors prove the advantages of SDAE for imputation, a complete study under all missing mechanisms is not provided, since in both cases, Missing At Random (MAR) generation is completely disregarded. Furthermore, they only compare two imputation methods (MICE and SDAE) and the classification performance is only evaluated for one mechanism (MNAR).

Beaulieu et al. [63] used Autoencoders (AEs) to impute data for electronic health records. This approach is compared with 5 other imputation strategies: Iterative Singular Value Decomposition (SVD), k-Nearest Neighbours (kNN) imputation, SoftImpute, Mean imputation and Median imputation [63]. The imputation performance was evaluated, in terms of Root Mean Squared Error (RMSE), for two missing mechanisms, MCAR and MNAR, and the disease progression prediction was also evaluated, comparing the performance of a RF regressor for the different imputation strategies. Regarding the AE used for the evaluation, it is composed of 2 hidden layers of 500 nodes each (undercomplete architecture) and a dropout of $20 \%$ was applied between each layer. The training process starts with normalization of the inputs in order to have values between 0 and 1. Furthermore, AEs were trained using a modified binary cross entropy cost function [64] that takes into consideration the values that are missing, so pre-imputation is not required. The results have shown that the AE-based approach is the one with best results under MCAR mechanism - with a minimum and maximum difference from the second best method (SoftImpute) of 0.005 (Missing Rate (MR) of $50 \%$ ) and 0.1 (MR of 30\%), respectively. For MNAR mechanism, the authors proved that AE had the best results but these are very similar to those obtained by kNN imputation, Softimpute and SVD - AEs differ from the second best method by a minimum of 0.0045 (for kNN imputation under a MR of 20\%) and a maximum of 0.0125 (for SoftImpute under a MR of $40 \%$ ).

Duan et al. [10, 11] used SDAE for traffic data imputation and evaluated the imputation quality using RMSE, Mean Absolute Error (MAE) and Mean Relative Error (MRE). The type of data used in these works does not require a pre-imputation step since the missing values are represented by 0 .

In the first work [10], Duan et al. compared the proposed approach with another that uses Artificial Neural Networks (ANN) with the same set of layers and nodes as the ones used in SDAE. Contrary to several works that deal with missing data separately from the observed data, the authors used observed data along with missing data for the process of imputation. The SDAE architecture is undercomplete and is
composed of 3 hidden layers - input and output layer was designed to contain 288 nodes and the 3 hidden layers were made of 144, 72 and 144 nodes, respectively. The data was divided into training and test sets using a ratio of 3:2. The results are analysed for a random mechanism of missingness (MCAR) performed for several missing rates ranging from $10 \%$ to $90 \%$. Regarding the RMSE metric, it can be observed that its values vary between 16.9 and 20.3, for the SDAE approach, and between 17 and 21, for the ANN - SDAE proved to be a better imputation method than ANN in most cases.

In the second work [11], other 3 imputation methods were used for comparison: Autoregressive Integrated Moving-Average (ARIMA), history model and ANN. The authors studied the influence of spatial and temporal factors on the imputation process. For this reason, they evaluate the difference between data from different scenarios: data collected at one or multiple stations (spatial factors) and data collected on weekdays and non-weekdays (temporal factors). Here, they perform a more complete study than in [10] where only data from weekdays is used. The proposed architecture based on SDAE used sigmoid function as activation function and is composed of 3 hidden layers with 144, 72 and 144 nodes (undercomplete architecture). The determination of this hyperparameters was a result of a grid search procedure. At the end, the results were analysed for missing rates ranging from $5 \%$ to $50 \%$ and the proposed SDAE model has proved to outperform the remaining models, followed by ANN - in terms of RMSE, the values range from 13.5 to 14.9 for the SDAE approach, while for ANN the range is between 15.2 and 17.5.

Ning et al. [12] proposed an algorithm based on SDAE for dealing with big data of quality inspection. The proposed approach is compared with 2 other imputation algorithms - a weighted k-Nearest Neighbours data filling algorithm based on Grey correlation analysis (GBWkNN) [65] and Mutual k-Nearest Neighbours Imputation (MkNNI) [66] - that are both based on the kNN algorithm. Contrary to most of the works, the authors do not describe the architecture of the SDAE and they do not refer any pre-imputation step. The final results are evaluated through $d_{2}$ (suitability between the imputed value and the actual value) and RMSE under several missing rates $(1,5,10,15,20,25$ and $30 \%)$. The authors conclude that the proposed SDAE-based approach surpasses the comparative imputation strategies. Moreover, the SDAE is followed by GBWkNN and the RMSE metric ranges from 13.4 to 14.5 and 15.2 to 17.5 for these two approaches, respectively.

Sánchez-Morales et al. [13] proposed an imputation method that uses a SDAE. The main goal of their work was to understand how the proposed approach can
improve the results obtained in the pre-imputation step. Only MCAR generation was consider under three different missing rates: 10,20 and $30 \%$. Besides this synthetic generation of missing values, the authors deleted some input values of the pre-imputed dataset, in order to generate some noise. So, these deleted values correspond to some known values that are used as targets which allows a more accurate prediction of the real missing values - this technique could be considered as a "kind of dropout" applied over the inputs and not over the hidden nodes (traditional approach). The proposed model has 3 hidden layers with $25 \%-75 \%$ of expansion and for each imputation there were made 50 training runs. Moreover, each dataset is split into training set ( $80 \%$ ) and test set ( $20 \%$ ). They used three state-of-the-art methods for pre-imputation: Zero Imputation, kNN Imputation and Support Vector Machines (SVM) Imputation. In this study, 3 datasets from UCI were used to report the results. These results showed that SDAE is capable of improving the final imputed values from a pre-imputed dataset - the quality of imputation improves from $17 \%$ to $96 \%$, regarding all the studied scenarios.

Table 3.1: Summary of reviewed works.

| Authors |  | Missing Mechanisms | Missing Rates | Dataset(s) | Comparative strategies | Metrics |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Gondara et al. [8] |  | $\begin{aligned} & \text { MCAR } \\ & \text { MNAR } \end{aligned}$ | 20\% | Standard open source datasets (15): Boston Housing; Breast Cancer; DNA; Glass; House Votes; Ionosphere; Ozone; Satellite; Servo; Shuttle; Sonar; Soybean; Vehicle; Vowel; Zoo. | MICE | RMSE |
| Gondara et al. [9] |  | MCAR <br> MNAR | 60 and $80 \%$ | Simulated data (1); Real life datasets (4): Grace; EORTC; RH and HDD. | MICE | RMSE |
| Beaulieu et al. [63] |  | MCAR <br> MNAR | $10,20,30,40$ $\text { and } 50 \%$ | Pooled Resource Open-Access ALS Clinical Trials Database (PRO-ACT) | IterativeSVD <br> kNN imputation <br> SoftImpute <br> Mean imputation <br> Median imputation | RMSE |
| Duan et al. [10] |  | MCAR | $\begin{aligned} & 1,10,20,30, \\ & 40,50,60,70, \\ & 80 \text { and } 90 \% \end{aligned}$ | Traffic flow data - Caltrans Performance Measurement System (PeMS) | ANN | RMSE <br> MAE <br> MRE |
| Duan et al. [11] |  | MCAR | $\begin{aligned} & 5,10,15,20, \\ & 25,30,35,40, \\ & 45 \text { and } 50 \% \end{aligned}$ | Traffic flow data - Caltrans Performance Measurement System (PeMS) | ARIMA <br> history model ANN | RMSE MAE MRE |
| Ning et al. [12] |  | MCAR | $\begin{aligned} & 1,5,10,15, \\ & 20, \quad 25 \text { and } \\ & 30 \% \end{aligned}$ | Big Data of quality inspection | GBWkNN <br> MkNNI | d2 <br> RMSE |
| Sánchez-Morales <br> al. [13] | et | MCAR | $\begin{aligned} & 10, \quad 20 \text { and } \\ & 30 \% \end{aligned}$ | Standard datasets from UCI (3): Cloud dataset; Blood transfusion and Boston housing | Used for preimputation: <br> Zero Imputation <br> k-Nearest Neighbour Imputation Support Vector Machine Imputation. | MSE |

To summarise, most of related works do not address all three missing data mechanisms, and mostly evaluate the results in terms of quality of imputation (e.g., RMSE, MSE, MAE) rather than evaluating the usefulness of an imputation method to gen-
erate quality data for classification (e.g. evaluation of final classification metrics). Furthermore, none of the reviewed works studied the effects of different missing data mechanisms and imputation techniques including SDAE for several missing rates. In this thesis, we propose a more complete study on the use of SDAE for data imputation, accessing the effects of several missing mechanisms, missing rates and comparing them with other well-established imputation methods.

## 4

## Proposed Architecture

Our experimental setup comprised five main stages: (1) Data Collection, (2) Missing Data Generation, (3) Missing Data Imputation, (4) Classification and (5) Evaluation (Figures 4.1 and 4.2).


Figure 4.2: Summary of the experimental setup.

This work can be divided into three distinct experiments regarding the simulations that were carried out:
$1^{\text {st }}$ Experiment: We selected 20 complete datasets from different open source repositories and simulated the missing mechanisms using 9 univariate implementations (univa). Then, 7 well-known imputation techniques and other 2 imputation approaches based on SDAE are evaluated in terms of F-measure and $R^{2}$.
$2^{\text {nd }}$ Experiment: We increased the benchmark of datasets used in the first one, selecting another 13 complete datasets. In this case, we simulated each one of the three missing mechanisms using two different configurations (univa and unifo), which gives a total of 6 different implementations. After that, we impute the missing values using the same 7 widely-known imputation techniques used in the $1^{\text {st }}$ experiment and we propose another 2 SDAE-based approaches for imputation. We evaluate the results with three different metrics: F-measure, $R^{2}$ and RMSE.
Figure 4.1: Detailed experimental setup.
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$3^{\text {rd }}$ Experiment: This experiment is quite similar to the $2^{\text {nd }}$, where we explore datasets with different characteristics, namely, a higher number of samples.

### 4.1 Data Collection

To analyse the effect of different implementations of missing mechanisms on imputation methods, we selected several datasets attending to different contexts, sample sizes, number of features and types of features.

All datasets were publicly available and were obtained from the following repositories:

- UCI Machine Learning Repository - http://archive.ics.uci.edu/ml
- Knowledge Extraction based on Evolutionary Learning (KEEL) - http:// sci2s.ugr.es/keel/datasets.php
- StatLib - http://lib.stat.cmu.edu/datasets/
- Kaggle - http://www.kaggle.com/datasets/
- Pattern Recognition and Neural Networks book [67] - https://www.stats. ox.ac.uk/pub/PRNN/

Since imputation experiments required complete data for evaluation, some of the original datasets were preprocessed in order to remove observations with missing values. In the case of multiclass datasets, they were modified in order to become binary [68], since we focus solely on binary classification problems. After preprocessing, all datasets are complete and binary. Their basic characteristics are presented in Table 4.1. Additional information about the datasets, such as their source and positive/negative classes is shown in Table B.1.

For the $1^{\text {st }}$ and $2^{\text {nd }}$ experiments, we chose standard datasets (low dimensionality and low sample size) so that we had a reasonable computational time. lung-cancer has the lowest number of observations (27) and bankote has the highest (1376). Regarding the number of features, toy has the lowest (2) while lung-cancer has the highest (56). In the $2^{\text {nd }}$ experiment, we decided to remove ecoli dataset from the study since we found that it has a feature that takes the same value ( 0.5 ) for all observations, which makes the dataset a bit incoherent and may also create some conflicts during the synthetic generation of missing values - in particular, for unifo configurations.

For the $3^{\text {rd }}$ experiment we selected 5 datasets with higher sample sizes. thyroid1 and thyroid2 have the lowest number of observations (7034) while nursery2 has the highest (8586). Regarding the number of features, nursery1 and nursery2 have the lowest number (8) while the remaining datasets have 21.

### 4.2 Missing Data Generation

In this section, we will describe how we generated the synthetic missing values. Furthermore, we will introduce some intermediate results that we consider fundamental to establish some directions followed in this work. These results are related to a preliminary experiment that was performed in order to select the generation approaches that should be used in the remaining experiments.

As previously mentioned, several approaches to the synthetic generation of missing values can be found in the literature. We used Python 3 to implement all the synthetic generation methods mentioned in Section 2.2.1. In Table 4.2 we present a summary of the characteristics of the generation configurations used in the different experiments.

Table 4.2: Configurations used for the synthetic missing data generation on the different experiments.

| Experiment | \# Generation Methods |  | \# Datasets | \# Runs | MR | \# Incomplete Datasets |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | Univariate | Multivariate |  |  |  |  |
| 1st | 9 | 0 | 20 | 10 | 5 and $20 \%$ | 3600 |
| 2nd <br> 3rd | 3 | 3 | 33 | 5 | $5,10,15,20$ and $40 \%$. | 4950 |

## Synthetic generation of Missing Data in the $1^{\text {st }}$ Experiment

In the $1^{\text {st }}$ experiment, we study only univariate implementations (univa) for 2 different missing rates, $5 \%$ and $20 \%$. The process of artificially generating missing values was performed 10 times ( 10 runs) for each dataset and for each implementation. As already mentioned in Section 2.2.1, the missing feature, $x_{m i s s}$, was the one most correlated with the class labels and the observed feature, $x_{\text {obs }}$, was the one most correlated with $x_{\text {miss }}$. The correlation between features is assessed using different coefficients depending on the type of features (Table 4.3). For example, if we want to measure the correlation between a nominal feature and the class labels (binary) we would use Cramer's V.

Table 4.1: Description of the datasets used in this study. The last columns show the number of features according to their type: C (continuous), O (ordinal), N (nominal) and B (binary).

|  | Dataset | Context | Sample <br> Size | No. Of <br> Features | C | O | N | B |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | australian | Credit card applications. | 690 | 14 | 6 | 0 | 4 | 4 |
|  | banknote | Data extracted from banknote images. | 1372 | 4 | 4 | 0 | 0 | 0 |
|  | biomed | Blood measurements database. | 194 | 5 | 5 | 0 | 0 | 0 |
|  | breast-ljub | Breast cancer data. | 277 | 9 | 0 | 5 | 1 | 3 |
|  | breast-tissue | Impedance measurements of tissue from the breast. | 106 | 9 | 9 | 0 | 0 | 0 |
|  | cleveland | Heart disease database. | 297 | 13 | 6 | 1 | 3 | 3 |
|  | crabs | Morphological features of crabs. | 200 | 6 | 5 | 0 | 0 | 1 |
|  | dermatology1 | Clinical features of erythema and scaling. | 96 | 34 | 1 | 32 | 0 | 1 |
|  | ecoli | Measurements about the cell to predict the location site of proteins. | 220 | 7 | 7 | 0 | 0 | 0 |
|  | glass1 | Inflammation about 6 types of glass. | 214 | 9 | 9 | 0 | 0 | 0 |
|  | heart-statlog | Heart disease database. | 270 | 13 | 6 | 1 | 3 | 3 |
|  | iris | Iris plant database. | 150 | 4 | 4 | 0 | 0 | 0 |
|  | kidney | Chronic kidney disease database. | 158 | 24 | 11 | 0 | 3 | 10 |
|  | lung-cancer | Lung cancer database. | 27 | 56 | 0 | 0 | 43 | 13 |
|  | lymphography | Lymphoma detection. | 142 | 18 | 3 | 0 | 6 | 9 |
|  | postoperative | Patient features used to determine whether a patient should be moved from an area to another. | 86 | 8 | 0 | 4 | 2 | 2 |
|  | saheart | South African heart database. | 462 | 9 | 8 | 0 | 0 | 1 |
|  | urinary | Acute inflammation of urinary bladder database. | 120 | 6 | 1 | 0 | 0 | 5 |
|  | wine1 | Chemical analysis of wines. | 130 | 13 | 13 | 0 | 0 | 0 |
|  | wpbc | Follow-up data for breast cancer cases (prognostic). | 198 | 32 | 32 | 0 | 0 | 0 |
|  | balancescale | Balance scale weight and distance database. | 576 | 4 | 4 | 0 | 0 | 0 |
|  | bankrupcy | Qualitative parameters to predict bankrupcy. | 250 | 6 | 0 | 0 | 6 | 6 |
|  | cmc | Contraceptive method choice database. | 844 | 9 | 2 | 0 | 4 | 3 |
|  | dermatology2 | Clinical features of erythema and scaling. | 182 | 34 | 1 | 32 | 0 | 1 |
|  | edu-data1 | Students' academic performance | 269 | 16 | 4 | 0 | 6 | 6 |
|  | edu-data2 | database. | 353 | 16 | 4 | 0 | 6 | 6 |
|  | glass2 | Information about 6 types of glass. | 214 | 9 | 9 | 0 | 0 | 0 |
|  | hcc-data-mortality | Clinical features of real patients diag- | 165 | 5 | 1 | 1 | 0 | 3 |
|  | hcc-data-survival | nosed with Hepatocellular Carcinoma (HCC). | 165 | 5 | 1 | 1 | 0 | 3 |
|  | hepato | Hepatobiliary disorders database. | 302 | 9 | 9 | 0 | 0 | 0 |
|  | new-thyroid | Thyroid disease database. | 65 | 5 | 5 | 0 | 0 | 0 |
|  | toy | Synthetic dataset composed of five Gaussian components. | 1250 | 2 | 2 | 0 | 0 | 0 |
|  | wine2 |  | 107 | 13 | 13 | 0 | 0 | 0 |
|  | wine3 | Chemical analysis of wines. | 119 | 13 | 13 | 0 | 0 | 0 |
|  | mushrooms | Mushrooms description regarding of physical characteristics. | 8124 | 21 | 0 | 0 | 17 | 4 |
|  | nursery1 | Ranking applications for nursery | 8364 | 8 | 0 | 0 | 7 | 1 |
|  | nursery2 | schools. | 8586 | 8 | 0 | 0 | 7 | 1 |
|  | thyroid1 | Thyroid disease database - data from | 7034 | 21 | 6 | 0 | 0 | 15 |
|  | thyroid2 | 10 different databases. | 7034 | 21 | 6 | 0 | 0 | 15 |

So, for each dataset, $x_{\text {miss }}$ and $x_{\text {obs }}$ were the same regardless of the implementation used - Table C. 1 shows the index of these features for each dataset. For this experiment we generate Missing Data (MD) using the following implementations: $M C A R 1_{\text {univa }}, M C A R 2_{\text {univa }}, M A R 1_{\text {univa }}, M A R 2_{\text {univa }}, M A R 3_{\text {univa }}, M A R 4_{\text {univa }}$, $M A R 5_{\text {univa }}, M N A R 1_{\text {univa }}$ and $M N A R 2_{\text {univa }}$.

Table 4.3: Different correlation coefficients depending on the type of features (or labels). Adapted from [69].

|  | Continuous | Ordinal | Nominal | Binary |
| :--- | :--- | :--- | :--- | :--- |
| Continuous | Pearson R | Spearman rho | ETA | Point-Biserial |
| Ordinal | - | Spearman rho | ETA (with ranks | Rank Biserial |
| Nominal | - | - | Cramer's V | Cramer's V |
| Binary | - | - | - | Phi Coefficient |

After the $1^{\text {st }}$ experiment, we moved to the $2^{\text {nd }}$ experiment, increasing the number of datasets as well as using 2 multiple imputation approaches based on SDAE. These changes would lead to an increase on the required computational time, so we changed the configuration of the synthetic generation as follows: we used only 6 different generation approaches, one for each mechanism (MCAR, MAR and MNAR) and for each type of implementation, univa and unifo; we only perform 5 runs for each dataset and implementation; furthermore, we use a larger set of MRs (5, 10, 15, 20 and $40 \%$ ) in order to generalize the obtained results.

## Synthetic generation of Missing Data in the $2^{\text {nd }}$ and $3^{\text {rd }}$ Experiments

In order to select the 6 generation approaches that would be used both in the $2^{\text {nd }}$ and $3^{\text {rd }}$ experiments, we performed a preliminary analysis of the effect of the different implementations in the well-known imputation techniques. For this, we generated MD using all the implementations described in Section 2.2.1: this MD generation was performed 10 times ( 10 runs) for all 33 datasets and for 5 different MRs (5, 10, 15,20 and $40 \%$ ). Then, the incomplete datasets were imputed using 7 well-known techniques: Mean Imputation (Meanimp), imputation with k-Nearest Neighbours (kNNimp) for $\mathrm{k}=1,3$ and 5 , imputation with Support Vector Machines (SVMimp), MICE and Expectation-Maximization (EM). The results of this analysis correspond to the mean results for all the datasets and are shown both in terms of quality of imputation ( $R^{2}$ and RMSE) and classification performance (F-measure): the values obtained for each evaluation metric and the ranks of the different imputation methods per generation approach are presented in the Appendices of this document - Tables E. 1 and E. 2 for F-measure under univa generation approaches; Tables E. 3 and E. 4 for $R^{2}$ and RMSE under univa generation approaches; Tables E. 5 and E. 6
for F-measure under unifo generation approaches; Tables E. 7 and E. 8 for $R^{2}$ and RMSE under unifo generation approaches. Next, we discuss the best approach to implement each configuration and missing mechanism.

- Univariate Implementations, univa (Tables E. 1 and E.3)

For MCAR mechanism, we chose $M C A R 2_{\text {univa }}$ although the results in terms of imputation quality and classification performance are in most cases superior for $M C A R 1_{\text {univa }}$. However, we believe it would not be correct to use $M C A R 1_{\text {univa }}$ due to its limitation in the generation of the desired MR because of the use of Bernoulli distribution.

To generate MD under MAR mechanism we use $M A R 2_{\text {univa }}$ since this seems the best generation method regarding the quality of imputation. Although this approach does not guarantee the best results in terms of classification performance, it was chosen because of its simple implementation which also ensures the generation of the desired number of missing values.
$M N A R 2_{\text {univa }}$ was chosen since in most scenarios it was superior to $M N A R 1_{\text {univa }}$, both in terms of quality of imputation and classification performance.

- Multivariate Implementations, unifo (Tables E. 5 and E.7)

We choose to use $M C A R 3_{\text {unifo }}$ because besides being the MCAR implementation with the best results for most of the studied scenarios, it is also the most common implementation for this mechanism. Furthermore, the remaining MCAR implementations have the limitation of not being able to generate the desired MR.

For MAR mechanism, we discarded $M A R 2_{\text {unifo }}$ since it has the limitation of only being able to generate MR up to $25 \%$. $M A R 3_{\text {unifo }}$ is the one that achieves the best results for most studied scenarios, however, this implementation chooses only one observed feature, $x_{o b s}$, to influence the MD generation process in the entire dataset. Since we do not consider this last approach the most exemplary of MAR unifo implementations, we chose $M A R 1_{\text {unifo }}$.

We chose $M N A R 3_{\text {unifo }}$ even though $M N A R 2_{\text {unifo }}$ was the implementation that shows superiority in terms of imputation quality. This implementation was not chosen since the pattern it generates is somehow limited: if we define the number of missing features $(n F)$ as the total number of features, this implementation will delete entire samples.

### 4.3 Missing Data Imputation

After the MD generation step, we move on to the imputation of the incomplete datasets. In the three experiments, we compared the performance of SDAE with 7 well-known imputation methods, namely: Meanimp, kNNimp for $\mathrm{k}=1,3$ and 5 , SVMimp, MICE and EM (please refer to Section 2.3).

Next, we will refer to the details of the implementations used for the imputation methods, especially to the configurations of the SDAE - most of the methods were applied using open-source implementations.

Meanimp and kNNimp were implemented using fancyimpute [30] implementation in Python. For kNNimp we considered the euclidean distance and a set of closest neighbours $\{1,3,5\}$.

SVMimp was implemented using scikit-learn. The search for optimal parameters $C$ and $\gamma$ of the kernel was performed through a grid search for each dataset. Different ranges were tested: $10^{-2}$ to $10^{10}$ for $C$ and $10^{-9}$ to $10^{3}$ for $\gamma$, both ranges increasing by a factor of 10 - these are considered suitable ranges, according to the documentation of scikit-learn. We performed 5 repetitions of a Holdout validation, for each combination of $C$ and $\gamma$, using $80 \%$ of the data to train and $20 \%$ to test. Table D. 1 shows the optimal values of $C, \gamma$ and the average accuracy over the 5 repetitions, for all the datasets used in this study.

For MICE we used fancyimpute [30] implementation in Python with default settings. We perform 100 iterations of the method which means that the complete dataset was a result of 100 imputed datasets (multiple imputation). Finally, EM was implemented using the Python library impyute [37].

## SDAE-based approaches

In this work we propose four different SDAE-based approaches for the complete reconstruction of missing data: two of them are used and evaluated in the $1^{\text {st }}$ experiment while the remaining two are evaluated in the $2^{\text {nd }}$ and $3^{\text {rd }}$ experiments. All the models were implemented using Keras library with a Theano backend [70, 71]. We chose to use overcomplete representations since Gondara et al. [9] proved that overcomplete architectures provided better results. Furthermore, for all the proposed approaches we defined that our target would be the complete data, i.e. the data before the synthetic generation of Missing Value (MV).

In the $1^{\text {st }}$ experiment, we explored 2 different approaches based on SDAE: $S D A E 1_{\text {adadelta }}$ and $S D A E 1_{\text {sgd }}$. Here, we use only complete samples to train the model while the incomplete ones are used as test set. The MVs on the test set are replaced by zero values, since SDAE does not accept "NaN" values. We also apply z-score (Equation 4.1) standardisation to the input data in order to have a faster convergence. The $z$-score of a value, $x$, is obtained by the following equation:

$$
\begin{equation*}
z=\frac{x-\mu}{\sigma} \tag{4.1}
\end{equation*}
$$

where $\mu$ and $\sigma$ are the mean and standard deviation of the feature that we want to scale, respectively. After applying z-score standardisation, each dataset will have zero mean and unitary standard deviation.


Figure 4.3: Our overcomplete SDAE general architecture composed of 5 hidden layers. Each successive hidden layer from the encoder has an increment in the number of nodes of $\theta=7$. In the decoder, the number of nodes decreases symmetrically up to the original dimensions.

The architectures of $S D A E 1_{\text {adadelta }}$ and $S D A E 1_{\text {sgd }}$ are similar to the architecture proposed by Gondara et al. [9]. The models are composed by an input layer, 5 hidden layers and an output layer which form the encoder and the decoder (both constructed using regular densely-connected neural network layers) - Figure 4.3. The increment in the number of nodes for each successive hidden layer was set to 7, as it has proven to obtain good results in previous works [9]. The two models have
an input dropout ratio of $30 \%$. For both versions, $S D A E 1_{\text {adadelta }}$ and $S D A E 1_{\text {sgd }}$, we use the activation function Tanh for encoding and decoding layers. First, the SDAE are fed with the complete patterns to train, and after the training phase, the model is used to impute the incomplete patterns (from the test set).

The difference between $S D A E 1_{\text {adadelta }}$ and $S D A E 1_{\text {sgd }}$ is in the configuration of the training phase. $S D A E 1_{\text {sgd }}$ is adapted from Gondara et al. [9], while for $S D A E 1_{\text {adadelta }}$, we have decided to study a different optimisation function - Adadelta optimisation algorithm - since it avoids the difficulties of defining a proper learning rate [46]. Therefore, $S D A E 1_{\text {adadelta }}$ is trained with 500 epochs using Adadelta optimisation algorithm [46] and mean squared error as loss function, while $S D A E 1_{s g d}$ uses the Stochastic Gradient Descent (SGD) [44] with a time decay factor of 0.99 and Nesterov's accelerated gradient [72].

The major limitation of SDAE-based approaches found in the related works is that they report the results only for the test set. In practice, this means that we are only imputing the MD from the test set. So, it is assumed that the training group has no missing values and the only existent corruption is related to the training process of the Denoising Autoencoder (DAE). In the two approaches we have described earlier, we created the training sets only with complete data. Of course this option has a great limitation, since it is influenced by the percentage of missing values in the dataset. Moreover, $S D A E 1_{\text {adadelta }}$ and $S D A E 1_{\text {sgd }}$ would hardly be used for unifo implementations because in these cases there may not be any complete pattern to form the training set for the models.

For the $2^{\text {nd }}$ and $3^{\text {rd }}$ experiment we propose another two approaches based on SDAE: $S D A E 2_{\text {adadelta }}$ and $S D A E 2_{\text {adam }}$. With these two approaches, we seek to explore the effect of an SDAE architecture that uses a training set that, similar to the test set, is corrupted according to the missing mechanisms. For this, we propose a multiple imputation method based on SDAE that ensures that the entire dataset is imputed. These approaches include a pre-imputation step for which we use the well-known Mean/Mode imputation method as was done in Gondara et al. [9]. We also apply z-score (Equation 4.1) standardisation to the input data in order to have a faster convergence. Once again, these two architectures are similar to the one proposed by Gondara et al. [9] (Figure 4.3). For the encoding layers we chose Tanh as activation function due to its greater gradients [40]. ReLu was used as activation function in the decoding layers since Charte et al. [40] affirm that it is the best choice when combined with the mean squared error. The difference between $S D A E 2_{\text {adadelta }}$ and $S D A E 2_{\text {adam }}$ is the optimization algorithm - Adadelta optimisation algorithm [46] is
used for $S D A E 2_{\text {adadelta }}$ while Adam optimisation algorithm [48] is used $S D A E 2_{\text {adam }}$. We chose Adam optimizer since Charte et al. [40] compared it with other SGDbased approaches (such as AdaGrad [45] and RMSProp [47]) and showed that Adam obtained the best results in terms of speed of convergence. Both models are trained with 100 epochs using mean squared error as loss function. Our models have an input dropout ratio of $50 \%$, which means that half of the network's inputs are set to zero in each training batch. To prevent the training data from overfitting we add a regularization function named $L 2$ [40].

Our imputation approaches based on $S D A E 2_{\text {adadelta }}$ and $S D A E 2_{\text {adam }}$ consider the creation of three different models (for three different training sets), for which three runs will be performed (multiple imputation). This approach is illustrated in Algorithm 20 and in Figure 4.4 and works as follows: (1) the instances of each dataset are divided into three equal-size sets $(\mathrm{p}=3)$; $(2)$ each set is used as test set, while the remaining two are used to feed the SDAE in the training phase; (3) 3 multiple runs ( $\mathrm{l}=3$ ) will be performed for each one of these models; (4) the output mean of the three models is used to impute the unknown values of the test set.


Figure 4.4: Multiple imputation using SDAE - data division for each model.

### 4.4 Classification and Evaluation Metrics

After the imputation step is concluded, we move towards the classification stage. The step of classification is common to all experiments. We perform classification with a SVM with linear kernel and considering a value of $\mathrm{C}=1$, as explained in Section 2.4.

```
Algorithm 20: Multiple imputation using SDAE - SDAE2 adadelta and
\(S D A E 2_{\text {adam }}\)
Input :
    Pre-imputed dataset \(X, p\) data partitions, \(l\) multiple imputations
Output
            Complete dataset
begin
    for \(i\) in range \((1, p)\) do
        Consider all partitions (except partition \(i\) ) as training set
        Consider partition \(i\) as test set
        for \(j\) in range ( \(1, l\) ) do
            Perform dropout (50\%) in training set
            Initialise the SDAE with random weights
            Fit the imputation model to the training set
            Apply the trained model to test set \(i\) and save its imputed version \(j\)
return Complete dataset \(X\)
```

We evaluate two key performance requirements for imputation techniques: their efficiency on retrieving the true values in data (quality of imputation) [73] and their ability of providing quality data for classification [5]. The quality of imputation was assessed calculating two metrics: square of Pearson's Correlation Coefficient (Equation 2.15 which is used in all experiments), $R^{2}$, and RMSE (Equation 2.16 used for $2^{\text {nd }}$ and $3^{\text {rd }}$ experiment). The higher the value of $R^{2}$, the better the performance of the imputation method. For the RMSE, the closer to 0 the value is, the better the imputation quality.

The classification performance was assessed using F-measure which considers a harmonic mean of precision and recall [51]. The higher the value of F-measure, the better the classification performance. In order to evaluate the classification performance, we perform Holdout validation [50] which simply divides the dataset into two different sets, train and test ( $70 \%$ and $30 \%$ ), and calculates the desired metric for the test set. This method has some limitations since the training set may not be representative of the whole data which can cause biased results [51]. Despite this shortcoming, we chose this method because any other would greatly increase the computational time of the simulations.

## 5

## Experimental Results

In this chapter, we will report the results obtained from the three experiments described in Chapter 4. We intend to analyse the effect of the different MD implementations on several imputation methods and under various MRs. Furthermore, our main goal is to study the performance of imputation approaches based on SDAE, compared to other imputation methods from the state of the art, divided into three experiments:

- $1^{\text {st }}$ Experiment: Assess the performance of SDAE-based methods for univa configurations;
- $2^{\text {nd }}$ Experiment: Assess the performance of SDAE-based methods for both univa and unifo configurations;
- $3^{\text {rd }}$ Experiment: Reassess the $2^{\text {nd }}$ Experiment for datasets with higher sample sizes.


## $5.1 \quad 1^{\text {st }}$ Experiment

The main goals of the $1^{\text {st }}$ experiment are the following:

- Propose 2 imputation methods based on SDAE capable of reconstructing the incomplete data;
- Compare the performance of these methods with other approaches from the state of the art, in terms of classification performance and imputation quality;
- Study the effect of several univa generation methods on different imputation approaches.

Missing values were inserted at two MRs (5 and 20\%) following 9 different scenarios $\left(M C A R 1_{\text {univa }}, M C A R 2_{\text {univa }}, M A R 1_{\text {univa }}, M A R 2_{\text {univa }}, M A R 3_{\text {univa }}, M A R 4_{\text {univa }}\right.$,
$M A R 5_{\text {univa }}, M N A R 1_{\text {univa }}$ and $\left.M N A R 2_{\text {univa }}\right)$ that are described in Section 2.2.1. Ten runs were performed for each missing generation, per dataset and missing rate (a total of 3600 incomplete datasets). Regarding the MRs, we chose to use 2 extreme values representing both scenarios, with a small amount of missing data (5\%) and a large amount ( $20 \%$ ). Furthermore, we use another 7 imputation techniques often explored in the literature, in order to compare their performance with our proposed models. Finally, we selected 20 complete datasets from different open source repositories (Table 4.1). This first experiment allows us to distinguish the effects of different univa implementations (for the same mechanism) on different imputation methods. Furthermore, this is an initial experiment used to explore basic aspects of SDAE under several generation methods.

Table 5.1: Results obtained from the $1^{\text {st }}$ experiment: average results are shown regarding each missing data mechanism, implementation, metric ( $R^{2}$ and F-measure) and missing rate. For each mechanism is presented the average of its implementations and the respective rank. The best results for each configuration are in boldface.

|  | MR | Mechanism | Imputation Methods |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | SDAE1 ${ }_{\text {adadelta }}$ |  | SDAE1 $1_{\text {sgd }}$ |  | Meanimp |  | kNNimp1 |  | kNNimp3 |  | kNNimp5 |  | SVMimp |  | MICE |  | EM |  |
| N2 | 5\% | MCAR1 | 0.9091 | 5 | 0.8962 | 8 | 0.8986 | 7 | 0.9062 | 6 | 0.9182 | 4 | 0.9213 | 1 | 0.9210 | 2 | 0.8623 | 9 | 0.9205 | 3 |
|  |  | MCAR2 | 0.9446 | 5 | 0.9374 | 8 | 0.9383 | 7 | 0.9391 | 6 | 0.9511 | 3 | 0.9536 | 2 | 0.9510 | 4 | 0.9042 | 9 | 0.9541 | 1 |
|  |  | Mean | 0.9276 | 5 | 0.9182 | 8 | 0.9193 | 7 | 0.9239 | 6 | 0.9356 | 4 | 0.9382 | 2 | 0.9363 | 3 | 0.8844 | 9 | 0.9384 | 1 |
|  |  | MAR1 | 0.9128 | 5 | 0.9014 | 7 | 0.9008 | 8 | 0.9051 | 6 | 0.9180 | 4 | 0.9217 | 2 | 0.9223 | 1 | 0.8669 | 9 | 0.9215 | 3 |
|  |  | MAR2 | 0.8814 | 6 | 0.8553 | 7 | 0.8495 | 8 | 0.8993 | 4 | 0.9100 | 2 | 0.9107 | 1 | 0.8843 | 5 | 0.8225 | 9 | 0.9043 | 3 |
|  |  | MAR3 | 0.8966 | 6 | 0.8802 | 7 | 0.8700 | 8 | 0.8996 | 5 | 0.9119 | 3 | 0.9146 | 2 | 0.9074 | 4 | 0.8403 | 9 | 0.9156 | 1 |
|  |  | MAR4 | 0.9103 | 5 | 0.8937 | 7 | 0.8846 | 8 | 0.9023 | 6 | 0.9128 | 4 | 0.9171 | 3 | 0.9221 | 1 | 0.8569 | 9 | 0.9189 | 2 |
|  |  | MAR5 | 0.9107 | 5 | 0.9022 | 7 | 0.9006 | 8 | 0.9052 | 6 | 0.9188 | 4 | 0.9210 | 2 | 0.9205 | 3 | 0.8676 | 9 | 0.9219 | 1 |
|  |  | Mean | 0.9038 | 5 | 0.8887 | 7 | 0.8844 | 8 | 0.9037 | 6 | 0.9155 | 3 | 0.9181 | , | 0.9133 | 4 | 0.8532 | 9 | 0.9170 | 2 |
|  |  | MNAR1 | 0.8637 | 6 | 0.8514 | 7 | 0.8371 | 8 | 0.8856 | 5 | 0.8876 | 4 | 0.8879 | 3 | 0.9028 | 1 | 0.8109 | 9 | 0.8902 | 2 |
|  |  | MNAR2 | 0.8078 | 6 | 0.7731 | 7 | 0.7554 | 8 | 0.8104 | 5 | 0.8309 | 2 | 0.8306 | 3 | 0.8284 | 4 | 0.7281 | 9 | 0.8437 | 1 |
|  |  | Mean | 0.8358 | 6 | 0.8122 | 7 | 0.7962 | 8 | 0.8480 | 5 | 0.8593 | 3 | 0.8592 | 4 | 0.8656 | 2 | 0.7695 | 9 | 0.8670 | 1 |
|  | 20\% | MCAR1 | 0.8004 | 5 | 0.7658 | 7 | 0.7623 | 8 | 0.7936 | 6 | 0.8340 | 4 | 0.8416 | 2 | 0.8439 | 1 | 0.6540 | 9 | 0.8372 | 3 |
|  |  | MCAR2 | 0.8327 | 5 | 0.8012 | 7 | 0.8003 | 8 | 0.8147 | 6 | 0.8574 | 4 | 0.8649 | 2 | 0.8593 | 3 | 0.6644 | 9 | 0.8677 | 1 |
|  |  | Mean | 0.8134 | 5 | 0.7784 | 7 | 0.7782 | 8 | 0.7990 | 6 | 0.8423 | 4 | 0.8501 | 1 | 0.8472 | 3 | 0.6565 | 9 | 0.8496 | 2 |
|  |  | MAR1 | 0.7913 | 5 | 0.7499 | 7 | 0.7459 | 8 | 0.7868 | 6 | 0.8266 | 4 | 0.8323 | 2 | 0.8329 | 1 | 0.6309 | 9 | 0.8287 | 3 |
|  |  | MAR2 | 0.7516 | 5 | 0.7126 | 7 | 0.6584 | 8 | 0.7172 | 6 | 0.7772 | 4 | 0.7865 | 3 | 0.8055 | 1 | 0.5766 | 9 | 0.7934 | 2 |
|  |  | MAR3 | 0.7485 | 6 | 0.6707 | 7 | 0.6604 | 8 | 0.7529 | 5 | 0.8071 | 4 | 0.8146 | 3 | 0.8160 | 2 | 0.5586 | 9 | 0.8189 | 1 |
|  |  | MAR4 | 0.8115 | 4 | 0.7513 | 7 | 0.7052 | 8 | 0.7795 | 6 | 0.8188 | 3 | 0.8262 | 2 | 0.8098 | 5 | 0.6175 | 9 | 0.8288 | 1 |
|  |  | MAR5 | 0.7981 | 5 | 0.7560 | 7 | 0.7513 | 8 | 0.7809 | 6 | 0.8235 | 4 | 0.8325 | 3 | 0.8417 | 1 | 0.6351 | 9 | 0.8331 | 2 |
|  |  | Mean | 0.7832 | 5 | 0.7333 | 7 | 0.7127 | 8 | 0.7669 | 6 | 0.8136 | 4 | 0.8214 | 3 | 0.8239 | 1 | 0.6092 | 9 | 0.8228 | 2 |
|  |  |  | 0.7407 | 1 | 0.6927 | 6 | 0.5690 | 8 | 0.6722 | 7 |  | 5 | 0.7098 | 4 | 0.7253 | 3 | 0.5283 | 9 | 0.7405 | 2 |
|  |  | MNAR2 | $0.6830$ | 1 | 0.6128 | 6 | 0.4749 | 8 | 0.6145 | 5 | 0.6322 | 4 | 0.6339 | 3 | 0.6035 | 7 | 0.4555 | 9 | 0.6598 | 2 |
|  |  | Mean | 0.7119 | 1 | 0.6528 | 6 | 0.5220 | 8 | 0.6433 | 7 | 0.6670 | 4 | 0.6718 | 3 | 0.6644 | 5 | 0.4919 | 9 | 0.7002 | 2 |
|  | 5\% | MCAR1 | 0.7372 | 6 | 0.7362 | 8 | 0.7359 | 9 | 0.7373 | 5 | 0.7379 | 4 | 0.7380 | 3 | 0.7407 | 1 | 0.7370 | 7 | 0.7396 | 2 |
|  |  | MCAR2 | 0.7372 | 7 | 0.7375 | 5 | 0.7370 | 8 | 0.7389 | 2 | 0.7383 | 3 | 0.7382 | 4 | 0.7396 | 1 | 0.7365 | 9 | 0.7374 | 6 |
|  |  | Mean | 0.7368 | 6 | 0.7368 | 7 | 0.7366 | 8 | 0.7373 | 5 | 0.7374 | 4 | 0.7377 | 3 | 0.7393 | 1 | 0.7363 | 9 | 0.7383 | 2 |
|  |  | MAR1 | 0.7344 | 6 | 0.7327 | 9 | 0.7339 | 7 | 0.7363 | 5 | 0.7375 | 3 | 0.7384 | 2 | 0.7390 | 1 | 0.7329 | 8 | 0.7368 | 4 |
|  |  | MAR2 | 0.7374 | 4 | 0.7349 | 7 | 0.7324 | 9 | 0.7369 | 5 | 0.7382 | 3 | 0.7365 | 6 | 0.7413 | 2 | 0.7338 | 8 | 0.7415 | 1 |
|  |  | MAR3 | 0.7367 | 8 | 0.7369 | 7 | 0.7373 | 6 | 0.7377 | 5 | 0.7382 | 2.5 | 0.7382 | 2.5 | 0.7385 | 1 | 0.7345 | 9 | 0.7380 | 4 |
|  |  | MAR4 | 0.7383 | 2 | 0.7383 | 5 | 0.7385 | 1 | 0.7379 | 7 | 0.7383 | 3.5 | 0.7383 | 3.5 | 0.7381 | 6 | 0.7373 | 9 | 0.7377 | 8 |
|  |  | MAR5 | 0.7366 | 6 | 0.7362 | 8 | 0.7366 | 7 | 0.7382 | 4 | 0.7383 | 3 | 0.7384 | 2 | 0.7396 | 1 | 0.7344 | 9 | 0.7366 | 5 |
|  |  | Mean | 0.7365 | 6 | 0.7356 | 7 | 0.7355 | 8 | 0.7373 | 5 | 0.7379 | 3 | 0.7377 | 4 | 0.7392 | 1 | 0.7344 | 9 | 0.7380 | 2 |
|  |  | MNAR1 | 0.7311 | 8 | 0.7343 | 5 | 0.7316 | 7 | 0.7385 | 2 | 0.7367 | 3 | 0.7326 | 6 | 0.7393 | 1 | 0.7299 | 9 | 0.7362 | 4 |
|  |  | MNAR2 | 0.7295 | 6 | 0.7279 | 8 | 0.7272 | 9 | 0.7346 | 5 | 0.7359 | 2 | 0.7362 | 1 | 0.7350 | 4 | 0.7286 | 7 | 0.7356 | 3 |
|  |  | Mean | 0.7303 | 7 | 0.7311 | 6 | 0.7294 | 8 | 0.7366 | 2 | 0.7363 | 3 | 0.7344 | 5 | 0.7372 | 1 | 0.7292 | 9 | 0.7359 | 4 |
|  | 20\% | MCAR1 | 0.7267 | 8 | 0.7263 | 9 | 0.7274 | 6 | 0.7293 | 5 | 0.7315 | 3 | 0.7328 | 2 | 0.7411 | 1 | 0.7268 | 7 | 0.7308 | 4 |
|  |  | MCAR2 | 0.7321 | 8 | 0.7334 | 5 | 0.7333 | 6 | 0.7358 | 3 | 0.7349 | 5 | 0.7355 | 4 | 0.7388 | 1 | 0.7299 | 9 | 0.7329 | 7 |
|  |  | Mean | 0.7307 | 8 | 0.7316 | 6 | 0.7315 | 7 | 0.7335 | 4 | 0.7343 | 3 | 0.7352 | 2 | 0.7395 | 1 | 0.7279 | 9 | 0.7334 | 5 |
|  |  | MAR1 | 0.7247 | 6 | 0.7247 | 7 | 0.7223 | 9 | 0.7307 | 3 | 0.7311 | 2 | 0.7305 | 4 | 0.7396 | 1 | 0.7223 | 8 | 0.7295 | 5 |
|  |  | MAR2 | $0.7355$ | $6$ | 0.7332 | 7 | 0.7366 | 4 | 0.7313 | 8 | $0.7408$ | 2 | $0.7409$ | 1 | $0.7391$ | 3 | 0.7270 | 9 | 0.7365 | 5 |
|  |  | MAR3 | $0.7316$ | $6$ | $0.7304$ | 7 | 0.7331 | 5 | 0.7301 | 8 | $0.7344$ | 4 | $0.7380$ | 2 | $0.7384$ | 1 | 0.7262 | 9 | $0.7366$ | 3 |
|  |  | MAR4 | $0.7297$ | $6$ | 0.7280 | 7 | 0.7267 | 9 | 0.7341 | 4 | 0.7350 | 3 | $0.7357$ | 1 | $0.7355$ | 2 | 0.7278 | 8 | 0.7306 | 5 |
|  |  | MAR5 | 0.7281 | 6 | 0.7269 | 7 | 0.7256 | 8 | 0.7316 | 5 | 0.7343 | 3 | 0.7352 | 2 | 0.7413 | 1 | 0.7229 | 9 | 0.7321 | 4 |
|  |  | Mean | 0.7293 | 6 | 0.7278 | 8 | 0.7281 | 7 | 0.7312 | 5 | 0.7346 | 3 | 0.7355 | 2 | 0.7391 | 1 | 0.7242 | 9 | 0.7322 | 4 |
|  |  | MNAR1 | 0.7298 | 1 | 0.7237 | 5 | 0.7205 | 9 | 0.7225 | 7 | 0.7253 | 3 | 0.7246 | 4 | 0.7255 | 2 | 0.7222 | 8 | 0.7230 | 6 |
|  |  | MNAR2 | 0.7275 | 1 | 0.7249 | 3 | 0.7170 | 8 | 0.7160 | 9 | 0.7195 | 7 | 0.7215 | 5 | 0.7260 | 2 | 0.7200 | 6 | 0.7229 | 4 |
|  |  | Mean | 0.7287 | 1 | 0.7243 | 3 | 0.7188 | 9 | 0.7192 | 8 | 0.7224 | 6 | 0.7231 | 4 | 0.7257 | 2 | 0.7211 | 7 | 0.7230 | 5 |

Table 5.1 and Figures 5.1 and 5.2 present the average results obtained for each dataset. The results are divided by metric (F-measure and $R^{2}$ ), missing mechanism (MCAR, MAR and MNAR) and missing rate (5 and 20\%). Table 5.1 further distinguishes between different implementations of the missing mechanisms.

Overall, the increase of the missing rate leads to a decrease in the performance of classifiers (F-measure) and in the quality of imputation $\left(R^{2}\right)$. It is also noticeable that the values of both metrics decrease from MCAR to MAR and from MAR to MNAR for most imputation scenarios. We now thoroughly analyse the results obtained regarding the quality of imputation and impact on classification results individually.

## Quality of Imputation ( $\mathbf{R}^{2}$ ):



Figure 5.1: Average $R^{2}$ values for all datasets, considering the different imputation methods under the three missing mechanisms.

For MCAR mechanisms and considering a $5 \%$ missing rate, kNNimp5 and EM were the best approaches for $M C A R 1_{\text {univa }}$ and $M C A R 2_{\text {univa }}$, respectively; while for a $20 \%$ missing rate, SVMimp and EM proved to be the best imputation techniques for $M C A R 1_{\text {univa }}$ and $M C A R 2_{\text {univa }}$, respectively. For both MRs, $S D A E 1_{\text {adadelta }}$ is the $5^{\text {th }}$ best approach, with differences from the best method of 0.0108 (MR 5\%) and 0.0367 (MR 20\%). $S D A E 1_{s g d}$ is the $8^{\text {th }}(\mathrm{MR} 5 \%)$ and $7^{\text {th }}$ (MR $20 \%$ ) with differences from the best method of 0.0202 and 0.0717 , respectively.

For MAR mechanism there are three winner approaches when missing rate is $5 \%$ : SVMimp (for $M A R 1_{\text {univa }}$ and $M A R 4_{\text {univa }}$ ), EM (for $M A R 3_{\text {univa }}$ and $M A R 5_{\text {univa }}$ ) and kNNimp5 (for $M A R 2_{\text {univa }}$ ). For a missing rate of $20 \%$, two winner approaches arise: SVMimp (for $M A R 1_{\text {univa }}, M A R 2_{\text {univa }}$ and $\left.M A R 5_{\text {univa }}\right)$ and EM $\left(M A R 3_{\text {univa }}\right.$ and $\left.M A R 4_{\text {univa }}\right)$. Regardless of the MR, $S D A E 1_{\text {adadelta }}$ and $S D A E 1_{\text {sgd }}$ are the $5^{\text {th }}$ and $7^{\text {th }}$ best imputation approaches $-S D A E 1_{\text {adadelta }}$ differs from the best method of 0.0144 (MR of $5 \%$ ) and 0.0407 (MR of $20 \%$ ); $S D A E 1_{\text {sgd }} 0.0295$ (MR of $5 \%$ ) and 0.0906 (MR of $20 \%$ ) from the $1^{\text {st }}$ approach.

Regarding MNAR mechanism, SVMimp and EM show the best results for $M N A R 1_{\text {univa }}$ and $M N A R 2_{\text {univa }}$, respectively, considering a $5 \%$ missing rate. $S D A E 1_{\text {adadelta }}$ ( 0.0312 ) and $S D A E 1_{\text {sgd }}(0.0547)$ are ranked with 5 and 7 , respectively, and the values in parentheses indicate the difference from the best approach. For a higher MR $(20 \%), S D A E 1_{\text {adadelta }}$ seems to be the best imputation approach $-S D A E 1_{\text {adadelta }}$ reaches an average value of 0.71187 followed by EM that achieves 0.70016 .

## Impact on classification (F-measure):



Figure 5.2: Average F-measure values for all datasets, considering the different imputation methods under the three missing mechanisms.

For MCAR mechanisms, SVMimp seems to be the best imputation method in terms of classification performance (F-measure), regardless of the missing rate. $S D A E 1_{\text {adadelta }}$ is ranked with $6(5 \%)$ and $8(20 \%)$, differing from the best method of 0.00254 and 0.00880 , respectively. $S D A E 1_{\text {sgd }}$ is the $7^{\text {th }}$ and the $6^{\text {th }}$ best method
under the 2 MRs. Here, the differences between the imputation methods are smaller than for $R^{2}$ - the differences between the SDAE-based approach and the best method for each scenario are 0.00255 and 0.00786 , respectively.

Considering MAR mechanism, there are three winner approaches for $5 \%$ of MR: Meanimp (for $M A R 4_{\text {univa }}$ ), SVMimp (for $M A R 1_{\text {univa }}, M A R 3_{\text {univa }}$ and $M A R 5_{\text {univa }}$ ) and EM (for $M A R 2_{\text {univa }}$ ). For a higher MR (20\%), SVMimp (for $M A R 1_{\text {univa }}$, $M A R 3_{\text {univa }}$ and $\left.M A R 5_{\text {univa }}\right)$ and kNNimp5 ( $M A R 2_{\text {univa }}$ and $\left.M A R 4_{\text {univa }}\right)$ proved to be the best approaches. $S D A E 1_{\text {adadelta }}(5 \%-0.0028 ; 20 \%-0.0098)$ is ranked as 6 best method for both MRs. $S D A E 1_{\text {sgd }}$ is the $7^{\text {th }}$ (MR $5 \%$ ) and $8^{\text {th }}$ (MR $5 \%$ ) best method differing from the $1^{\text {st }}$ of 0.0079 and 0.0114 , respectively.

For MNAR mechanism and $5 \%$ of missingness there are two winner approaches: SVMimp (for $M N A R 1_{\text {univa }}$ ) and kNN5imp (for $M N A R 2_{\text {univa }}$ ). For the same MR, $S D A E 1_{\text {adadelta }}(0.0069)$ and $S D A E 1_{\text {sgd }}$ ( 0.0061 ) are ranked with 7 and 6 , respectively. When the missing rate increases (20\%), SDAE1 $1_{\text {adadelta }}$ and $S D A E 1_{\text {sgd }}$ are among the top 3 approaches: $S D A E 1_{\text {adadelta }}$ surpasses all the remaining methods, while $S D A E 1_{\text {sgd }}$ is the third best imputation method, falling just behind kNNimp5.

## Conclusions

In this $1^{\text {st }}$ experiment, we propose 2 SDAE-based approaches capable of imputing data that are missing. The results show that our proposed approaches surpass other imputation methods from the state of the art, for some combinations of missing mechanisms and MRs. Despite this, it is important to note that our models have some limitations since we assume that there is enough complete data to be used in the training phase: in other words, our training set is composed of complete observations while the incomplete ones belong to the test set.

These results show that our model ( $S D A E 1_{\text {adadelta }}$ ) which uses Adadelta as optimization algorithm surpasses the results obtained by $S D A E 1_{\text {sgd }}$ proposed in Gondara et al. [9]. Furthermore, the results obtained for MNAR mechanisms under a high MR, show the superiority of SDAE over the remaining state-of-the-art methods, indicating that autoencoders might be a feasible approach for this scenario, which is a relevant insight for the research community, since MNAR is a non-ignorable mechanism and the most problematic to impute in an unbiased way.

Regarding both metrics ( $R^{2}$ and F-measure), the top 3 imputation methods per mechanism are always the same except for MNAR with $20 \%$ of missing values. EM, kNNimp5 and SVMimp are the approaches that achieve the best results for MAR and MCAR mechanisms, and MNAR seems to be the only mechanism which
influences the choice of imputation method.
In summary, the conclusions of the $1^{\text {st }}$ experiment are the following:

- Our experiments show that under MCAR and MAR mechanisms there are three imputation methods that perform well: EM, kNNimp5 and SVMimp. For these scenarios, $S D A E 1_{\text {adadelta }}$ and $S D A E 2_{\text {adam }}$ are ranked between 5 and 8 position $-S D A E 1_{\text {adadelta }}$ seems to be superior to $S D A E 1_{\text {sgd }}$;
- For MNAR mechanism, the imputation technique based on overcomplete SDAE - SDAE1 $1_{\text {adadelta }}$ - outperforms well-known imputation methods for high rates of missing data (20\%), both in terms of classification performance (F-measure) and quality of imputation $\left(R^{2}\right)$;


## $5.2 \quad 2^{\text {nd }}$ Experiment

The goals of this experiment are:

- Propose another 2 SDAE architectures to recover missing data;
- Propose a multiple imputation algorithm capable of imputing missing data regardless of the MR, using the 2 SDAE architectures mentioned above;
- Compare the performance of our proposed models with imputation methods from the state of the art, under several missing rates;
- Study the effect of the different generation methods on several imputation methods.

Before we started a new experiment, it was necessary to select the synthetic generation methods that would be used from then on. If we apply all the generation methods to the datasets, we would need a lot of computational time. So, in order to reduce the computational time, we selected a set of generation methods. The aim of this preliminary study was to investigate the generation methods that led to a better performance of the imputation methods. In addition to the performance of the imputation methods, we also took into consideration some limitations of the generation methods that were already known. At the end, we chose to use a generation method for each mechanism (MCAR, MAR and MNAR) and for each type of implementation (univa and unifo) - MCAR2 ${ }_{\text {univa }}, M C A R 3_{\text {unifo }}, M A R 2_{\text {univa }}$, $M A R 1_{\text {unifo }}, M N A R 1_{\text {univa }}$ and $M N A R 3_{\text {unifo }}$. This analysis can be found in Section 4.2.

In brief, we performed a comparative study on the effect of the various generation methods described in Section 2.2.1 on 7 well-known imputation methods from the state of the art (Meanimp, kNNimp for $\mathrm{k}=1,3$ and 5 , SVMimp, MICE and EM).

This $2^{\text {nd }}$ experiment also requires a missing value generation phase (where 5 runs were performed) followed by imputation and classification. Then, we evaluated both the imputation quality and its impact on classification. The results are divided by metric (F-measure, $R^{2}$ and RMSE), missing mechanism (MCAR, MAR and MNAR), type of configuration (univa and unifo) and missing rate (5, 10, 15, 20 and $40 \%$ ). We evaluate 9 different imputation techniques including 2 SDAE-based approaches for a total of 4950 incomplete datasets.

Table 5.2 presents the average results obtained for all the 33 complete datasets used in this study (Table 4.1). As in the $1^{\text {st }}$ experiment, the increase in the missing rate leads to a decrease in the classification performance (F-measure) and the quality of imputation ( $R^{2}$ and RMSE). Moreover, we evaluate 2 important perspectives from the missing data problem - imputation quality and classification performance - the results obtained for these 2 perspectives do not match. Next, we provide a detailed analysis of the results obtained considering imputation quality and classification performance.

## Quality of Imputation ( $\mathrm{R}^{2}$ and RMSE):

For univa configurations, $S D A E 2_{\text {adam }}$ proved to be the best approach for all missing mechanisms, regardless of the missing rate. $S D A E 2_{\text {adadelta }}$ was ranked as the $6^{\text {th }}$ or $7^{\text {th }}$ best method, in terms of $R^{2}$, and regarding RMSE metric was considered to be $5^{\text {th }}$ or $6^{\text {th }}$ best method.

For the unifo configurations, MICE is the best imputation method for MCAR missing mechanisms for all the MRs while the SDAE-based approaches are ranked between $2^{\text {nd }}$ and $6^{\text {th }}$ positions. Considering MAR missing mechanism, MICE is also the best method in most of the scenarios: for a higher MR ( $40 \%$ ), SDAE2 $2_{\text {adam }}$ seems to be the best approach in terms of RMSE. In the case of MNAR mechanism and for lower MRs ( $5 \%$ and 10\%), MICE is also the best approach. However, for higher MRs, the SDAE-based approaches guarantee a better imputation quality - SDAE2 $2_{\text {adadelta }}$ is the best method under $15 \%$ and $40 \%$ MRs while $S D A E 2_{\text {adam }}$ seems to be superior for $20 \%$.

| ${ }^{2}$ | 19290 | I | 82880 | z | 19890 |  | v9z＇0 | I | เ9zz＇0 |  | 08zz\％ | ${ }^{2}$ | L2820 | z | 19990 | 9 | z6890 |  | 8z960 |  | 2686．0 | I | 0886\％ | 8 | 12820 | 4 | ${ }^{1829}{ }^{\circ}$ | 8 | 98990 | I | zs92．0 | 9 | ${ }^{60+2} 20$ | 2 | ${ }^{122 L 2}{ }^{\circ}$ | ppzavas |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 28990 | ${ }^{2}$ | 0688：0 | $\stackrel{ }{5}$ | ${ }^{9989} 0$ | ${ }^{2}$ | 82020 | $\stackrel{9}{8}$ | 99790 | $\stackrel{9}{ }$ | $2489^{\circ} 0$ | 1 | $288 L^{\circ}$ | $\varepsilon$ | 69990 | 9 | 1889900 | ${ }_{8}$ | 2ive： | 4 | ${ }^{08190}$ | 4 | ${ }^{\text {p } 669 \%}$ | ${ }^{2}$ | 088 20 | 8 | ${ }^{1829} 9^{\circ}$ | $\stackrel{9}{8}$ | ${ }^{\text {z999\％}}$ | ${ }^{7}$ | zss ${ }^{\text {co }}$ | $\stackrel{9}{8}$ | Est $L^{\circ}$ | $\stackrel{9}{8}$ | ${ }^{622} 2.0$ | 制zavas |  |
| 9 | 89260 | $\varepsilon$ | ${ }^{22690}$ | 1 | $\mathrm{8r9s}^{\circ} \mathrm{O}$ | $\varepsilon$ | $9688^{\circ}$ | z | $\mathrm{v} 609^{0}$ | z | Lzos＇0 | 9 | 22680 | 1 | 61290 | 1 | זz8900 | $\varepsilon$ | ${ }^{6699}{ }^{\circ} 0$ | z | て「¢ $L^{0}$ | z | t092 ${ }^{\circ}$ | 9 | D¢E90 | z | 98020 | z | 88690 | 6 | 868.10 | z | 16220 |  | $972 L^{\circ}$ | ตวเw |  |
| 8 | 88860 |  | 0288＇0 | 8 | 99880 | 4 | 88660 | 8 | $8088{ }^{\circ}$ | 8 | 0988．0 | 9 | 58280 | 6 | 9trs 0 | 6 | 86680 | 8 | ${ }^{9688^{\circ}}$ | 6 | 86050 | 6 | $\mathrm{z}^{6680}$ | 9 | ゅ66900 | ${ }^{6}$ | 98890 | 6 | sot90 | 4 | $972{ }^{\circ}$ | 6 | ${ }^{762 L}{ }^{\circ}$ |  | 20t2． | WA |  |
| 6 | 88 LW | 6 | coz 2 ＇8 | 6 | geset | 6 | Lzs8＇T | 6 | v6I＇t | 6 | c99t＇ | ＋ | 08L＇0 | 9 | ャ0¢90 | z | 90z90 | ， | 80ıs＇0 | ＋ | 88820 | － | $698 L^{\circ}$ | $\pm$ | 9882\％ | 1 | 0292\％ | 1 | 8192．0 | $\varepsilon$ | z8s 20 | 1 | 9692，0 | I | 6．924．0 | dumpes | \％0 |
| 9 | ＋2zo＇t | － | 28690 | s | 26890 | 9 | ${ }^{\text {c } 688^{\circ}}$ | $\varepsilon$ | z08s 0 | $\varepsilon$ | $6 z^{\circ} \mathrm{O}$ | 2 | ¢6880 | ＋ | r24900 | 8 | 20680 | 9 | $9985{ }^{\circ}$ | 8 | 288.20 | 8 | $2682^{\circ}$ | 4 | $8769^{0}$ | 8 | 88690 | 4 | 18990 | 9 | 87 L 20 | 8 | 08t 20 | z | W¢ 2.0 | gduminy |  |
| 4 | ${ }^{6280}{ }^{\text {T }}$ | $\stackrel{9}{9}$ | 89L20 | 9 | ${ }^{1029} 9$ | ＋ | 88880 |  | z6ts 0 | ＋ | fots ${ }^{0}$ | 8 | $2688^{\circ}$ | 9 | 98890 | 4 | tils 0 | 9 | ${ }^{168 r^{\circ} 0}$ | 9 | trzLio | 9 | 1922．0 | 6 | $9889^{\circ}$ | ＋ | 82690 | 9 | ［z9900 | 9 | 0ttL ${ }^{\circ}$ | $t$ | t9tLio | ＋ | zis $L^{\circ}$ | ¢dumen ${ }^{\text {a }}$ |  |
|  | ${ }^{2} 880{ }^{\text {I }}$ | 4 | $21824^{\circ}$ | 4 | $862 L^{\circ}$ | 9 | vzi6．0 | 9 | zo9990 | 9 | 59890 | 6 | $2887^{\circ}$ | 2 | ${ }^{1} 190$ | 8 | ${ }^{2188 \%^{\circ}}$ | 4 | z8Et ${ }^{\circ}$ | 9 | ${ }^{6+99} 9^{0}$ | 9 | ${ }^{\text {g L } 290}$ | 8 | 298900 | 9 | cs89900 | 8 | 28890 | 8 | 9thLO | 4 | TtL20 | 8 | $69 \mathrm{~L}{ }^{\circ} 0$ | Idutin＇ |  |
| ＋ | 06860 | 9 | cgs ${ }^{\circ}$ | 8 | L¢890 | 8 | $9880{ }^{\text {T }}$ | 4 | $z 8990$ | 4 | $2889^{\circ}$ | $\varepsilon$ | 9 HtP 0 | 8 | 98090 | ＋ | $6689^{\circ}$ | 6 | 89880 | 8 | tb8s 0 | 8 | 19690 | ＋ | 012900 | 9 | 1089．0 | ＋ | 92990 | ＋ | 8 Lt 20 | 8 | I\＆ 20 | 9 | 82L2 ${ }^{\circ} 0$ | du！̣иеә |  |
| 1 | $8588^{\circ}$ | － | ［8W50 | ＋ | 92LV＇0 |  | 108z 0 | 1 | s09\％＇0 | 1 | $99^{\circ}{ }^{\circ} \mathrm{O}$ | 1 | OVZLio | ＋ | $1818{ }^{\circ}$ | 9 | 20620 |  | 68560 | I | ¢ 96\％$^{\circ}$ | 1 | 2896.0 | ${ }^{\text { }}$ | ILSLSO | 9 | 82820 | 9 | $612 L^{\circ}$ | 8 | 98920 | 2 | 92sLO | L | 28920 | ppzavas |  |
| ${ }^{2}$ | 10190 | $s$ | 98W ${ }^{\circ}$ | 9 | 1847\％ | 9 | 95090 | 9 | 9 TWFO | 9 | $85^{\text {d }}{ }^{\circ} 0$ | ${ }^{2}$ | 22690 | $s$ | 82180 | 4 | $806 L^{\circ}$ | 9 | vzzLO | 4 | 06080 | 4 | \＄80800 | $\varepsilon$ | gis ${ }^{\text {a }}$ | 4 | ع98 $L^{\circ}$ | 4 | 01z20 | ${ }^{2}$ | 16820 | 9 | 22920 | s | $6882{ }^{\circ}$ | 1pppp zavas |  |
| $\varepsilon$ | 97890 | I | 600ヶ＇0 | 1 | $9088{ }^{\circ}$ | ${ }^{2}$ | 678\％ 0 | z | น！¢\％0 | z | 188\％0 | 8 | zL290 | I | 9658＇0 | 1 | 2688＇0 | z | ［292\％ | z | $6628^{\circ}$ | z | $9088{ }^{\circ}$ | ＋ | 66t20 | z | 9z220 | z | 18な20 | 6 | gic20 | z | z8920 | ＋ | $6662{ }^{\circ}$ | ตวเw |  |
| s | tot ${ }^{\circ} \mathrm{O}$ | 8 | os69 0 | 8 | 88690 |  | 96820 | 8 | ${ }^{\text {2 } 2650}$ | 8 | 9965 ${ }^{\circ}$ | 8 | 18L $9^{\circ} 0$ | 6 | 0802 ${ }^{\circ}$ | 6 | z2990 | 6 | tugs 0 | 6 | 69290 | 6 | $6^{62190}$ | 6 | 92690 | 6 | $9 \mathrm{FtL} \mathrm{L}^{\circ}$ | 6 | 19890 | 8 | 98920 | 6 | 88920 | 6 | LTs2． | WA |  |
| 6 | 889 T1 | 6 | I8Ls＇t | 6 | osoot | 6 | $6076{ }^{\circ}$ | 6 | t1860 | 6 | 8801.1 | ＋ | 81590 | 9 | $6964{ }^{\circ}$ | ＋ | zz6LO | 9 | tic 20 | s | $28888^{0}$ | 9 | $92488^{\circ}$ | 1 | 9682\％ | 1 | z89 ${ }^{\circ}$ | 1 | 8t92．0 | 1 | Lz92．0 | 1 | ¢TL2．0 | 1 | t992．0 | dumpes | \％02 |
| 9 | tilizo | ${ }^{2}$ | ¢ャで＇0 | ${ }^{2}$ | $68 \mathrm{IL}^{\circ} 0$ | 8 | ع1990 | 8 | 81980 | 8 | ${ }^{1898} 8^{\circ}$ | 9 | ${ }^{8669 \%}$ | ${ }^{2}$ | 01880 | ${ }^{7}$ | 28180 | $\varepsilon$ | 9tt 20 | 8 | $82 / 28^{\circ}$ | $\varepsilon$ | $2 \mathrm{L2} 28^{\circ}$ | 9 | 9672：0 | 9 | ${ }^{9682}{ }^{\circ}$ | ¢ | 088.0 | 9 | $99 s 20$ | 8 | 0z92： | ${ }^{2}$ | ¢192．0 | 9dum ${ }^{\text {der }}$（ |  |
| 4 | ${ }^{28120}$ | 8 | 69850 | $\varepsilon$ | $978 \mathrm{C}^{\circ}$ | ＋ | $9899^{\circ}$ | － | $6^{69280}$ | v | $21280^{\circ}$ | 4 | 188890 | 8 | $9278{ }^{\circ}$ | $\varepsilon$ | $6908{ }^{\circ}$ | ＋ | 89820 | v | $2898{ }^{\circ}$ | v | 0998．0 | 4 | $88 z 20$ | $\varepsilon$ | viwlio | $\varepsilon$ | 1882\％ | v | $0292 L^{\circ}$ | v | 2092\％ |  | 6092\％ | ¢dumen ${ }^{\text {d }}$ |  |
|  | Tゅ $L^{\circ} 0$ | 9 | $2209^{\circ}$ | 4 | ${ }^{\text {V609 }}$ | 9 | ${ }^{6269 \%}$ | $\stackrel{9}{8}$ | ${ }^{9887^{\circ} 0}$ | 9 | $88 \mathrm{~S}^{\circ} 0$ | ${ }_{6}^{6}$ | ${ }^{9+5 s^{\circ} 0}$ | $\stackrel{2}{8}$ | ${ }^{18882}{ }^{\circ}$ | 8 | 18SLO | $\stackrel{4}{8}$ | $290 L^{\circ} 0$ | 9 | ${ }^{99788^{\circ}}$ | 9 | ${ }^{80788^{\circ}}$ | 8 | $290 L^{\circ}$ | v | $8072{ }^{\circ}$ | 8 | ${ }^{98120}$ | $\stackrel{9}{9}$ | t9920 | $\stackrel{8}{8}$ | $88.4{ }^{\circ}$ | 8 | tgs $L^{\circ} 0$ |  |  |
| ＋ | 00290 | 4 | $\mathrm{rbos}^{\circ} 0$ | s | $624 t^{\circ} 0$ | 1 | $2902^{\circ}$ | 2 | ${ }^{9654}{ }^{\circ} 0$ | 4 | $62 \mathrm{~W} \mathrm{~F}^{\circ} 0$ | 9 | 9t¢9 ${ }^{\circ}$ | 8 | $z+2 L^{\circ}$ | 9 | 20620 | 8 | 2969\％ 0 | 8 | 09620 | 8 | $6008{ }^{\circ}$ | 9 | 2182.0 | 8 | $9882{ }^{\circ}$ | 9 | $61 \mathrm{ZL} L^{\circ}$ | 4 | ¢9920 | 8 | 829250 |  | 2882 ${ }^{\circ}$ | dшụиәш |  |
| ${ }^{2}$ | 99890 | 9 | ${ }^{19680} 0$ | ＋ | ${ }^{62880} 0$ | T | sotz＇0 | 1 | 88850 | 1 | $20 \mathrm{H}^{\circ} \mathrm{O}$ | ${ }^{\text {z }}$ | ${ }^{6092}{ }^{\circ}$ | 9 | $90988^{\circ}$ | ？ | 80¢8 ${ }^{\circ}$ |  | 6196.0 |  | 8026.0 |  | 0026.0 | 5 | ${ }^{6092}{ }^{\circ}$ | 1 | ogs ${ }^{\circ} 0$ | ？ | 88820 | 9 | 86920 | 9 | 26820 | $\stackrel{1}{2}$ | 2892.0 | pozavas |  |
|  |  | ＋ | 0568\％ 0 | 9 |  | 9 | 28ts0 | $s$ | z0880 | 9 | $2068{ }^{\circ}$ | 1 |  | ＋ | 20980 | 9 | $6^{6688^{\circ}}$ | 4 | 9ttio | 4 | $62988^{\circ}$ | 4 | $8888^{\circ}$ |  | 88920 | $\varepsilon$ | ${ }^{1929}{ }^{\circ}$ | 4 | $828 L^{\circ}$ |  | z0920 | 4 | $882^{\circ}$ | 8 | $9882{ }^{\circ}$ | ppppzavas |  |
| 8 | tors ${ }^{\text {a }}$ | t | ${ }^{\text {6t\％}} 0$ | I | z978．0 | ${ }^{2}$ | zosto | ${ }^{2}$ | Izoe 0 | \％ | 「008．0 | 8 | ${ }^{68 t 2}{ }^{\circ} 0$ | I | $8888^{\circ} 0$ | t | ${ }^{9988}{ }^{\circ}$ | ${ }^{7}$ | ${ }^{6628^{\circ} 0}$ |  | $2016{ }^{\circ}$ |  | ${ }^{06060}{ }^{\circ}$ | 8 | 11920 | 8 | tos 20 | \％ | ${ }^{882 L^{\circ}} 0$ |  | 21920 | ${ }_{6}^{9}$ | 20920 | ${ }^{5}$ | ${ }^{0892}{ }^{\circ} 0$ | goiw |  |
| 4 | ${ }^{\text {He9 }} 0$ | 8 | ${68 z s^{\circ}}^{0}$ | 8 | Lgiso | 8 | ${ }^{18999} 9$ |  | tets 0 |  | ${ }^{6819^{\circ} 0}$ | 8 | zst90 | ${ }^{6}$ | 92940 | 6 | 9 9ゆL＇0 | ${ }^{6}$ | ${ }^{0979}{ }^{\circ} 0$ | ${ }^{6}$ | 98920 | 6 | 08t20 | 8 | $08 z 20$ | ${ }^{6}$ | 78820 | ${ }^{6}$ | ${ }^{98020}$ | ${ }_{6}$ | $28822^{\circ}$ | ${ }^{6}$ | ${ }^{6892}{ }^{\circ}$ | 1 | ${ }^{8+292.0}$ | NA |  |
| ${ }_{9}^{6}$ | ${ }^{8880} 0^{\circ} \mathrm{T}$ | ${ }^{6}$ | $8^{8288} 8^{\circ}$ |  | ${ }^{8799^{\circ}}$ | ${ }_{6}$ | 8 ［1880 | ${ }^{6}$ | V882．0 | ${ }^{6}$ | ${ }^{2} 2266^{\circ}$ | ＋ | z992． $0 \times 89$ | ${ }_{8}^{9}$ | $6888^{\circ}{ }^{\circ}$ 00280 | z | $96888^{\circ}$ E9980 | $\stackrel{9}{8}$ | ${ }^{806 L^{\circ}}{ }^{\text {c }}$ | $\varepsilon$ | ${ }_{920668^{\circ}}^{00}$ | $\stackrel{9}{8}$ | $0288{ }^{\circ}$ 88060 | ${ }_{9}^{1}$ | ${ }_{\text {z }}^{2282.0}$ | $\stackrel{1}{2}$ | ${ }^{682 L}{ }^{\circ}$ | ${ }_{8}^{1}$ | zLa 2.0 cos | ${ }_{8}^{1}$ | ${ }_{86210}^{892}{ }^{\circ}$ | $\frac{I}{\varepsilon}$ | 8292.0 $8692^{\circ}$ | $\varepsilon$ |  |  | \％ |
| ${ }_{9}^{9}$ | 88090 79990 | ${ }_{8}^{2}$ |  | ${ }_{8}^{8}$ | ${ }_{86980}^{19980}$ |  | 208tio | ${ }_{\square}^{8}$ | 892E0 | $\stackrel{\varepsilon}{\square}$ | $98180^{\circ}$ $898 \% 0$ | ${ }_{2}^{9}$ | O18990 | $\stackrel{8}{8}$ |  | ${ }_{8}^{8}$ | ${ }^{899980}$ | $\stackrel{8}{\square}$ | ${ }^{18682^{\circ}}$ | 8 | ${ }^{9206060}$ | $\stackrel{8}{\square}$ | ${ }^{889680^{\circ}}$ | $\stackrel{9}{2}$ | VてE\＆20 | $\stackrel{2}{8}$ | ${ }_{\text {cke }}^{6092}$ | $\stackrel{8}{\square}$ | ${ }_{\text {cost }}^{\text {cos } 20}$ | ${ }_{5}^{8}$ | \％o920 | ${ }_{2}$ | 25920 | ${ }_{\text {z }}$ | g992．0 | ¢duin |  |
| 8 | เ¢990 | 9 | ${ }^{66} \mathrm{~W}^{\prime} 0$ | 4 | 9985\％ | 9 | 68zs ${ }^{0}$ | 9 | zz880 | 9 | $81880^{\circ}$ | 6 | $2 \mathrm{tr9} 9^{0}$ | 4 | $\mathrm{v} 2880^{\circ}$ | 8 | ［8180 | 9 | $6092 \%$ | 9 | $8998{ }^{\circ}$ | 9 | 1898\％ | 6 | 90z 20 | z | ז992\％ | 8 | 988 20 | $\varepsilon$ | z192\％ | $\stackrel{1}{5}$ | $9892^{\circ}$ | － | г292．0 | Idument |  |
| $t$ | $6^{6889^{\circ}}$ | 4 | 188t 0 | － | $62880^{\circ}$ | $\angle$ | 9209\％ | 4 | 28680 | 4 | 1868 0 | 9 | 98020 |  | Lzz80 | ＋ | rot80 | 8 |  |  | $0688{ }^{\circ}$ | 8 | 5978．0 | 9 | ISt20 | 9 | tILL ${ }^{\circ}$ | 9 | 18820 | 4 | 26820 | 8 | 18920 |  | $6882{ }^{\circ}$ | du！ureau |  |
| ${ }^{2}$ | 26990 | ＋ | t18\％ 0 | ＋ | 2tico |  | 888 ${ }^{\circ}$ | 1 | z8iro | I | $680{ }^{\circ} 0$ | ${ }^{7}$ | 0s620 |  | $98888^{\circ}$ | ＋ | $9168{ }^{\circ}$ |  | 86960 |  | 02L6．0 | 1 | 62.60 | ${ }^{\text {z }}$ | 66920 | 9 | 69920 | 8 | 82LLio | 8 | 28920 | 4 | $68920^{\circ}$ |  | g2920 | ${ }^{\text {upp } p_{Z G V}}$ |  |
| 9 | 886t＇0 | 9 | п1¢\％ 0 |  | tte\％ |  | gsL2．0 | 9 | 82180 | 9 | L208\％ | 9 | 91240 | 9 | $9888^{\circ}$ | 9 | $91680^{\circ}$ | 4 | $9962{ }^{\circ}$ |  | z006．0 |  | $z^{2} 206{ }^{\circ}$ | 9 | 9292．0 | 4 | ＋992．0 | 4 | 98220 | 9 | $6882{ }^{\circ}$ | 9 | 9792．0 | － | 9292\％ | pmpppp ªvas $^{\text {a }}$ |  |
| 1 | 29bt＇0 | I | ${ }^{1897}{ }^{\circ}$ | 1 | $6^{688} \cdot 0$ | ${ }^{2}$ | 98280 | ${ }^{2}$ | L2VZ0 | ${ }^{2}$ | 98\％て＇0 | 1 | ${ }^{2} 2.88 .0$ | 1 | 2vz6．0 | I | $88 z 6.0$ | ${ }^{2}$ | ${76988^{\circ}}^{\circ}$ | ${ }^{2}$ | ${ }^{0} 0866^{\circ}$ | ${ }^{2}$ | $8{ }^{\text {LT } 60}$ | 8 | ${ }^{\text {8692 }}{ }^{\circ}$ | 1 | 0692．0 | ${ }^{2}$ | 98SLO | 6 | $8824{ }^{\circ}$ | $\stackrel{5}{ }$ | z9920 | v | 1992\％ | goiw |  |
| 8 | 7889．0 | 8 | ${ }^{9885} 5^{\circ}$ |  | $288 \mathrm{~L}^{\circ} 0$ | 8 | Lits 0 |  | ${ }^{66 z \mathrm{~F}^{\circ} 0}$ | 8 | ${ }^{9915^{\circ}}$ | 1 | $92 \mathrm{LL}{ }^{\circ}$ | 6 | $25888^{\circ}$ | ${ }^{6}$ | 08880 | ${ }_{6}^{6}$ |  |  |  | ${ }_{6}^{6}$ | 9988 ${ }^{\circ} \mathrm{O}$ 78160 | ${ }_{5}^{6}$ | 88120 T0820 |  | ${ }^{2992}{ }^{2} 0$ | ${ }^{6}$ |  | $\stackrel{2}{2}$ | $688 L^{\circ}$ 029 | ${ }^{6}$ | Z6920 zoL | ${ }_{8}^{6}$ | 7692 ${ }^{\circ} \mathrm{O}$ 8992.0 | Num |  |
|  | 1088 ${ }^{\text {cos }}$ | ${ }_{2}^{6}$ | $8969^{\circ}$ $6+2 z^{\circ}$ | 2 | 90020 ${ }^{96270}$ | ${ }_{8}^{6}$ |  | 6 |  | ${ }_{8}^{6}$ | ${ }_{\text {c }}^{8629.0}$ | 2 | 86920 76240 | $\stackrel{+}{8}$ | 90680 | $\stackrel{2}{2}$ | $08880^{\circ}$ 08160 | $\stackrel{9}{8}$ | 9958 ${ }^{\circ} \mathrm{O}$ to98 |  | E\＆ $166^{\circ}$ $01860^{\circ}$ | $\stackrel{9}{8}$ | $78866^{\circ}$ <br> $686{ }^{\circ} 0$ | $\stackrel{1}{2}$ |  |  | 6292.0 89920 | ${ }_{8}^{1}$ | ${ }_{89924} 9.0$ | $\stackrel{\square}{1}$ | ${ }_{\text {z }}^{\text {O29 }}$ \％${ }^{0} 0$ | $\begin{aligned} & I \\ & z \end{aligned}$ | ${ }^{\text {zo2L }}$ | z | 8992.0 42920 | ¢umy | not |
|  | $6665 \%^{86}$ | 8 | $6988^{\circ}$ | $\varepsilon$ | 26870 | t | 09680 | ＋ | 092z\％ | ＋ | 99920 | 9 | t $122 L^{\circ}$ | $\varepsilon$ | $22166^{\circ}$ | $\varepsilon$ | $9206{ }^{\circ}$ | ＋ | $02988^{\circ}$ | ＋ | ¢9260 | ＋ | ges60 | 8 | ¢9920 | z | 98920 | ＋ | $882^{\circ}$ | $\varepsilon$ | ¢T92\％ | $\varepsilon$ | ＋9920 | 1 | L292．0 | ¢dutiny |  |
| 4 | 89890 | 4 | 98980 | 4 | 0zt\％ 0 | 9 | z985\％ | 9 | gsteo | 4 | ヶ0¢\％ 0 | 8 | 92420 | 4 | z8880 | 8 | $96280^{\circ}$ | 9 | 02z8＇0 | 9 | $99060^{\circ}$ | 9 | ${ }^{6} 606{ }^{\circ}$ | 9 | ¢192\％ | 8 | $9792{ }^{\circ}$ | $s$ | ${ }^{6612} 2$ | $\dagger$ | z192．0 | $\stackrel{ }{ }$ | 9992.0 | c | 9792.0 | Iduwny |  |
| $\stackrel{\square}{5}$ | L685\％ | 9 | 08980 | 9 | tde\％ 0 | 4 | $266 \mathrm{~F}^{\circ} 0$ | 4 | 99880 | 9 | 0208 0 | ＋ | 18L20 | 8 | ${ }^{19280}$ | 9 | $9168{ }^{\circ}$ | 8 | TVL2＇0 | 8 | $89680^{\circ}$ | 8 | ＋906\％ | ＋ | z8920 | $\stackrel{\square}{1}$ | 92920 | 9 | $062 L^{\circ}$ | 9 | z6s2 ${ }^{\circ}$ | 8 | I8920 | 8 | 8192.0 | dшبиеәш |  |
| 9 | ป8980 | 9 | ${ }^{6}$ ¢¢z\％ | ． | 80zz\％ |  | 68bio | 1 | $9180^{\circ}$ | 1 | 9820 0 |  | 99980 |  | $82 z 60$ | 9 | gip60 |  | 6696.0 |  | $0886^{\circ}$ | 1 | 9886.0 | 8 | 192L＇0 | 4 | c9920 | 9 | 97920 | 4 | 87920 | 4 | 19920 | － | $6^{6292}{ }^{\circ}$ | ${ }^{\text {uppp }}$ ZGVaS |  |
| V | $\mathrm{sog} \mathrm{\% o}^{0}$ | 9 | LıEz\％ | v | zozz\％ | 9 | $6^{62980}$ | 9 | Stzzo | 9 | ${ }^{161 Z^{\circ} 0}$ | $\stackrel{ }{\square}$ | ${ }^{98989} 0$ | 9 | ${ }^{62760^{\circ}}$ | ＋ | ${ }^{9+1 / 66^{\circ}}$ | 4 | 0tL280 | 9 | ${ }^{009660}$ | 9 | ${ }^{\text {Ezg } 60}$ | $\stackrel{\square}{5}$ | 892LO | 9 | ${ }^{9992}{ }^{\circ} 0$ | 9 | ${ }^{96524}{ }^{\circ}$ | 9 | 0¢92\％ | ${ }_{9}$ | ${ }^{\text {L } 924.0}$ | ， | ${ }^{2792}{ }^{\circ} 0$ |  |  |
| I | \＆tteo | I | $2885^{\circ} 0$ | I | $908 \mathrm{I}^{\circ} 0$ | ${ }^{2}$ | 9087\％ | ${ }^{\text {z }}$ | $98.21^{\circ}$ | ${ }^{2}$ | ${ }^{\text {1024 }}{ }^{\circ} 0$ | 1 | ${ }^{92688}{ }^{\circ} 0$ | I | $99960^{\circ}$ | I | $8296{ }^{\circ}$ | ${ }^{7}$ | ${ }^{6 ¢ 7260}$ | ${ }^{2}$ | ${ }^{90260}$ | ${ }^{2}$ | ${ }^{\text {8126 }}{ }^{\circ}$ | 4 | T 2120 | I | z692．0 | $\varepsilon$ | ${ }^{6992}{ }^{\circ} 0$ | ${ }_{9}$ | ${ }^{\text {¢¢ }} 2^{\circ} \mathrm{O}$ | 9 | 9992\％ | ${ }^{2}$ | ${ }^{9992}{ }^{\circ} 0$ | goiv |  |
|  | 908900 | ${ }_{6}^{8}$ | $82 L 88^{\circ}$ 9885 | ${ }_{6}^{8}$ |  | ${ }_{6}^{8}$ | r90\％${ }_{\text {\％}}$ | $\begin{aligned} & 8 \\ & 6 \end{aligned}$ | ${ }^{86677^{\circ}} \mathbf{4 8 8}$ | ${ }_{6}^{8}$ | $6 L 67^{\circ} 0$ ${ }_{816 \%} 0$ | 2 | 8988．0 | ${ }_{8}^{6}$ | t9680 96660 | ${ }_{8}^{6}$ | 99060 10860 | ${ }_{8}^{6}$ | 1858 $8^{\circ}$ 69060 |  | Z8160 $88666^{\circ}$ | ${ }_{8}^{6}$ |  | 8 |  |  | 8992．0 | ${ }^{6}$ | ${ }_{98929} 092{ }^{\circ}$ | ${ }_{1}^{6}$ | ${ }_{\text {¢ }}^{\text {81920 }}$ | ${ }_{1}^{6}$ | ¢892， 8692 | ${ }_{6}^{6}$ | lig2 9292.0 | dumwas | \％ 9 |
| ${ }_{8}$ | Tst\％0 | ${ }_{2}$ | ${ }_{28610}$ | \％ | 21610 | ${ }_{8}^{8}$ | 69870 | 8 | 81810 | $\stackrel{6}{8}$ | ${ }_{98210}$ | ${ }_{2}$ | zL280 | z | ${ }_{9 \text { 926 }}$ | ${ }_{8}$ | ${ }_{98860}$ | ${ }_{8}$ | ${ }_{\text {giz6 }}{ }^{\circ}$ | $\stackrel{8}{8}$ | ${ }_{92966^{\circ}}$ | 8 | ${ }_{\text {T } 2260}$ | $\stackrel{1}{9}$ | ${ }_{8924}$ | $\stackrel{\square}{7}$ | ¢292\％ | ${ }_{7}$ | ${ }_{12920}$ | $t$ | t¢9240 | 8 | ${ }_{22945}$ | 8 |  | gduinsy |  |
| $\varepsilon$ | 81980 | 8 | osoz＇0 | $\varepsilon$ | $986 \mathrm{I}^{\circ}$ |  | z8670 | ＋ | z2810 |  | z08t＇0 | 8 | $88180^{\circ}$ | ${ }^{8}$ | $z_{6660}$ | $\varepsilon$ | 0ts60 | ＋ | $0^{0816.0}$ |  | 99960 |  | ${ }^{62960}$ | ${ }^{2}$ | 992LO | 9 | z292\％ |  | 9t920 | ${ }^{7}$ | ${ }^{6292.0}$ | $\stackrel{\square}{7}$ | 0892．0 |  | zt92．0 | ¢duminy |  |
| 4 | 87280 | ＋ | ${ }^{168 \%}{ }^{\circ}$ | 4 | ${ }^{6887}{ }^{\circ}$ | 9 | 69180 | $\stackrel{9}{8}$ | $281 z^{\circ}$ | 9 | $081 \mathrm{Z}^{\circ}$ | 8 | z6980 | ＋ | $0^{09860}$ | 4 | 02860 | 9 | ${ }^{\text {cto6 }}{ }^{\circ}$ | － | $88.86^{\circ}$ | 9 | Lrs6 $6^{\circ}$ | ${ }_{6}$ | 98820 | 6 | 08920 | 8 | 28S20 | 8 | 8292.0 |  | ${ }^{12} 22.0$ | 9 | 0892．0 | Iduwn ${ }^{\text {d }}$ \％ |  |
|  | Iz980 | 4 | غ1920 |  | $908 \%^{\circ}$ |  | L6980 | 2 | ${ }^{\text {16zz\％}}$ | 4 | z0zz\％ |  | 92980 |  | $8 \mathrm{EZ60}$ |  | 9tb60 |  | $2028{ }^{\circ}$ | 2 | $08866^{\circ}$ | 2 | $8 \mathrm{ts} 6^{\circ}$ | 9 | $692 L^{\circ}$ | $\varepsilon$ | $9292{ }^{\circ}$ | 2 | $8622^{\circ}$ | 8 | $8892{ }^{\circ}$ | 8 | $8792{ }^{\circ}$ | 8 | $9292{ }^{\circ}$ | Аш！पүәи |  |
|  | VNW |  | เมvw |  | IVOW |  | HVNW |  | zyvw |  | WVON |  | NW |  | IqvN |  | VON |  | yVNW |  | zqvo |  | yvon |  | vNN |  | เมvw |  | IvOw |  | \％VNW |  | zuvN |  | vo | очヶəN | \％N |
|  |  |  | оэпи |  |  |  |  |  | ！ |  |  |  |  |  | ояил |  |  |  |  |  | ＾！ |  |  |  |  |  | о！ил |  |  |  |  |  | м！${ }^{\text {¢ }}$ |  |  |  |  |
|  |  |  |  |  |  | wy |  |  |  |  |  | $z^{4}$ |  |  |  |  |  |  |  |  |  |  |  | a．nseau－d |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Kılyeno uọ̧eyduu |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

## Impact on classification (F-measure):

The results show that SVMimp seems to be the best imputation method in terms of classification performance and for the three highest MRs (15, 20 and 40\%) , regardless of the missing mechanism and configurations considered. For the lower MR (5 and $10 \%$ ) there is no standard, suggesting that small amounts of missing values have little influence on the quality of the dataset for classification purposes - there is an exception for the univa configurations under $5 \%$ of MR: in this case, SVMimp is the winner.

Regarding the performance of the SDAE-based approaches, the 2 SDAE are ranked between the $5^{\text {th }}$ and $7^{\text {th }}$ position (considering all the MRs), for $M C A R 2_{\text {univa }}$ and $M A R 2_{\text {univa }}$. Regarding $M N A R 1_{\text {univa }}$, the SDAE belong to the top 3 best imputation approaches for higher MRs ( $20 \%$ and $40 \%$ ) while for lower MRs they are ranked between $5^{\text {th }}$ and $8^{\text {th }}$ positions. The SDAE are placed between $2^{\text {nd }}$ and $5^{\text {th }}$ positions for $M C A R 3_{\text {unifo }}$ and $M A R 1_{\text {unifo }}$, while for $M N A R 3_{\text {unifo }}$ they are placed between $2^{\text {nd }}$ and $5^{\text {th }}$ positions, for all the MRs.

We also compared all the imputation methods using the Friedman rank test, for $\mathrm{k}=8$ imputation methods and $\mathrm{N}=33$ datasets. Table 5.3 shows the mean ranks for all the datasets and the value of the Friedman statistic, $F_{F}$, for each scenario. The null hypothesis of this test, $H_{0}$, is the equivalence between all the methods. Following the work of Demšar [53], we compared the values of $F_{F}$ to the F distribution $F(0.05)_{8.256}=1.9747$ ( 8 degrees of freedom). For the boldface values at Table 5.3 there is weak evidence against the null hypothesis, so conclusions about the statistical differences between the imputation methods cannot be drawn. On the other hand, for all the $F_{F}$ values that are not in boldface, there is strong evidence against the null hypothesis, so we reject it - meaning that there are significant differences between the imputation methods. In brief, for all the cases where we reject the null hypothesis, we can affirm that all methods under comparison are different.

We performed another statistical test for those cases in which we could not conclude if there were statistical differences between all the methods (using the Friedman test). We use the Wilcoxon Signed Rank test to verify if there are statistical differences between some pairs of methods: for each scenario, we compared the SDAE with the imputation method that performed better. Under the null hypothesis, the median difference between pairs of observations of the 2 imputation methods is zero - when the null hypothesis is rejected, the 2 methods are considered to be different.

| ャ\＆10 89 | 899\％ 98 | 060729 | 808888 | 9¢88＇7\％ | L28895 | 9¢8662 | Dサ¢LT\％ | 989989 | 09886\％ | 987\％¢ | 888\％ 97 | z807\％ 81 | ${ }^{98888} 8$ | 8888 を\％ | ${ }^{6086}{ }^{\circ}$ | 909\％＇t | Vtoge | $d_{d}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $2696{ }^{\text {T }}$ | $9898 \%$ | LZLZ＇＊ | ${ }^{8188.1}$ | ${ }^{19099}$ | ${ }^{\text {p999 }}$ T | ${ }^{\text {¢686 }}{ }^{\text {T }}$ | ${ }^{16066}$ | ${ }^{\text {9887 }{ }^{\prime}}$ | ${ }^{2 z L Z E T}$ | ${ }^{19099}$ | $2999{ }^{\text {T }}$ | ع88\％\％ | ${ }^{\text {t9819 }}$ | ${ }^{988 E^{\prime} t}$ | $888 \mathrm{~V}^{\prime \prime}$ | $z^{12719}$ | ${ }^{2818} 9$ | pavas |  |
| 8080＇ | ${ }^{6060}{ }^{\text {z }}$ | เz1\％＇t |  | ${ }^{\text {59999 }}$ | gist＇9 | ${ }^{9099}{ }^{\text {T }}$ | ${ }^{62824}$ | $\mathrm{EOEO}^{\text {g }}$ | ${ }^{\text {coso＇g }}$ |  | LzEZ＇9 | ${ }^{6060}$ \％ | 8188.9 | ${ }^{88288^{\prime}}$ | ででよ＇t | ${ }^{88866^{*}}$ | $\mathrm{zsiog}^{\text {cos }}$ | zavas |  |
| 8929.9 | 9888 ＇8 | 2999 T | ${ }^{28888^{\prime}}$ | ${ }^{190998}$ | csper | ¢z\％て＇9 | 89498 | ${ }^{19099}{ }^{\text {T }}$ | ${ }^{\text {r999＊}}$ | ${ }^{\text {¢9898 }}$ | $z^{\text {cige }}$ | ${ }^{\text {ziz9 }}$ g | ${ }^{0269 \%}$ | ${ }^{1600 \%}$＇8 | ${ }^{68689}$ | \＆¢8\％＇ | $8828{ }^{\text {T }}$ | ตวiw |  |
| $8888{ }^{\text {\％}}$ | p686． | ${ }^{\text {¢9998 }}$ | $6069^{9} 9$ | ¢9998 | 6282 ${ }^{\prime}$ | 8888.9 | 98888 | 929L＇8 | 9LSLi9 | 82LL 28 | 2818.8 | z1zi＇9 | $988 \% 9$ | \＆ $27 z \% 8$ | ${ }^{2696 \%}$ | ${ }^{\text {t9999 }} 9$ | ع0899 | ${ }_{\text {dug }}$ |  |
| ${ }^{\text {¢686\％}}$ | 9294＇9 | ${ }^{19098}$ | ${ }^{\text {r988 }}$ | $\angle 6966^{8}$ | ${ }^{9099}{ }^{\text {¢ }}$ | ${ }^{7818{ }^{\circ} \mathrm{t}}$ |  | ${ }^{60608}$ | ${ }^{\text {190\％}}$－9 | ${ }^{88888 \%}$ | ${ }^{0000 \%}$ |  | ${ }^{\text {9，} 960 \%}$ |  |  | ${ }_{\substack{6 \\ 81887 \% \\ 8189}}$ |  |  | \％ot |
| 181て＇9 | ${ }^{\text {9tg St }}$ | ${ }^{8885}{ }^{\text {¢ }}$ |  | 7818\％ | 29998 | ${ }^{81817.9}$ | zizt ${ }_{\text {ctit }}$ | ${ }^{9899^{*} 7}$ | ${ }^{88889}$ | 98878\％ | ${ }^{\text {E／zLJ }}$ | ${ }_{81819} 9$ | ${ }^{99698}$ | ${ }_{\text {cter }}^{\text {spry }}$ | ${ }^{9888}$ | ${ }_{8}^{81899^{\circ} \downarrow}$ |  | ${ }_{\text {eduen }}^{\text {quy }}$ |  |
|  | $9899 \% 9$ 6060 |  |  | － | $1909 * *$ 66689 |  | ${ }^{9.94 T 9}$ | $\underset{\substack{02699 \\ \text { cots }}}{ }$ | 1818．9 | － |  |  | ${ }^{08087}$ | －6FV\％ | ${ }^{88289}$ | 8829. | 22.269 |  |  |
| ${ }^{\text {coser }}$ | 6000.2 6060 | cistit | ${ }^{81824.2}$ |  |  | ${ }_{92 L 2 L}$ | ${ }_{60609}$ | ${ }^{9} 9090{ }^{\text {\％}}$ | ${ }_{8885 L^{\prime}}^{29}$ | ${ }_{88299}^{8189}$ | 60609 60 | ${ }^{29999 \%}$ | ${ }^{2995}$ | L697\％ | $818{ }^{\text {cosem }}$ | ${ }_{8829}$ | ちち̌2\％ | dụureau |  |
| I\＆z＇ 88 | 8682\％ $\mathrm{z8}$ | ztLI＇TV | 9zLs ${ }^{6}$ \％ | Ize9\％ | 8872\％ | 9988 ＇z8 | $8888^{\text {¢ \％}}$ | 88zz\％ | 06z9\％\％ | 8299＇Ti | 9028 ${ }^{\text {\％}}$ | tic\％ | Dizas | 8976 zi | ${ }^{2466 \%}$ | 2482.8 | 0818.1 | $d_{d}$ |  |
| ${ }^{16066}$ T | Stst＇t | 080\％＇9 | $88.89^{\prime}$ |  | 2999＇T | $8818{ }^{\text {＇T }}$ | $88^{\circ} \mathrm{l}^{\circ} \mathrm{t}$ | ${ }^{\text {5989 }}$ 9 | ${ }^{19099}$ | $9888{ }^{1}$ | ${ }^{\text {z818 }}$＇1 | 1999\％ | 8920＇s | $\mathrm{zvz6}^{\circ} \mathrm{t}$ | \％129＇t | 88209 | ${68688^{\circ} \text {＇}}$ | uoppzzVas |  |
| ャてもで¢ | 8080\％ | 9888＊ | เป1\％＇9 | 26969 | gtя\％ 9 | gtat＇8 | 1\％1で\％ | เz1\％＇s | ع080＇s | $2696{ }^{\text {＇s }}$ | LzLz＇9 | $6868 \%^{\text {\％}}$ | 9 9t96\％ | zsios | 0009＇t | 29979 | $6868{ }^{\text {＇t }}$ |  |  |
|  | ${ }^{\text {ctsp }}$－ | ${ }^{98888} 8^{\text {I }}$ | ${ }^{26969}$ | ${ }^{\text {9899\％}}$ | 29998 | ${ }^{\text {82zLig }}$ | ஏZでて | ${ }^{988888^{\prime} \text { T }}$ | ${ }^{\text {E080\％}}$ | ${ }^{02699}$ | 29998 | ${ }_{\text {IIIZ\％}}$ | ${ }^{68688^{\circ}}$ | ${ }_{\text {g．}}^{\text {g．}}$ | 894.59 | $\stackrel{\text { p999＊}}{ }$ | ${ }^{60699^{*}}$ | goin |  |
| $8080 \cdot 2$ | 29998 | 2818＇8 | 2696.2 | ${ }^{0269.8}$ | ${ }^{7818} 8$ | ${ }^{\text {9598．}}$ | ${ }^{62842} 8$ | ${ }^{882888}$ | ${ }^{6060 \% 8}$ | 9L42． 8 | ${ }^{7818} 8$ | ${ }_{8181} / 2$ | ${ }^{\text {cistg }} 9$ | ${ }^{2818}{ }^{2} / 2$ |  | ${ }^{\text {ziza }} 9$ | ${ }^{26969}$ | W ${ }^{\text {a }}$ | \％0z |
| เでで\％ | ${ }^{6060} 9$ | 2818＇8 | ${ }^{\text {8gLL }}$ \％ | 6282 ${ }^{\text {\％}}$ | ${ }^{60600^{\circ}}$ | ${ }_{\text {IzIz＇t }}$ | $8888{ }^{\circ}$ | 9999\％ | ¢9pq＇t | ${ }^{6282 \%} 8$ | 9090＇\％ | ${ }^{6284}$＇z | ${ }^{61887 \%}$ | ${ }^{19097}$ | bでLit | ${ }^{0808 \%}$ | 2696.8 | dum，NAS |  |
| 99t9s | 8080＇8． | 8929.8 | ع88\％${ }^{\text {che }}$ | 02698 | $888 \mathrm{~S}^{\prime} \mathrm{g}$ | 8888 ＇s | ${ }^{\text {z12T＇8 }}$ | 89L9\％ | Izİ＇t | ${ }^{\text {¢999\％}}$ | $\mathrm{ctses}^{\text {c／E }}$ | Stst．${ }^{\text {ch }}$ | 9498\％9 | そそです | ${ }^{66688^{\circ}}$ | ع089＇t | LZLL＇t | gduun ${ }^{\text {N／}}$ |  |
| 68689 | เร1でャ | 2696＇\％ | zsist | ¢999\％ | zsist | 080\％ 9 | 9898 \％ | ${ }^{62824}$ | ${ }^{\text {5989 }}$ | ${ }^{\text {1909\％}}$ | 989\％${ }^{\text {a }}$ |  | ${ }^{68688^{*}}$ | 2999\％ | ${ }^{\text {b989 }}$ | ${ }^{96989^{\circ} \downarrow}$ | ${ }^{\text {P686\％}}$ | ${ }^{\text {dumu }}$ N P |  |
|  |  | 8888． 8887 ＇t |  |  | $8888 \cdot 9$ ILİ＇9 | ${ }_{81815}^{069.2 .}$ |  |  | ${ }_{\substack{8888 \cdot 9 \\ 9898.2}}$ |  | 888\％ IZİ9 | 19019 Ooos＇9 |  | $0009 \cdot 9$ $0000 \cdot 9$ |  | ${ }^{\text {29999．g }}$ |  |  |  |
| 960ヶ $\downarrow$ \％ | ${ }_{\text {q189 } 27}$ | マ6z\％\％\％ | 060\％${ }^{\text {\％\％}}$ | 6．9．9．9t | 8891＇t |  | 999\％ 78 | 9900\％\％ | qı9\％ 78 | zor6 ${ }^{\text {T }}$ | 8885：0\％ | 9LLL＇6 | $248 \mathrm{I}^{\circ}$ | TL29\％\％ | 1988．0 | $6 \mathrm{LI} \mathrm{\%}$ \％ | ＋68．L z | $d_{d}$ |  |
| ${ }_{8887}{ }^{\text {¢ }}$ \％ | $8828{ }^{\circ}$ | Zちで「 | t989\％ | \％999T | ${ }^{02697}$ | こちで「\％ | ${ }_{\text {L } 606 \% ~}^{7}$ | $8885^{\prime}$ ¢ | $628 L^{\prime} \mathrm{T}$ | $9_{9888^{\prime}}$ | ${ }^{6606 \%}$ | 9756.8 | ¢999\％ | 82LL＇\％ | ¢981＇9 | $0808^{\circ}$ | 8089．9 |  |  |
| $8888^{\circ} \mathrm{z}$ | 2999＊ | 080\％ 9 | $\mathrm{zsig}^{\text {che }}$ | 26969 | gtst9 | 6868 \％ | $0^{0269 \%}$ | 6868 | でで， | $9090^{\circ} 9$ | 81819 | 88488 | goss＇t | LzL2＇＊ | ${ }_{\text {L606 }}{ }^{\text {\％}}$ |  | z1z99 | ${ }^{p p p p_{Z G V A S}}$ |  |
|  |  | ${ }^{98888^{\prime}}$ | ${ }_{\substack{\text { E080\％} \\ \text { Ogas＊}}}$ | （9878．8 | ${ }^{9242 L .8}$ |  |  | ${ }^{2818.1}$ | ${ }_{\text {E080\％}}^{\substack{\text { gegei }}}$ | （18888．8 | ${ }^{924 L 2.8}$ |  |  |  |  | ${ }^{16060^{+} \downarrow}$ |  | GOIN | \％ |
| ${ }_{88288} 8$ | 8888\％ | $0808 \%$ | －80¢\％ | 9888 ¢ | 7818\％ | 0000＇\％ | 88817 | ${ }_{0}^{8808 \%}$ | O80¢\％ | ${ }^{2818}$ ¢ | ${ }_{61824}$ | 8818 \％ | 8818.8 | $8829 \%$ | gestr | ${ }^{6686}$ \％ | z1z9\％ | dumpas | \％r |
| 08089 | zIzt＇¢ | 29998 | ${ }^{\text {¢686\％}}$ | ¢999\％ | 2999\％ | 0808 | †でで¢ | 190988 | 929L＇\％ | T909\％ | 19998 | Р68\％＇s | $8888{ }^{\text {t }}$ | ¢ZL2＇t | 2997 ＇9 | 909s＊ | 7818＊ | gdum ${ }^{\text {NM }}$ |  |
| $6060 \cdot 9^{9}$ | $9598{ }^{\text {\％}}$ | ${ }^{6606}{ }^{\text {\％}}$ | でもで＇ | Stsp＇t | zstet | $6060 \cdot 9$ | ع88\％＇ | ${ }^{6606 \%}$ | zとで＇t | 9598\％ | $8888{ }^{\text {\％}}$ | 9998 ＇9 | 9960＇s | bzte＇s | ${ }^{6868{ }^{\circ} \mathrm{F}}$ |  | でで＇t | $\varepsilon^{\text {dum }}$ N ${ }^{\text {d }}$ |  |
|  |  |  |  |  | 98989 $\angle 2 L 9$ |  |  | ${ }_{\text {cke }}^{26969}$ | ${ }^{61828.9}$ | O80\％ O¢9\％ | 08089 <br> IzIz9 | 08089 88869 |  | 618879 $8828 \%$ |  | ${ }^{299919}$ | ${ }^{9090}{ }^{9065}$ |  |  |
| ztot＇t | ¢92888 | 00¢8＇z\％ | ${ }^{606} L^{\circ} 67$ | $8996{ }^{\text {\％}}$ | 8929\％\％ | よを¢¢ \％z | tıg\％ 28 | 0888\％${ }^{\text {\％}}$ | $9088: 9 \%$ | 9782＇ 68 | ${ }^{8 L 67 \% 68}$ |  | 6st $^{\text {a }}$＇ | 8997． 2 | $8887^{\circ} 0$ | 92Ls＇t | 6062 ${ }^{\text {＇}}$ | $s_{d}$ |  |
| gtgre | stst＇s | 1909＇9 | $8818{ }^{\text {² }}$ | 9292＇T | 2999＇1 | 90908 | $8788^{\prime} \mathrm{g}$ | 82z2＇s | £080\％ | $0000 \%$ | $88.8{ }^{\text {I }}$ | $9888{ }^{\text {\％}}$ | $6288{ }^{\prime}$ | 9298＇s | $6060^{9}$ | gsto ${ }^{\text {a }}$ | 6288＇9 | upppzavas $^{\text {a }}$ |  |
| ¢でで9 | $0000 \cdot 9$ | zsics | 9990＇9 | $6060^{\circ} 9$ | ち¿てZ＇9 | 8188 c ¢ | 8080＇s | ${ }^{19099}$ | 2696＇9 | $60060^{9}$ | 2zLz＇9 | $82 L 2 L{ }^{\prime}$ |  | $818 \mathrm{t}^{\prime 9}$ | ${ }^{6} 686^{\prime \prime}$ | csts＇t | ${ }^{06619}$ | ${ }^{\text {pqpppp }{ }_{\text {ZGV }}{ }^{\text {a }} \text { as }}$ |  |
| ${ }^{6282}{ }^{\circ} \mathrm{z}$ | を¢もでて | 8828.1 | gigit | ¢88\％\％ | ${ }^{\text {LLZLLE }}$ \％ | ${ }_{92 S L L}$ | ヶででて | ${ }^{8828}{ }^{\text {＇T }}$ | zizit | LzLz＇\％ | ${ }^{026988}$ | zızı＇t | 2zL2＇t | ${ }^{\text {coset }}$ | $\mathrm{zsig}^{\text {cis }}$ | 9sto＇s | 2zLL＇t | ตวiw |  |
|  | 61824.8 $6060 \%$ |  |  |  | 9492.8 8828.8 | ${ }_{\substack{0}}^{0000 \cdot 8}$ |  |  | ${ }_{\text {ction }}^{\text {9090 }}$ |  | 9242.8 <br> $8818 \%$ <br> 8.8 | $\underbrace{}_{\substack{8181 / 2 . \\ 08088 \\ \hline}}$ |  |  |  |  | ${ }_{8}^{02619}{ }^{0.9}$ | ${ }_{\text {duma }}^{\text {dins }}$ | \％0t |
| － |  | ${ }_{\substack{68688 \\ 1217 \% 8}}$ | $\xrightarrow{\text { ciscr }}$ |  | 882888 $6282 \%$ |  | ${ }_{2}^{12009 \%}$ | 98998.8 8881 ¢ | ${ }^{919214}$ | ¢ | ${ }^{882888}{ }^{2424}$ |  |  | ${ }_{\text {¢080\％}}^{\text {¢99\％}}$ |  | ${ }_{\text {cke }}^{\text {clizz }}$ |  | dumNS |  |
| 8849 | 8818 ＇8 | 8818\％ | $8181{ }^{\circ}$ | ¢999\％ | Stst＇t | 8929.9 | $9888{ }^{\text {\％}}$ | \＆ $2<2 L^{\prime}$ | เマでで | ${ }^{\text {¢989\％}}$ | でで「 | 8818.9 | $\mathrm{tgeg}^{\text {¢ }}$ | ¢888\％ | $8818{ }^{\circ}$ | ${ }_{96988^{\prime \prime}}$ | gistr | dmunny |  |
|  | z1721．9 19099 | 02699 2696 | zatg 6060 |  |  |  |  | $88,29.9$ 00009 | $88,29.9$ 00002 |  | $0808^{\prime} 9$ 80809 |  |  |  |  |  | ${ }^{6282 .}{ }^{\circ}$ |  |  |
| $8680^{661}$ | 9tes ${ }^{\circ}$ | L286\％$\%$ | 088888 | Etos ${ }^{\circ}$ | 29tr ${ }^{\text {¢ }}$ | 188861 | t9s6 it | ¢z08 zp | TLEt＇Tz | ¢88＇98 | $6689^{\circ}$ | 20612 | $8800 \cdot \mathrm{I}$ | Lz819 | ¢68\％＇t | 26 IT I | $888{ }^{\circ} \mathrm{T}$ | ${ }^{4}{ }_{A}$ |  |
| ${ }^{0269 \%}$ | $2696{ }^{\circ} \mathrm{S}$ | $82 L 2 \cdot 9$ | ${ }^{\text {b } 686} \mathrm{~T}^{\text {T }}$ | 8222 L | ${ }^{02699}$ | 9sts＇s | 26969 | 7818 ${ }^{\text {c }}$ | $9898 \%$ | $6060 \%$ | $2696{ }^{\text {T }}$ | IzL2＇t | $6282 \%$ | 9298＇9 | ${ }^{2} 2 \mathrm{zz}$＇9 | ซ68\％＇s | ＋686\％ |  |  |
| 8884 t | zstes | zsig | 929L＇9 | ¢tst＇9 | 0¢0\％ 9 | 0¢0\％\％ | $z_{\text {gics }}$ | $8888 . \mathrm{s}$ | 02699 | ช171＇9 | LzLz＇9 | 0269＊ | ャ999\％ | zsios | ${ }^{02669}$ | 82 LzT ＇9 | $8886{ }^{\circ}$ |  |  |
| zsI9\％ | $\mathrm{zsig}^{\text {cig }}$ | ${ }^{9090}{ }^{\text {\％}}$ | $\stackrel{\text { zizit }}{ }$ | ${ }^{190998}$ | ${ }^{1606} 6^{\prime}$ | zsis\％ | ${ }^{6868 \%}$ | ${ }^{\text {8080\％}}$ | ${ }^{\text {cosot }}$ | 89299\％ | ${ }^{8818} 8$ | 9sto＇s | ${ }^{\text {L6006＇t }}$ | zizit | ${ }^{81819} 9$ | 2999＊ | ${ }^{\text {z818 }}$ | goiw |  |
| ${ }^{\text {IIIz：}} 8$ | ${ }^{\text {z818 }} 8$ | ${ }^{\text {F686\％}} 8$ | เปİ＇8 | ${ }^{190998}$ | 92SLP 8 | ¢88\％ 8 | 98888 | ${ }^{\text {5686．8 }}$ | 81818 | ${ }^{19099} 8$ | 8LZLL＇8 | $94.4 z 9$ | ${ }^{\text {stg } 569}$ |  | $98888^{\text {c }}$ | ${ }^{02699}$ | 988\％ 9 | ${ }_{\text {dug }}$ | \％ 9 |
| ¢9t9 \％ |  |  |  | ¢68698 0.699 |  |  | ${ }_{89498 \%}^{2696 \%}$ |  |  |  |  | 81898 $0000 \cdot 9$ |  |  | ¢ 8886.8 | zatiot | $2696 \%$ $6182 \%$ |  |  |
| ${ }^{\text {goges }}$ | 88299 | ${ }_{\substack{60608 \\ 1909 \%}}$ | ${ }^{1610 \% \%}$ | ［1909\％ | 8824.8 <br> $6868 \%$ | ${ }_{6060}$ | \％999\％ |  | LzLZ\％ | \％sis\％ |  |  |  | ${ }_{0}^{6869 \%}$ | ${ }_{\text {cter }}^{68189}$ | ${ }_{\text {ckiz }}$ | ${ }^{62828}{ }^{088}$ | ¢duin ${ }^{\text {N／}}$ |  |
| 9tst＇9 | \＆ 22 L ＇9 | 89L999 | яt9T9 | 98989 | тzIz＇9 | 8885＇9 | $0^{02699}$ | zst99 | gist | 08089 9 | 81819 | 9099， | 8888 | 9sto＇9 | 0¢08＇t | $9990 \cdot 9$ | $6^{628 \%}$ | d， |  |
| $0000{ }^{\text {a }}$ | 68689 | を¢をて＇s | zstç | 080\％＇9 | でで＇9 | 2818\％ | 68689 | LzLz＇s | Stst＇9 | LzLz＇9 | 68689 | $6868{ }^{\text {t }}$ | 2818＊ | $8828^{\circ}$ | 6188 ＇9 | 888\％＇9 | 9090＇s | du！̣иегш |  |
| \＆qvNW | เมvw | \＆yvow | İvnw | zชvw | zyvow | \＆צvin | tavo | \＆ษvว์ | İYNN | zชษ์ | żvow | £qvNi | tavn | غมvอก | tavni | zqvo | zสทอผ | spoч\％ə\ | чw |
|  | оэฺก |  |  | ${ }_{\text {вл！un }}$ |  |  | оя！${ }_{\text {о }}$ |  |  | влип |  |  | о！̣и |  |  | влйก |  |  |  |
| พช |  |  |  |  |  | $z^{H}$ |  |  |  |  |  | a．nseau at |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |



We define the level of significance as $\alpha=0.05$ and the $p$-values of the comparison tests are shown in Table 5.4.

Table 5.4: $P$ - values for the Wilcoxon Signed Rank test. We use this test to ascertain whether there are significant differences between the indicated pairs of imputation methods. Boldface methods are the superior ones (in terms of classification performance) from each pair. Boldface p-values indicate strong evidence against the null hypothesis.


We reject the null hypothesis of the Wilcoxon Signed Rank test when the $p$-value is bellow the level of significance $(\alpha=0.05)$. For example, according to the information in Table 5.4 , for $5 \%$ of MR and $M A R 2_{\text {univa }}$, SVMimp shows to be significantly different from SDAE-based approaches. On the other hand, although $S D A E 2_{\text {adam }}$ has superiority for $40 \%$ of MR and $M N A R 1_{\text {univa }}$, it does not prove to be significantly different from SVMimp.

According to Table 5.4, there seems to be no superiority of the SDAE compared to the remaining methods. For some scenarios, we can conclude that there are significant differences between the 2 imputation methods in comparison - MR of
$5 \%$ : $M A R 2_{\text {univa }}$ and $M N A R 1_{\text {univa }}$; MR of $10 \%$ : $M C A R 2_{\text {univa }}$ and $M A R 2_{\text {univa }}$; MR of $20 \%$ : MCAR2 $2_{\text {univa }}$. However, in these cases the SDAE are not superior. For the remaining scenarios, we can not conclude about the superiority of any of the compared methods. Therefore, although the SDAE are not superior in terms of F-measure, they show no statistically significant differences regarding the best method.

We continue this analysis by referring to the results obtained by Gondara et al. [9], which used a similar benchmarking of datasets (although smaller, with only 15 datasets) and a SDAE approach for imputation $\left(D A E 1_{\text {sgd }}\right)$. Gondara et al. [9] proposed a SDAE based model for imputation but only compare the results with one other imputation method, MICE. Furthermore, in the work of Gondara et al., only 2 missing mechanisms were generated - MCAR and MNAR - for a fixed MR of $20 \%$. Their results have shown that the SDAE-based approach outperforms MICE for most studied scenarios. Therefore, we also perform this comparison, only for unifo configuration since Gondara et al. [9] did not use any univa methods for the synthetic generation of MD. These results are presented in Figures 5.3 and 5.4.


Figure 5.3: Comparison between the results obtained with the SDAE based approaches and the well-known method MICE (unifo configuration), in terms of classification performance (F-measure).

In terms of classification performance (F-measure), the results for $M C A R 3_{\text {unifo }}$ show that MICE is superior under all the MRs. Furthermore, for $M A R 1_{\text {unifo }}$, MICE remains superior, except for the MR of $15 \%$, in which both SDAE approaches show a better performance. For $M N A R 3_{\text {unifo }}$, the results are somewhat different: for higher MRs (15, 20 and 40\%), the 2 SDAE-based approaches are superior to MICE.


Figure 5.4: Comparison between the results obtained with the SDAE based approaches and the well-known method MICE (unifo configuration), in terms of imputation quality (RMSE).

Regarding imputation quality, measured with RMSE, the results show that for $M C A R 3_{\text {univo }}$ there is no advantage in using our SDAE-based approaches compared to MICE. For $M A R 1_{\text {unifo }}$, SDAE seem to be superior to MICE for a higher MR (40\%). Finally, MNAR3 ${ }_{\text {unifo }}$ benefits from the use of SDAE, for higher MRs (15, 20 and $40 \%$ ) while under lower MRs ( 5 and 10\%) MICE seems to be superior, despite the small difference compared to the SDAE.

## Conclusions

In this $2^{\text {nd }}$ experiment, we proposed a multiple imputation approach based on SDAE where the training data is corrupted in a way that mimics a particular missing mechanism. Furthermore, we study the performance of several imputation approaches for different generation methods (univa and unifo configurations). Overall, the following conclusions are derived:

- In terms of imputation quality (RMSE), $S D A E 2_{\text {adam }}$ shows the best results for univa configurations. Considering unifo configurations and MCAR and MAR mechanisms, MICE seems to be the best method. For $M N A R 3_{\text {unifo }}$ and higher MR, there is a clear advantage in using SDAE-based approaches;
- In terms of imputation quality and considering univa implementations, Adam optimizer seems to achieve better results than the Adadelta optimizer;
- Regarding classification performance and for several of the studied scenarios
there are not statistical differences between all the methods. Therefore, even if some methods obtained better results than SDAE-based approaches does not mean that they are superior, since the differences are not statistically significant;
- For higher MRs, SVMimp seems to be the best imputation method, in terms of classification performance. In this case, the SDAE also have a good performance. For lower MRs, the results are not homogeneous.
- Although the $S D A E 2_{\text {adam }}$ ensures the best imputation quality for univa configurations, the same does not occur in terms of classification performance;

Although the results of the SDAE-based approaches show its advantage for some of the studied scenarios, these results are not sufficiently high to counteract the greatest limitation of the use of SDAE: the high computational time and space/memory required.

## $5.3 \quad 3^{\text {rd }}$ Experiment

In the $2^{\text {nd }}$ experiment, we used a benchmark of standard datasets to study the imputation performance of SDAE-based approaches. Our SDAE-based approaches have demonstrated to be superior for many of the studied scenarios, although there was no agreement on the best methods regarding the classification performance and imputation quality.

Therefore, in this $3^{\text {rd }}$ experiment, we reproduce the setup proposed for the $2^{\text {nd }}$ experiment (Section 5.2) but, in this case, we selected 5 datasets that have higher sample sizes than the ones used in the previous experiment, since deep learning techniques have a "good reputation" in contexts where more data is available [7]. With this $3^{\text {rd }}$ experiment, we want to determine if there is any advantage in using the proposed SDAE approaches when the amount of data increases and if this advantage exists for in both evaluated perspectives: classification and imputation quality.

Thus being, the main goal of this experiment is:

- Evaluate the performance of 2 SDAE-based approaches for datasets with higher sample sizes.

As for the $2^{\text {nd }}$ experiment, we synthetically generated MVs for 5 runs, using 6 different implementations (univa and unifo), for 5 MRs (5, 10, 15, 20 and 40\%) - a total of 750 incomplete datasets. Once again, it can be observed that, the classification performance (F-measure) and imputation quality ( $R^{2}$ and RMSE) decrease as the MRs increase. We can also verify that the results regarding both classification and imputation performance are superior for univa configurations. Next, we analyse in detail the results of this $3^{\text {rd }}$ Experiment, regarding both imputation quality and classification performance, shown in Table 5.5.

## Quality of Imputation ( $\mathrm{R}^{2}$ and RMSE):

For univa configurations, $S D A E 2_{\text {adadelta }}$ and $S D A E 2_{\text {adam }}$ proved to be the first and the second best imputation approaches, respectively, for all missing mechanisms, regardless of the MR.

Regarding unifo configurations, the results are not so homogeneous. MICE proved to be the best imputation method under MCAR configurations while $S D A E 2_{\text {adadelta }}$ and $S D A E 2_{\text {adam }}$ are ranked as $4^{\text {th }}$ and $5^{\text {th }}$ best approaches.

For MAR configuration and $R^{2}$ metric, SVMimp is the top winner. However, RMSE do not coincide with $R^{2}$ for all scenarios: RMSE shows that MICE is the best imputation approach under $5 \%$ of MR while $S D A E 2_{\text {adadelta }}$ is the top winner for $40 \%$ of MR. In summary, both SDAE-based methods are ranked between the $1^{\text {st }}$ and $4^{\text {th }}$ positions. Both metrics show that $S D A E 2_{\text {adadelta }}$ is the best imputation approach for MNAR configurations, for most scenarios: the only exception occurs in terms of RMSE and under $5 \%$ of MR, where MICE is superior to the SDAE-based approaches.

Considering all the MRs, we can also verify that at least one of our proposed methods based on SDAE approaches is included in the top 3 best imputation approaches, for MAR and MNAR configurations. In the case of MNAR, the SDAE approaches are in the $1^{\text {st }}$ and $2^{\text {nd }}$ place. For MAR configurations, they present a minimum and maximum difference from the best method of 0.0081 (MR of $5 \%$ ) and 0.0182 (20\%), respectively. Furthermore, Adadelta seems to be the optimizer that guarantees the best imputation results.


## Impact on classification (F-measure):

SVMimp seems to be the method which ensures the best classification perfomance for MCAR and MAR mechanisms, regardless of the missing rate and type of configuration (univa and unifo).

For MNAR univa configurations, $S D A E 2_{a d a m}$ proved to be the best imputation method under 2 different MRs (10 and $40 \%$ ). For $5 \%$ of MR, there is a tie between 4 methods: $S D A E 2_{\text {adam }}, S D A E 2_{\text {adadelta }}$, SVMimp and Meanimp. For the remaining MR (15 and 20\%), there are 3 tied methods in the top of best imputation approaches, including $S D A E 2_{\text {adam }}, S D A E 2_{\text {adadelta }}$ and Meanimp. For unifo configurations, there is no standard: there are 3 tied methods, including the 2 SDAE and Meanimp, when the MR is low ( 5 and $15 \%$ ); $S D A E 2_{\text {adadelta }}$ seems to be the best method for MRs of 10 and $40 \%$; SVMimp seems to be the best method for a MR of $20 \%$.

Regarding the performance of SDAE, at least one of the used approaches is included in the top 3 best imputation approaches for all the studied scenarios, with a minimum and maximum difference from the best method of 0.0135 ( $M A R 2_{\text {univa }}$ and MR of $5 \%$ ) and 0.2411 ( $M A R 1_{\text {unifo }}$ and MR of $40 \%$ ), respectively. Moreover, Adam optimizer seems to achieve better results than Adadelta.

For this experiment, we also made a comparison between all the imputation methods using the Friedman rank test [53]. Table 5.6 shows the mean ranks for all the datasets and the value of the Friedman statistic, $F_{F}$, for each scenario. Once again, we followed the work of Demšar [53] and compared the values of $F_{F}$ to the F distribution $F(0.05)_{8.32}=2.2444$ ( 8 degrees of freedom). The boldface values in Table 5.6 indicate weak evidence against the null hypothesis, so in this case it is not possible to conclude whether there are significant differences between the imputation methods.

We reject the null hypothesis of Friedman's test for most of the scenarios, regardless of the metric, which means that the methods are not equivalent. Regarding of classification performance (F-measure), for $M N A R 1_{\text {univa }}$ there is a tie between 4 imputation methods (Meanimp, SVMimp, $S D A E 2_{\text {adadelta }}$ and $S D A E 2_{\text {adam }}$ ). In addiction, there is weak evidence against the null hypothesis so, in this case, we do not conclude if there are statistical differences between the methods.

For all the cases where SDAE belongs to the top 3 best imputation approaches, the results proved that all methods are significantly different. Therefore, we can conclude that the SDAE are effectively superior to the remaining methods.

| 8LZL 81 | 679\％＇6 | \＆ 200 \％ | 188\％＊0 | ¢t9800 | TL98＇88 | 97La＇zi | ¢981．9 | \＆8\％\％ 6 | เยてฟ＇01 | 882L＇01 | \＆¢¢8 6z | 6108 ＇ヶz | 2928：87 | 802z＇99 | ャ890＇s | ャ662 2 | $0000^{\prime 2}$ | ${ }^{4}{ }_{S}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0{ }^{2}$ | $0 \%$ | \％ 9 | 0 0\％ | 8.1 | 0 Z | $0 \%$ | $9{ }^{9}$ | ゆ＇g | $0{ }^{\circ} \mathrm{Z}$ | 8.1 | 0 z | $\mathrm{c}^{\prime} \mathrm{\%}$ | $9 \%$ | $9{ }^{1} 8$ |  | T＇8 | \％＇8 |  |  |
| $0{ }^{\text {a }}$ | $0{ }^{\circ} \mathrm{z}$ | $0{ }^{\text {＇t }}$ | $0^{\prime} \mathrm{I}$ | $\mathrm{z}^{\prime}$＇ | $0^{\prime} \mathrm{I}$ | $0^{\prime}$ T | $0 \cdot 8$ | ゆ゙ロ | $0^{\prime}$＇ | $\mathrm{z}^{\prime}$＇ | $0^{\prime} \mathrm{I}$ | $\mathrm{I}^{\prime} \mathrm{Z}$ | $8 \%$ | $\pm ¢$ | 2.7 | 98 | 08 | ${ }^{\text {p7ppppp }}$ 因VGS |  |
| ¢＇9 | $0{ }^{\circ}$ | $9^{\text {9，}}$ | ゆ゙ャ | 9 g | $8{ }^{8}$ | ¢＇9 | 8 8\％ | $8^{\prime}$ | ゆ＇t | 9 g | ゆ＇t | $8{ }^{\text {＇t }}$ | $9 \cdot 9$ | $8{ }^{\circ}$ | 0 g | $6{ }^{\circ}$ | $8{ }^{\circ}$ | ตอIN |  |
| $\downarrow$ ¢ $\varepsilon$ | $\downarrow$－8 | 2＇8 | 9 c | 8.2 | 82 | $8^{\circ} 8$ | $\pm 8$ | 7＇8 | 9 c | 8.2 | 8.2 | 02 | 0.8 | \％＇8 | 02 | 8.2 | 94 | WG |  |
| $8 \cdot 9$ | $8{ }^{\prime}$ | 0 0 | $\mathrm{f}^{\circ} \mathrm{s}$ | $0{ }^{\circ}$ | \％＇8 | ¢＇9 | $0 \%$ | $\downarrow^{\text {¢ }}$ | $\square^{\circ} \mathrm{S}$ | 0 ＇t | $0 \cdot 8$ | $\stackrel{\square}{2}$ | $0^{\prime}$ I | 0 ＇ 1 | $\downarrow$ ¢ | L＇T | $\varepsilon^{\prime}$＇ | dum＠ N S | \％0t |
| $9 \cdot 9$ | $\overbrace{\text { ¢ }}$ | $0{ }^{9}$ | 99 | 0 g | \％＇9 | 9.9 | ¢9 | 0 c | $9 \cdot 9$ | \％＇9 | $0 \cdot 9$ | $9 \cdot 9$ | $\pm$＇9 | \％＇9 | $\upharpoonright^{\prime} 9$ | ［＇9 | $\varepsilon^{\prime} 9$ | 9duunn |  |
| z＇L | 99 | \％＇9 | $\downarrow$ | ¢＇9 | 22 | 22 | \％＇9 | Z＇9 | $\downarrow$ | $\downarrow$＇9 | 02 | 0.8 | 02 | \％＇9 | 6.9 | 6.9 | I＇2 | ¢du！nN\％ |  |
| 8.4 | 0.8 | 8.8 | $0 \cdot 8$ | 8.2 | \％＇8 | 92 | 92 | \％＇8 | 0.8 | 82 | 2＇8 | ¢＇8 | 0.8 | $8 \cdot 8$ | $2 \cdot 2$ | $2 \cdot 2$ | 9.8 | ¢duunNy |  |
| 8 8\％ | $8{ }^{\circ}$ | 08 | $9{ }^{\text {T }}$ | $\mathrm{t}^{\circ} \mathrm{s}$ | 9 c | $0{ }^{\prime \prime}$ | 0 c | $\square^{\circ} \mathrm{E}$ | $9{ }^{\text {\％}}$ | $\mathrm{z}^{\prime} 9$ | $9 \cdot 9$ | $6{ }^{6}$ | \％＇8 | $8{ }^{\circ} 8$ | $\dagger$ ¢ | て＇8 | I＇8 | dщщиеәш |  |
| \＆¢88＇91 | 890巾 2 | 2899．8 | ¢961＇8 | gtatit | 0¢96＇ヶ\％ | 06zI zI | 0009：8 | 6795＊6 | 0909＇8 | ${ }^{\text {¢ }} 9896$ | 9ttize | 28L゙「98 | 8129\％2 | ${ }^{9818} 6$ | 9029＇巾 | เで「「2 | $0000 \cdot 9$ | ${ }^{4}{ }_{A}$ |  |
| 0 z | 98 | $\mathrm{t}^{\circ} \mathrm{S}$ | 0 Z | 8.1 | $0 \%$ | $0{ }^{\circ}$ | 9 C | $\mathrm{t}^{\prime} 9$ | 0 z | $0{ }^{\circ}$ | $0 \%$ | て＇z | $\square^{\text {¢ }}$ ¢ | $9 \cdot 8$ | 0 0 8 | 0 ＇t | 0 ＇t | ${ }^{\text {uopp }}$ zGVGS |  |
| $0{ }^{\text {a }}$ | $0{ }^{0}$ | ガロ | $0{ }^{\circ} \mathrm{I}$ | $\mathrm{z}^{\prime}$＇ | $0{ }^{\circ} \mathrm{I}$ | $0{ }^{\circ} \mathrm{I}$ | $0{ }^{\circ}$ | ガロ | $0{ }^{\text {＇I }}$ | $\mathrm{t}^{\text {＇T }}$ | $0{ }^{\text {a }}$ I | \％＇\％ | $9{ }^{9}$ | 9.8 | $0{ }^{\circ}$ | て＇¢ | \％＇8 | ${ }^{\text {p7วpppp }}$ Z团VGS |  |
| 0＇9 | て＇8 | $8^{\prime} 1$ | $9{ }^{\text {T }}$ | $\mathrm{f}^{\prime} \mathrm{g}$ | て＇t | $0^{\prime} 9$ | て＇¢ | 0 z | $9{ }^{\prime \prime}$ | ${ }^{\text {＇9 }}$ | \％＇t | $0{ }^{\circ}$ | 8 ＇8 | $8{ }^{\prime}$ | $0 \cdot 9$ | \＆＇ | $z^{\prime} 9$ | ตог＂ |  |
| $8{ }^{\prime \prime}$ | 98 | 7＇8 | $\downarrow^{\prime} 9$ | 8.2 | 84 | 09 | $8 \cdot 8$ | 98 | $9 \cdot 9$ | 8.4 | 8.4 | 0.8 | $\downarrow$ ¢ | $8 \cdot 8$ | ぢ2 | 84 | 84 | WG | \％0z |
| $8{ }^{\prime} 9$ | げて | 9 z | $9 \cdot 9$ | $0{ }^{\circ}$ | $0{ }^{0}$ | 8.9 | \％＇z | $\mathrm{z}^{\prime} \mathrm{z}$ | 9 c | $9{ }^{9}$ | $0 \cdot 8$ | $\downarrow$ ¢ | $\square^{\circ} \mathrm{z}$ | 0 ＇ 1 | 0 0＇8 | L＇I | $\mathrm{t}^{\prime} \mathrm{I}$ | dum＠NS |  |
| て＇9 | 09 | $8{ }^{\text {\％}}$ | $8{ }^{\circ} 9$ | \％＇9 | 8 c | \％＇9 | 0 c | $0{ }^{\circ} \mathrm{c}$ | 8.9 | $\mathrm{z}^{\prime} 9$ | $8{ }^{\circ} \mathrm{C}$ | \％＇9 | $9 \cdot 9$ | $\mathrm{z}^{\prime} 9$ | 99 | ［＇9 | $8 \cdot 9$ | gduunn |  |
| \％＇2 | $0 \cdot 9$ | \％＇9 | －＇9 | 9.9 | 2\％ | 22 | \％＇9 | $\mathrm{z}^{\prime} 9$ | $\square^{\prime} 9$ | 9.9 | 02 | $2 \cdot 2$ | q＇9 | $\vdash^{\prime} 9$ | 02 | 6.9 | 9.9 | ¢duenny |  |
| 98 | 0.8 | 7＇8 | 7＇8 | 8.2 | 7＇8 | \％＇8 | 82 | 82 | 2＇8 | 8.2 | 2＇8 | 9.8 | ¢＇8 | $2 \cdot 2$ | 02 | $2 \cdot 2$ | $\pm \downarrow$ | Iduenn |  |
| †＇$\varepsilon$ | z＇9 | ¢＇8 | $0 \cdot 9$ | \％＇9 | $8{ }^{\circ} 9$ | 98 | \％＇s | ¢＇ 8 | $8{ }^{\circ}$ | \％＇9 | $0 \cdot 9$ | \％＇8 | 6.7 | $9{ }^{\text {\％}}$ | $0 \%$ | \＆＇8 | 98 | dшய̣игәи |  |
| 2z6z＇ti | $89+8{ }^{\text {c }}$ | 6けもて＇8 | 60 st 0 t | 690201 | totz＇tz | 06 z ＇zı | ${ }^{\text {Itoz＇9 }}$ | 2968＇8 | ¢192 $6^{6}$ | ¢LLZ＇6 | 0000 Tz | 8679 ¢ ${ }^{\text {c }}$ | L009＇ti | 6セせで8 | ${ }^{6209}$ z | 286\％＇s | L28999 | ${ }^{4}{ }_{S}$ |  |
| $0 \%$ | 0 ＇t | $\downarrow_{\text {¢ }}$ | $0 \%$ | 8.1 | 0 Z | $0 \%$ | $0{ }^{\text {＇t }}$ | ゅ＇s | $0 \%$ | $0{ }^{\circ}$ | \％\％ | $8 \%$ | て＇t | 0 ＇t | $\mathrm{t}^{\prime} \mathrm{E}$ | て＇8 | 8＇8 | ${ }^{\text {upp }}$ zag ${ }^{\text {a }}$ |  |
| 0 I | て＇8 | ゆ＇ゅ | $0^{\prime}$ I | $\mathrm{z}^{\prime}$＇ | $0^{\prime} \mathrm{I}$ | $0^{\prime}$ T | 2＇8 | ゆ゙ゅ | $0{ }^{\text {a }}$ | $\mathrm{F}^{\text {＇t }}$ | $\mathrm{z}^{\prime} \mathrm{I}$ | $8 \%$ | 0 ＇t | 98 | $\pm ¢$ | ガゅ | $0{ }^{\text {¢ }}$ | ${ }^{\text {p\％ppop }}$ zatVaS |  |
| $z^{\prime} 9$ | ¢＇E | 0 z | ゆ゙ロ | $\mathrm{f}^{\prime} \mathrm{g}$ | て＇t | $z^{\prime} 9$ | z＇8 | $0^{\circ} \mathrm{z}$ | ゆ＇t | $\mathrm{F}^{\prime} \mathrm{S}$ | て＇t | $0 \cdot 9$ | $8 \cdot 8$ | ¢＇t | $8 \cdot$ | $8 \cdot 8$ | 2＇8 | ตอIN |  |
| \％＇9 | 98 | ¢＇8 | 99 | 8.2 | 84 | \％＇9 | 98 | 98 | $9 \cdot 9$ | 8.4 | 8.2 | 2＇8 | \％＇8 | 98 | $\downarrow$ ¢ | 84 | 8.4 | WG | \％st |
| $8{ }^{\circ} 9$ | ゅ＇を | ゅて | \％＇9 | $0{ }^{\circ}$ | ¢＇8 | $\mathrm{f}^{\text {c }}$ | \％＇z | $\downarrow$ ¢ | $\mathrm{z}^{\prime} 9$ | $9{ }^{9}$ | $8{ }^{\prime}$ | $\mathrm{I}^{1} \mathrm{E}$ | $9^{\text {9，}}$ | $0^{\prime} \mathrm{I}$ | て＇¢ | $\mathrm{t}^{\text {＇I }}$ | L＇T | duminıs |  |
| \％＇9 | 09 | $0{ }^{\text {c }}$ | \％＇9 | \％＇9 | $0 \cdot 9$ | \％＇9 | 0 c | 0 c | \％＇9 | $\mathrm{z}^{\prime} 9$ | $0 \cdot 9$ | 02 | ［＇9 | 99 | $0 \cdot 9$ | $0 \cdot 9$ | $9 \cdot 9$ | gduunn |  |
| Z＇2 | $0 \cdot 9$ | $0 \cdot 9$ | $8 \cdot 9$ | $\square^{\prime} 9$ | 99 | 22 | \％＇9 | $0 \cdot 9$ | 02 | $\square^{\text {¢ }} 9$ | $9 \cdot 9$ | $2 \cdot 2$ | $\mathrm{I}^{\prime} 9$ | $8{ }^{\circ}$ | $\downarrow$＇9 | ¢＇9 | q＇9 | ¢du！nN\％ |  |
| 7\％ | 92 | 08 | 7＇8 | 8.2 | \％＇8 | \％＇8 | 92 | 8.2 | 0.8 | 8.2 | 2＇8 | 92 | $\downarrow$ ¢8 | 92 | 02 | $\downarrow \downarrow$ | 4.4 | tduens |  |
| て＇¢ | $8{ }^{\prime}$ | $\mathrm{f}^{\prime} \mathrm{E}$ | $9{ }^{\text {\％}}$ | $\mathrm{J}_{6}$ | 8.9 | 98 | 0.9 | $\downarrow^{\circ} \mathrm{E}$ | $9{ }^{\text {＇}}$ | $\downarrow^{\circ} \mathrm{s}$ | $0 \cdot 9$ | \＆＇z | 97 | ¢＇ | ¢＇E | $9{ }^{\text {＇\％}}$ | \＆＇8 | du！̣игәи |  |
| 9L98＇gt | 8886.9 | 8z998 | 876\％ 0 I | 690201 | 81 $\ddagger$ ¢ | 808\％9t | 8886.9 | 8z998 | 876\％ 0 I | $0000 \cdot 9$ | 8LLL＇Ez | 502L81 | 991z＇8L | 188\％ 6 | がしくる | 9898 2 | 829¢＇¢ | ${ }^{4}{ }^{\text {d }}$ |  |
| $\dagger$ \％ | 0 ＇t | ゅ¢ | $0^{2}$ | 8.1 | $0 \%$ | ¢て | 0 ＇t | ゆ＇s | $0^{\circ} \mathrm{Z}$ | $\mathrm{t}^{\text {＇}} \mathrm{Z}$ | z＇z | 9 z | 9.8 | I＇t | $6{ }^{6}$ | 2＇8 | L\％ | ${ }^{\text {upp }}$ zatas |  |
| ¢＇t | ¢＇8 | だす | $0^{\circ} \mathrm{I}$ | $\mathrm{z}^{\prime}$＇ | $0{ }^{\circ} \mathrm{I}$ | $\mathrm{t}^{\prime} \mathrm{T}$ | t＇8 | ゆ゙す | $0{ }^{\prime}$ I | $8{ }^{\prime}$ I | \％＇t | ¢\％ | $0{ }^{\circ}$ | $8 \%$ | $9 \cdot 8$ | $0{ }^{1}$ | I＇t | ${ }^{\text {p\％วp }{ }^{\text {pp }} \text { ZGVGS }}$ |  |
| 98 | て＇¢ | $8^{\prime}$ I | ガゅ | $\square^{\prime} \mathrm{S}$ | でゅ | $\pm ¢$ | \％＇8 | $8^{\prime}$ I | ガゅ | $\mathrm{f}^{\prime} \mathrm{s}$ | ガゅ | て＇t | 0 g | $8 \cdot 8$ | 9.9 | $\mathrm{z}^{\prime} 9$ | $9{ }^{\prime \prime}$ | ¢วIN |  |
| $\downarrow$ ¢ | 98 | 98 | $8 \cdot 9$ | 8.2 | 84 | 9.9 | 9.8 | 98 | $8 \cdot 9$ | 8.4 | 8.2 | 0.8 | 0.8 | $9 \cdot 8$ | \％＇8 | 84 | 04 | WG | \％01 |
| 9 c | $\mathrm{z}^{\prime}$ | 9 z | $9 \cdot 9$ | 0 0＇ | \％＇8 | 8.9 | \％＇z | 9 z | 99 | $9{ }^{9}$ | $9{ }^{9}$ | $9 \%$ | $\downarrow^{\prime} \mathrm{T}$ | $0 \cdot 1$ | \＆＇¢ | $9^{9.1}$ | $\varepsilon^{\prime \prime}$＇ | dum＠NS |  |
| 99 | 09 | $0{ }^{\text {c }}$ | $\square^{\circ} 9$ | \％＇9 | $0 \cdot 9$ | 9.9 | $0 \cdot 9$ | $0 \cdot 9$ | $\downarrow$＇9 | $8{ }^{\circ}$ | $0 \cdot 9$ | $0 \cdot 9$ | 99 | 89 | $\mathrm{T}^{\prime} \mathrm{g}$ | \％＇9 | 6.9 | gduunn |  |
| 92 | $z^{\prime} 9$ | $0 \cdot 9$ | が2 | $\square^{\prime} 9$ | $8{ }^{\prime} 9$ | 92 | \％＇9 | $0 \cdot 9$ | $\downarrow$ ¢ | $0 \cdot 9$ | $8 \cdot 9$ | $2 \cdot 2$ | \％＇9 | ［＇9 | $2 \cdot 9$ | $9 \cdot 9$ | q＇9 | ¢duenny |  |
| 88 | 92 | 8.2 | $\nabla^{\text {® }}$ | 8.2 | \％ 8 | 98 | 92 | 8.2 | $\square^{\circ}$ | 8.2 | \％ 8 | 98 | 2：8 | 92 | $\stackrel{1}{ } \times$ | 92 | T 2 | Iduunsy |  |
| $9{ }^{9} \varepsilon$ | $8{ }^{\prime}$ | $\square^{\circ} \mathrm{E}$ | $0{ }^{0}$ ® | ¢＇s | $8{ }^{\circ} 9$ | $9{ }^{\text {\％}} 8$ | $8{ }^{\prime}$ | $\nabla^{\circ} \mathrm{E}$ | $0{ }^{\circ} \mathrm{t}$ | $\square^{\circ} \mathrm{s}$ | $8{ }^{\circ} 9$ | $9 \%$ | T＇8 | $\mathrm{z}^{\prime} 9$ | I＇t | $8{ }^{\circ} \mathrm{E}$ | $8{ }^{\circ}$ | dш！̣иәә |  |
| $2818{ }^{\text {\％}}$ | 9698.9 | ゅs Lo＇tu | 2762＇8 | $0000 \cdot 91$ | 8809 zs | 8769 ＇ | 9698.9 | ゅs La＇tu | 2z62＇8 | 6060 s | L298 2 | 6TLO＇6 | 2997．9 | 9699 ¢ | 0891．t | $9968{ }^{\circ}$ | 2tog．s | ${ }^{4} d$ |  |
| ¢＇t | z＇s | $\mathrm{t}^{\text {cos }}$ | $8{ }^{8}$ | $8{ }^{\prime}$ I | 0 Z | $0{ }^{\text {¢ }}$ | \％＇9 | $\downarrow^{\prime} \mathrm{g}$ | 8.7 | $8{ }^{\prime}$ | z＇\＆ | $8{ }^{\prime} 7$ | g＇t | \％＇ | 0 ＇ヵ | $6{ }^{\circ}$ | 0＇t | ${ }^{\text {upp }}$ zatas |  |
| $\downarrow$ ¢ | て＇t | ゆ゙ | $8{ }^{\prime}$ | $z^{\prime}$＇ | $0^{\prime}{ }^{\text {I }}$ | $0 \%$ | z＇t | ゆ゙ゅ | 8.1 | て＇z | \％\％ | $8{ }^{2}$ | $9{ }^{\text {\％}}$ | \％＇t | 0 ＇t | L＇8 | 4＇8 | ${ }^{\text {p\％วppp }}$ zavas |  |
| て＇¢ | $z^{\prime} \mathrm{z}$ | ¢＇t | $0 \cdot 9$ | $9{ }^{\text {＇}}$ | 0 0＇ | $9{ }^{9} 8$ | z＇z | ¢＇I | $0 \cdot 9$ | \％＇t | $9{ }^{\text {¢ }}$ | $6{ }^{\circ}$ | $0 \cdot 9$ | ¢＇¢ | T＇g | て＇ぁ | I＇t | ¢DIV |  |
| 99 | 98 | 98 | 0.8 | 8.4 | \％＇8 | 9.9 | 9.8 | 98 | 0.8 | 8.4 | 7＇8 | 7＇8 | 8.8 | $\mathrm{F}^{\text {¢ }}$ | 8.2 | 8.4 | 8.4 | WG | \％s |
| $0 \%$ | ぢて | 9 z | も゙ | $8{ }^{\circ}$ | $0{ }^{\circ}$ | 09 | $\pm$ ¢ | 9 z | も゙ゅ | ¢＇8 | 9 z | $9{ }^{9} 8$ | $9^{9}$ I | $\mathrm{g}^{\text {＇}}$ I | 0 0＇ | $\varepsilon^{\prime}$＇ | g＇t | du！wis |  |
| \％＇9 | $8{ }^{8}$ | \％＇9 | －$\downarrow$ | 9 g | $8{ }^{\circ} 9$ | \％ 9 | $8{ }^{8} 8$ | \％＇9 | －$\dagger$ | \％＇9 | ${ }^{\circ} \mathrm{C}$ | ［＇9 | $9{ }^{\text {＇t }}$ | $\mathrm{T}^{\prime} \mathrm{C}$ | $6{ }^{\circ}$ | 6.9 | ［＇9 | gduenn |  |
| 9.9 | \％＇9 | \％＇9 | 0 c | $8 \cdot 9$ | 02 | 9.9 | \％＇9 | \％＇9 | $0{ }^{\circ}$ | $\downarrow$＇9 | 9.9 | L＇9 | z＇t | ［＇9 | $6{ }^{\circ}$ | $8 \cdot 9$ | $\mathrm{q}^{\prime} 9$ | ¢duunny |  |
| 8.4 | 8.4 | 8.4 | ${ }_{\square}{ }^{-9}$ | 7．8 | 7\％8 | 8.8 | 8.4 | 8.4 | ${ }_{7}{ }^{\circ} 9$ | 8.4 | 8.4 | ${ }_{8}^{18} 8$ | $\pm \stackrel{4}{4}$ | $\mathrm{g}^{2} 2$ | $\varepsilon^{\circ} 9$ | \％ 2 | $\mathrm{g}^{9} 4$ | ${ }^{\text {Idumens }}$ d |  |
| 8.8 | 9 c | $\square^{\circ} \mathrm{E}$ | \％＇9 | \％＇s | $8{ }^{\circ} 9$ | $88^{8}$ | 9.9 | $\nabla^{\circ} \mathrm{E}$ | \％＇9 | \％＇s | $\dagger^{\circ} \mathrm{s}$ | $8{ }^{\prime}$ | $\square^{\circ} \mathrm{E}$ | $\nabla^{\prime \prime}$ | $0{ }^{\circ} \mathrm{t}$ | $9{ }^{\text {9\％}}$ | $8{ }^{\circ} \mathrm{E}$ | du！̣игәш |  |
| \＆YVNN | İVNN | \＆yviow | İYNN | z\＆VN | zyvon | \＆YVNW | İVEN | \＆yvon | İVNW | z\＆VN | zavon | \＆yVNN | İVN | \＆צVOW | İVNW | z̧VN | zyvow | spoчəə\ | \％W |
|  | оп！̣ |  |  | влйп |  |  | оэ！${ }_{\text {¢ }}$ |  |  | อле̣и |  |  | оп！${ }_{\text {¢ }}$ |  |  | вл！${ }_{\text {¢ }}$ |  |  |  |
| gSwy |  |  |  |  |  | $z^{\text {\＃}}$ |  |  |  |  |  | ${ }_{\text {omseau }}{ }^{\text {a }}$ |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

## Conclusions

In this $3^{\text {rd }}$ experiment we study the performance of 2 approaches based on SDAE compared to other imputation methods, for datasets with high sample sizes. Moreover, we analyse the effect of different generation methods (univa and unifo) on several imputation approaches, both in terms of imputation quality ( $R^{2}$ and RMSE) and classification performance (F-measure). The results show that there seems to be an advantage in using SDAE imputation methods for larger datasets. In general, the SDAE are ranked between $1^{\text {st }}$ and $5^{\text {th }}$ best method which is not the case for the $2^{\text {nd }}$ experiment. In particular:

- SDAE belong to the top 3 best imputation approaches regarding classification performance, for almost all scenarios;
- Adadelta optimizer has shown to be the best optimizer in terms of imputation quality while Adam proved to be superior for classification performance;
- SVMimp has shown to be the best imputation approach for classification, in the MCAR and MAR scenarios; $S D A E 2_{\text {adam }}$ and $S D A E 2_{\text {adadelta }}$ also take a prominent position regardless the MR and the type of configuration (univa and unifo);
- Regarding imputation quality, $S D A E 2_{\text {adadelta }}$ is the best approach for univa configurations, followed by $S D A E 2_{\text {adam }}$; SVMimp (MCAR), MICE (MAR) and $S D A E 2_{\text {adadelta }}$ (MNAR) are the best approaches under unifo configurations;
- In comparison to the results from the $2^{\text {nd }}$ Experiment, there seems to be an advantage in using our SDAE-based approaches when dealing with MD for larger datasets.

In the context of this thesis, we were not able to explore a larger number of datasets due to the computational time required for the simulations. However, the results obtained are promising; with the aim of performing a more rigorous interpretation and generalization of these results, the realization of new experiments would be useful.
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## Conclusions

Data quality is a fundamental requirement to ensure a good performance of Data Mining models. In this regard, missing data arises as a common problem that affects the quality of the data. The scientific community has been studying several ways to handle the MD problem, however, the use of SDAE as imputation technique remains a underdeveloped topic.

In this work, we study the performance of SDAE-based approaches in order to provide some insights regarding three main research questions:

1. How do the SDAE perform when there are enough complete data to train the model?
2. How do the SDAE perform when training data corruption follows an underlying missing mechanism?
3. Does the performance of SDAE increase for larger datasets, with higher sample sizes?

We conducted three main experiments designed to answer these research questions. According to the results obtained from the $1^{\text {st }}, 2^{\text {nd }}$ and $3^{\text {rd }}$ experiments, three main conclusions may be derived for each question:

1. $D A E 1_{\text {adadelta }}$ shows to be superior to the remaining methods, for MNAR mechanism and high missing rates. However, the SDAE-based approaches explored in this experiment are limited: it is assumed that there are enough complete samples to train each model.
2. The SDAE show to be superior in many of the studied scenarios. However, this superiority may not be sufficient to counteract the limitations of SDAE-based approaches, especially, when they are used in a multiple imputation context, since they require a high computational effort and memory space.
3. For datasets with larger sample sizes, there seems to be a great advantage in using SDAE for imputation purpose.

Considering the results obtained in this work, one of the possible directions for future work is to investigate the usefulness of SDAE for a larger benchmark of datasets. Also, as the advantage of SDAE seems to be more clear for higher missing rates ( $40 \%$ ), a smoother step of missing rates (between $20 \%$ and $40 \%$ ) could bring new insights. Other future direction is hyperparameter optimization of the SDAE's architecture (e.g., learning rate, \#hidden layers, \#nodes per hidden layer etc.) to ease their computational cost.
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## Appendices

## A

## Synthetic generation of MD

Table A.1: Functions that are used as building blocks of the pseudo-codes.

| Function | Description |
| :---: | :---: |
| bernoulli (mr, size $=$ int) | Returns a Bernoulli distribution of a specified size and a probability equal to MR |
| range(start, stop) | Generates an array of natural numbers starting from start to stop with an increment of 1 . The output will not include stop. |
| count(data) | Returns the total number of missing values in data, a matrix that represents the dataset. |
| group (array, threshold $=$ float $)$ | Takes an array as input and divides it into two groups that will contain the values below and above the threshold. |
| median(array) | Returns the median of an array of integers. |
| numFeatures(data) | Returns the number of features in data. |
| numObservations(data) | Returns the number of observations in data. |
| $\operatorname{random}(b$, size $=i n t, p=\operatorname{array})$ | Takes two or three input parameters depending on how the random choice of values will be made. If the first input parameter is a number, the values will be randomly chosen from the range between zero and that number. If the first input parameter is an array, a random choice of its values will be made. The second input parameter is mandatory and represents the number of values that will be selected. Finally, $p$ is not mandatory and can only be used when the first input is an array: this parameter is an array which contains the probability for each element of the first input to be selected. |
| random_select(array) | Takes one array or two arrays as input. If the input is an array, this function will return one or more elements of it, depending on the number of outputs defined by the user. If the input consists of two arrays, the function will return one of them. |
| rank(array) | Returns an array with the computed numerical ranks (1 through $n$, being $n$ the total number of elements in array) of the input array. |
| round(float) | Returns the floating point value number rounded to zero digits after the decimal point. |
| remove(array, value) | This function will remove value from array. |
| select_by_correlation(array, data) | Given an array containing indexes of two features and the dataset matrix data, returns ordered indexes in terms of correlation with the class labels: the first index will correspond to the feature with lowest correlation with the class labels and the second one will correspond to the most correlated feature with the class labels. |
| size(array) | Returns the number of elements in an array. |
| sort(array, reverse $=$ boolean) | Sorts the elements of the input array in a specific order: ascending or descending. If reverse is equal to False, descending order will be performed (ascending otherwise). Returns an array with the sorted values of the input array. |

## B

## Data Collection

Table B.1: Additional information on the datasets used in this study.

|  | Dataset | Source | Context | Positive Class | Negative Class |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | australian | UCI | Credit card applications. | 1 | 0 |
|  | banknote | UCI | Data extracted from banknote images. | 1 | 0 |
|  | biomed | STATLIB | Blood measurements database. | carrier | normal |
|  | breast-ljub | UCI | Breast cancer data. | recurrenceevents | no-recurrenceevents |
|  | breast-tissue | UCI | Impedance measurements of tissue from the breast. | positive | negative |
|  | cleveland | KEEL | Heart disease database. | presence | absence |
|  | crabs | PRNN | Morphological features of crabs. | B | O |
|  | dermatology1 | UCI | Clinical features of erythema and scaling. | 4 | 5 |
|  | ecoli | KEEL | Measurements about the cell to predict the location site of proteins. | positive | negative |
|  | glass1 | KEEL | Information about 6 types of glass. | non-window | window |
|  | heart-statlog | UCI | Heart disease database. | 2 | 1 |
|  | iris | KEEL | Iris plant database. | positive | negative |
|  | kidney | UCI | Chronic kidney disease database. | ckd | notckd |
|  | lung-cancer | UCI | Lung cancer database. | 2 | 1 |
|  | lymphography | KEEL | Lymphoma detection. | malign_lymph | metastases |
|  | postoperative | UCI | Patient features used to determine whether a patient should be moved from na area to another. | S | A |
|  | saheart | KEEL | South African heart database. | 1 | 0 |
|  | urinary | UCI | Acute inflammation of urinary bladder database. | yes | no |
|  | wine1 | UCI | Chemical analysis of wines. | 1 | 2 |
|  | wpbc | UCI | Follow-up data for breast cancer cases (prognostic). | R | N |
|  | balancescale | UCI | Balance scale weight and distance database | L | R |
|  | bankrupcy | UCI | Qualitative parameters to predict the bankrupcy. | B | NB |
|  | cmc | UCI | Contraceptive method choice database. | L | S |
|  | dermatology2 | $\mathrm{UCI}$ | Clinical features of erythema and scaling. | 1 | 3 |
|  | edu-data1 | KAGGLE | Students' academic performance | H | L |
|  | edu-data2 | KAGGLE | database. | H | M |
|  | glass2 | KEEL | Information about 6 types of glass. | non-float processed | remaining |
|  | hcc-data-mortality | CISUC | Clinical features of real patients di- | dies | lives |
|  | hcc-data-survival | CISUC | agnosed with HCC. | lives | dies |
|  | hepato | ISICAL | Hepatobiliary disorders database. | PH | LC |
|  | new-thyroid | KEEL | Thyroid disease database. | 1 | 2 |
|  | toy | PRNN | Synthetic dataset composed of five Gaussian components. | 1 | 0 |
|  | wine2 | UCI |  | 3 | 1 |
|  | wine3 | UCI | Chemical analysis of wines. | 3 | 2 |
|  | mushrooms | UCI | Mushrooms description regarding of physical characteristics. | p | e |
|  | nursery1 | UCI | Ranking applications for nursery | spec_prior | not_recom |
|  | nursery2 | UCI | schools. | priority | not_recom |
|  | thyroid1 | KEEL | Thyroid disease database - data | 368 | 6666 |
|  |  | KEEL | from 10 different databases. | 6666 | 368 |

## C

## Correlation Results

Table C.1: Missing and observed features for each dataset - univariate missing data generation (univa).

|  | Dataset | $x_{\text {miss }}$ | Correlation Measure | Value | $x_{\text {obs }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | australian | 8 | Phi-Coefficient | 0.7204 | 9 |
|  | banknote | 1 | Point-Biserial | 0.7248 | 3 |
|  | biomed | 5 | Point-Biserial | 0.6066 | 4 |
|  | breast-ljub | 5 | Phi-Coefficient | 0.2890 | 4 |
|  | breast-tissue | 2 | Point-Biserial | 0.7251 | 3 |
|  | cleveland | 11 | Cramer's V | 0.5269 | 10 |
|  | crabs | 2 | Point-Biserial | 0.4380 | 6 |
|  | dermatology1 | 34 | Point-Biserial | 0.0478 | 6 |
|  | ecoli | 4 | Point-Biserial | 0.9043 | 1 |
|  | glass1 | 3 | Point-Biserial | 0.7583 | 8 |
|  | heart-statlog | 11 | Cramer's V | 0.5255 | 10 |
|  | iris | 3 | Point-Biserial | 0.9227 | 4 |
|  | kidney | 4 | Cramer's V | 0.9840 | 19 |
|  | lung-cancer | 20 | Cramer's V | 0.6814 | 1 |
|  | lymphography | 13 | Cramer's V | 0.6107 | 15 |
|  | postoperative | 6 | Cramer's V | 0.1885 | 2 |
|  | saheart | 9 | Point-Biserial | 0.3730 | 4 |
|  | urinary | 4 | Phi-Coefficient | 0.6954 | 6 |
|  | wine1 | 13 | Point-Biserial | 0.8453 | 10 |
|  | wpbc | 1 | Point-Biserial | 0.3513 | 4 |
|  | balancescale | 2 | Point-Biserial | 0.4283 | 3 |
|  | bankrupcy | 5 | Cramer's V | 0.9692 | 3 |
|  | cmc | 1 | Point-Biserial | 0.2726 | 4 |
|  | dermatology2 | 11 | Phi-Coefficient | 0.3624 | 31 |
|  | edu-data1 | 11 | Spearman rho | 0.7980 | 10 |
|  | edu-data2 | 10 | Spearman rho | 0.3863 | 12 |
|  | glass2 | 2 | Point-Biserial | 0.2739 | 8 |
|  | hcc-datamortality | 4 | Point-Biserial | 0.1461 | 1 |
|  | hcc-datasurvival | 4 | Point-Biserial | 0.1461 | 1 |
|  | hepato | 1 | Point-Biserial | 0.2090 | 2 |
|  | new-thyroid | 2 | Point-Biserial | 0.9092 | 3 |
|  | toy | 2 | Point-Biserial | 0.7559 | 1 |
|  | wine2 | 7 | Point-Biserial | 0.9521 | 6 |
|  | wine3 | 10 | Point-Biserial | 0.7944 | 11 |
|  | mushrooms | 5 | Cramer's V | 0.9710 | 15 |
|  | nursery1 | 8 | Cramer's V | 1.0000 | 2 |
|  | nursery2 | 8 | Cramer's V | 1.0000 | 2 |
|  | thyroid1 | 17 | Point-Biserial | 0.4167 | 21 |
|  | thyroid2 | 17 | Point-Biserial | 0.4167 | 21 |

## D

## Parameter Optimization

Table D.1: Optimal parameters C and $\gamma$ for the different datasets as well as the average accuracy. C and $\gamma$ were obtained through grid search. Average accuracy is computed over a 5 -fold cross-validation procedure, for each combination of these 2 parameters.

|  | Dataset | C | $\gamma$ | Average Accuracy |
| :---: | :---: | :---: | :---: | :---: |
|  | australian | 1 | $1 \times 10^{-3}$ | 0.8812 |
|  | banknote | 1 | 1 | 1.0000 |
|  | biomed | $1 \times 10^{4}$ | $1 \times 10^{-3}$ | 0.9128 |
|  | breast-ljub | $1 \times 10^{3}$ | $1 \times 10^{-3}$ | 0.7536 |
|  | breast-tissue | $1 \times 10^{1}$ | $1 \times 10^{-2}$ | 0.9636 |
|  | cleveland | $1 \times 10^{1}$ | $1 \times 10^{-2}$ | 0.8433 |
|  | crabs | $1 \times 10^{1}$ | $1 \times 10^{-1}$ | 1.0000 |
|  | dermatology1 | $1 \times 10^{-3}$ | $1 \times 10^{-5}$ | 1.0000 |
|  | ecoli | $1 \times 10^{2}$ | $1 \times 10^{-2}$ | 0.9864 |
|  | glass1 | 1 | $1 \times 10^{-1}$ | 0.9302 |
|  | heart-statlog | 1 | $1 \times 10^{-2}$ | 0.8185 |
|  | iris | $1 \times 10^{-1}$ | $1 \times 10^{-1}$ | 1.0000 |
|  | kidney | $1 \times 10^{-1}$ | $1 \times 10^{-1}$ | 1.0000 |
|  | lung-cancer | $1 \times 10^{1}$ | $1 \times 10^{-3}$ | 0.8667 |
|  | lymphography | $1 \times 10^{2}$ | $1 \times 10^{-3}$ | 0.8759 |
|  | postoperative | $1 \times 10^{-3}$ | $1 \times 10^{-5}$ | 0.7222 |
|  | saheart | $1 \times 10^{7}$ | $1 \times 10^{-5}$ | 0.7355 |
|  | urinary | $1 \times 10^{-1}$ | $1 \times 10^{-1}$ | 1.0000 |
|  | wine1 | $1 \times 10^{2}$ | $1 \times 10^{-2}$ | 0.9923 |
|  | wpbc | $1 \times 10^{1}$ | $1 \times 10^{-1}$ | 0.8150 |
|  | balancescale | $1 \times 10^{3}$ | $1 \times 10^{-2}$ | 1.0000 |
|  | bankrupcy | $1 \times 10^{-1}$ | $1 \times 10^{-1}$ | 0.9960 |
|  | cmc | $1 \times 10^{6}$ | $1 \times 10^{-4}$ | 0.6840 |
|  | dermatology2 | $1 \times 10^{-1}$ | $1 \times 10^{-2}$ | 1.0000 |
|  | edu-datal | $1 \times 10^{-1}$ | $1 \times 10^{-2}$ | 0.9704 |
|  | edu-data2 | $1 \times 10^{4}$ | $1 \times 10^{-5}$ | 0.8310 |
|  | glass2 | 1 | 1 | 0.8000 |
|  | hcc-data-mortality | $1 \times 10^{4}$ | $1 \times 10^{-2}$ | 0.7030 |
|  | hcc-data-survival | $1 \times 10^{1}$ | $1 \times 10^{-3}$ | 0.6545 |
|  | hepato | $1 \times 10^{2}$ | 1 | 0.8557 |
|  | new-thyroid | $1 \times 10^{-1}$ | $1 \times 10^{-1}$ | 1.0000 |
|  | toy | $1 \times 10^{6}$ | $1 \times 10^{-1}$ | 0.9040 |
|  | wine2 | $1 \times 10^{-1}$ | $1 \times 10^{-2}$ | 1.0000 |
|  | wine3 | 1 | $1 \times 10^{-2}$ | 0.9917 |
| 菌 | mushrooms | 1 | $1 \times 10^{-1}$ | 1.0000 |
|  | nursery1 | $1 \times 10^{-2}$ | $1 \times 10^{-1}$ | 1.0000 |
|  | nursery2 | $1 \times 10^{-1}$ | $1 \times 10^{-2}$ | 1.0000 |
|  | thyroid1 | $1 \times 10^{4}$ | $1 \times 10^{-2}$ | 0.9908 |
| $\stackrel{\square}{\square}$ | thyroid2 | $1 \times 10^{4}$ | $1 \times 10^{-3}$ | 0.9912 |

## E

## Experimental Results

Table E.1: Effect of different univariate (univa) configurations in the classification performance (F-measure) using imputation methods from the state of the art.

| MR | Methods | F-measure - univa |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | MCAR1 | MCAR2 | MAR1 | MAR2 | MAR3 | MAR4 | MAR5 | MNAR1 | MNAR2 |
| 5\% | Meanimp | 0.7731 | 0.7693 | 0.7764 | 0.7714 | 0.7735 | 0.7698 | 0.7716 | 0.7690 | 0.7662 |
|  | kNNimp1 | 0.7735 | 0.7700 | 0.7721 | 0.7725 | 0.7720 | 0.7729 | 0.7720 | 0.7734 | 0.7696 |
|  | kNNimp3 | 0.7735 | 0.7713 | 0.7728 | 0.7729 | 0.7734 | 0.7737 | 0.7734 | 0.7739 | 0.7700 |
|  | kNNimp5 | 0.7737 | 0.7717 | 0.7731 | 0.7728 | 0.7730 | 0.7732 | 0.7729 | 0.7715 | 0.7707 |
|  | SVMimp | 0.7747 | 0.7741 | 0.7721 | 0.7749 | 0.7752 | 0.7758 | 0.7725 | 0.7775 | 0.7717 |
|  | EM | 0.7696 | 0.7684 | 0.7727 | 0.7704 | 0.7718 | 0.7712 | 0.7703 | 0.7688 | 0.7663 |
|  | MICE | 0.7740 | 0.7713 | 0.7747 | 0.7732 | 0.7738 | 0.7749 | 0.7739 | 0.7699 | 0.7714 |
| 10\% | Meanimp | 0.7695 | 0.7699 | 0.7745 | 0.7683 | 0.7699 | 0.7688 | 0.7738 | 0.7655 | 0.7618 |
|  | kNNimp1 | 0.7726 | 0.7707 | 0.7723 | 0.7713 | 0.7691 | 0.7671 | 0.7718 | 0.7674 | 0.7631 |
|  | kNNimp3 | 0.7721 | 0.7727 | 0.7712 | 0.7723 | 0.7718 | 0.7714 | 0.7726 | 0.7677 | 0.7641 |
|  | kNNimp5 | 0.7725 | 0.7729 | 0.7732 | 0.7729 | 0.7711 | 0.7738 | 0.7741 | 0.7684 | 0.7626 |
|  | SVMimp | 0.7760 | 0.7750 | 0.7713 | 0.7758 | 0.7746 | 0.7762 | 0.7742 | 0.7683 | 0.7649 |
|  | EM | 0.7674 | 0.7670 | 0.7696 | 0.7667 | 0.7665 | 0.7658 | 0.7683 | 0.7639 | 0.7626 |
|  | MICE | 0.7716 | 0.7717 | 0.7733 | 0.7714 | 0.7714 | 0.7702 | 0.7759 | 0.7652 | 0.7662 |
| 15\% | Meanimp | 0.7673 | 0.7666 | 0.7741 | 0.7659 | 0.7680 | 0.7717 | 0.7706 | 0.7659 | 0.7530 |
|  | kNNimp1 | 0.7705 | 0.7673 | 0.7695 | 0.7690 | 0.7681 | 0.7678 | 0.7726 | 0.7674 | 0.7578 |
|  | kNNimp3 | 0.7709 | 0.7683 | 0.7720 | 0.7706 | 0.7709 | 0.7737 | 0.7708 | 0.7666 | 0.7627 |
|  | kNNimp5 | 0.7711 | 0.7688 | 0.7736 | 0.7701 | 0.7698 | 0.7745 | 0.7709 | 0.7656 | 0.7634 |
|  | SVMimp | 0.7747 | 0.7739 | 0.7705 | 0.7743 | 0.7768 | 0.7745 | 0.7773 | 0.7713 | 0.7631 |
|  | EM | 0.7640 | 0.7593 | 0.7712 | 0.7624 | 0.7630 | 0.7657 | 0.7673 | 0.7658 | 0.7553 |
|  | MICE | 0.7698 | 0.7685 | 0.7728 | 0.7683 | 0.7706 | 0.7726 | 0.7738 | 0.7671 | 0.7624 |
| 20\% | Meanimp | 0.7674 | 0.7642 | 0.7688 | 0.7639 | 0.7640 | 0.7709 | 0.7676 | 0.7617 | 0.7561 |
|  | kNNimp1 | 0.7666 | 0.7648 | 0.7693 | 0.7656 | 0.7633 | 0.7659 | 0.7645 | 0.7627 | 0.7528 |
|  | kNNimp3 | 0.7699 | 0.7684 | 0.7693 | 0.7677 | 0.7655 | 0.7726 | 0.7661 | 0.7633 | 0.7581 |
|  | kNNimp5 | 0.7707 | 0.7685 | 0.7704 | 0.7696 | 0.7646 | 0.7726 | 0.7691 | 0.7620 | 0.7580 |
|  | SVMimp | 0.7764 | 0.7742 | 0.7701 | 0.7782 | 0.7748 | 0.7727 | 0.7715 | 0.7689 | 0.7649 |
|  | EM | 0.7625 | 0.7576 | 0.7668 | 0.7602 | 0.7582 | 0.7646 | 0.7634 | 0.7632 | 0.7567 |
|  | MICE | 0.7705 | 0.7660 | 0.7701 | 0.7703 | 0.7657 | 0.7698 | 0.7714 | 0.7586 | 0.7633 |
| 40\% | Meanimp | 0.7586 | 0.7542 | 0.7652 | 0.7522 | 0.7526 | 0.7553 | 0.7652 | 0.7515 | 0.7480 |
|  | kNNimp1 | 0.7578 | 0.7517 | 0.7641 | 0.7517 | 0.7509 | 0.7566 | 0.7647 | 0.7482 | 0.7508 |
|  | kNNimp3 | 0.7617 | 0.7559 | 0.7673 | 0.7562 | 0.7564 | 0.7569 | 0.7680 | 0.7507 | 0.7549 |
|  | kNNimp5 | 0.7617 | 0.7595 | 0.7641 | 0.7570 | 0.7573 | 0.7602 | 0.7711 | 0.7496 | 0.7511 |
|  | SVMimp | 0.7756 | 0.7712 | 0.7687 | 0.7759 | 0.7758 | 0.7677 | 0.7674 | 0.7594 | 0.7601 |
|  | EM | 0.7507 | 0.7472 | 0.7587 | 0.7487 | 0.7483 | 0.7525 | 0.7581 | 0.7480 | 0.7452 |
|  | MICE | 0.7612 | 0.7603 | 0.7693 | 0.7578 | 0.7581 | 0.7603 | 0.7618 | 0.7464 | 0.7508 |

Table E.2: Ranks of the effect of different univariate (univa) configurations in the classification performance (F-measure) using imputation methods from the state of the art.

| MR | Methods | F-measure - univa |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | MCAR1 | MCAR2 | MAR1 | MAR2 | MAR3 | MAR4 | MAR5 | MNAR1 | MNAR2 |
| 5\% | Meanimp | 3 | 7 | 1 | 5 | 2 | 6 | 4 | 8 | 9 |
|  | kNNimp1 | 1 | 8 | 5 | 4 | 7 | 3 | 6 | 2 | 9 |
|  | kNNimp3 | 3 | 8 | 7 | 6 | 5 | 2 | 4 | 1 | 9 |
|  | kNNimp5 | 1 | 7 | 3 | 6 | 4 | 2 | 5 | 8 | 9 |
|  | SVMimp | 5 | 6 | 8 | 4 | 3 | 2 | 7 | 1 | 9 |
|  | EM | 6 | 8 | 1 | 4 | 2 | 3 | 5 | 7 | 9 |
|  | MICE | 3 | 8 | 2 | 6 | 5 | 1 | 4 | 9 | 7 |
|  | MEAN | 3.143 | 7.429 | 3.857 | 5.000 | 4.000 | 2.714 | 5.000 | 5.143 | 8.714 |
| 10\% | Meanimp | 5 | 4 | 1 | 7 | 3 | 6 | 2 | 8 | 9 |
|  | kNNimp1 | 1 | 5 | 2 | 4 | 6 | 8 | 3 | 7 | 9 |
|  | kNNimp3 | 4 | 1 | 7 | 3 | 5 | 6 | 2 | 8 | 9 |
|  | kNNimp5 | 6 | 5 | 3 | 4 | 7 | 2 | 1 | 8 | 9 |
|  | SVMimp | 2 | 4 | 7 | 3 | 5 | 1 | 6 | 8 | 9 |
|  | EM | 3 | 4 | 1 | 5 | 6 | 7 | 2 | 8 | 9 |
|  | MICE | 4 | 3 | 2 | 6 | 5 | 7 | 1 | 9 | 8 |
|  | MEAN | 3.571 | 3.714 | 3.286 | 4.571 | 5.286 | 5.286 | 2.429 | 8.000 | 8.857 |
| 15\% | Meanimp | 5 | 6 | 1 | 8 | 4 | 2 | 3 | 7 | 9 |
|  | kNNimp1 | 2 | 8 | 3 | 4 | 5 | 6 | 1 | 7 | 9 |
|  | kNNimp3 | 4 | 7 | 2 | 6 | 3 | 1 | 5 | 8 | 9 |
|  | kNNimp5 | 3 | 7 | 2 | 5 | 6 | 1 | 4 | 8 | 9 |
|  | SVMimp | 3 | 6 | 8 | 5 | 2 | 4 | 1 | 7 | 9 |
|  | EM | 5 | 8 | 1 | 7 | 6 | 4 | 2 | 3 | 9 |
|  | MICE | 5 | 6 | 2 | 7 | 4 | 3 | 1 | 8 | 9 |
|  | MEAN | 3.857 | 6.857 | 2.714 | 6.000 | 4.286 | 3.000 | 2.429 | 6.857 | 9.000 |
| 20\% |  | 4 | 5 | 2 | 7 | 6 | 1 | 3 | 8 | 9 |
|  | kNNimp1 | 2 | 5 | 1 | 4 | 7 | 3 | 6 | 8 | 9 |
|  | kNNimp3 | 2 | 4 | 3 | 5 | 7 | 1 | 6 | 8 | 9 |
|  | kNNimp5 | 2 | 6 | 3 | 4 | 7 | 1 | 5 | 8 | 9 |
|  | SVMimp | 2 | 4 | 7 | 1 | 3 | 5 | 6 | 8 | 9 |
|  | EM | 5 | 8 | 1 | 6 | 7 | 2 | 3 | 4 | 9 |
|  | MICE | 2 | 6 | 4 | 3 | 7 | 5 | 1 | 9 | 8 |
|  | MEAN | 2.714 | 5.429 | 3.000 | 4.286 | 6.286 | 2.571 | 4.286 | 7.571 | 8.857 |
| 40\% | Meanimp | 3 | 5 | 2 | 7 | 6 | 4 | 1 | 8 | 9 |
|  | kNNimp1 | 3 | 6 | 2 | 5 | 7 | 4 | 1 | 9 | 8 |
|  | kNNimp3 | 3 | 7 | 2 | 6 | 5 | 4 | 1 | 9 | 8 |
|  | kNNimp5 | 3 | 5 | 2 | 7 | 6 | 4 | 1 | 9 | 8 |
|  | SVMimp | 3 | 4 | 5 | 1 | 2 | 6 | 7 | 9 | 8 |
|  | EM | 4 | 8 | 1 | 5 | 6 | 3 | 2 | 7 | 9 |
|  | MICE | 3 | 5 | 1 | 7 | 6 | 4 | 2 | 9 | 8 |
|  | MEAN | 3.143 | 5.714 | 2.143 | 5.429 | 5.429 | 4.143 | 2.143 | 8.571 | 8.286 |

Table E.3: Effect of different univariate (univa) configurations in imputation quality ( $R^{2}$ and RMSE) using imputation methods from the state of the art.

| MR | Methods | univa |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Rms |  |  |  |  |  |  |  |  | $R^{2}$ |  |  |  |  |  |  |  |  |
|  |  | MCAR1 | MCAR2 | MAR1 | MAR2 | MAR3 | MAR4 | Mars | MNAR1 | MNAR2 | MCAR1 | MCAR2 | MAR1 | MAR2 | R3 | R4 | R5 | MNAR1 | MNAR2 |
|  | Meanimp | ${ }^{0.2271}$ | ${ }^{0.2194}$ | ${ }^{0.2646}$ | ${ }^{0.2278}$ | ${ }^{0.2247}$ | ${ }^{0.3379}$ | ${ }^{0.3201}$ | ${ }^{0.3677}$ | ${ }_{0}^{0.4683}$ | 0.934 | ${ }^{0.9379}$ | 0.981 | ${ }^{0.9343}$ | ${ }^{0.9358}$ | 0.8749 |  |  | ${ }^{0.7764}$ |
|  | kNN | 0.2 | ${ }^{0.21162}$ | ${ }^{0.22258}$ | ${ }^{0.2192}$ | ${ }_{\substack{0 \\ 0.21874}}^{0.222}$ | ${ }_{0}^{0.2709}$ | ${ }^{0.2658}$ | ${ }_{\substack{0.3157 \\ 0.2923}}$ | - $\begin{aligned} & 0.3957 \\ & 0.3722\end{aligned}$ | ${ }^{\text {pogati }}$ | ${ }_{0}^{0.999}$ |  | ${ }_{\text {l }}^{0.93933}$ | ${ }_{\text {a }}^{0.93811}$ | ${ }_{\text {0, }}^{0.9150} 0$ |  | ${ }_{\substack{0.8907 \\ 0.9012}}^{0.097}$ | S383 |
| $5 \%$ | kNNimp5 | 0.1809 | ${ }_{0} 01747$ | ${ }_{0.1890}$ | ${ }_{0.1796}$ | ${ }_{0}^{0.1810}$ | ${ }_{0.2506}$ | ${ }_{0}^{0.2396}$ | ${ }_{0.2863}$ | ${ }_{0.3716}$ | ${ }_{0}^{0.9535}$ | 0.955 | ${ }_{0}^{0.9506}$ | ${ }_{0}^{0.9539}$ | ${ }_{0.9534}^{0.93}$ | ${ }_{0} 0.9248$ | ${ }_{0}^{0.9303}$ | ${ }_{0} .9076$ | 8558 |
|  | SVMimp | ${ }^{0.5127}$ | ${ }^{0.4520}$ | 0.5228 | ${ }^{0.5424}$ | 0.4814 | ${ }^{0.5377}$ | ${ }^{0.8098}$ | ${ }^{0.5566}$ | 0.7711 | ${ }^{0.9296}$ | ${ }^{0.9337}$ | ${ }^{0.9255}$ | ${ }^{0.9307}$ | 0.9322 | 0.8733 | 0.8894 | ${ }_{0} .8927$ | ${ }_{0}^{0.8283}$ |
|  | ${ }_{\text {MICE }}$ | (0.3074 | - | ${ }_{0}^{0.3218}$ | ${ }_{0.1726}^{0.301}$ | ${ }_{\substack{0.1801}}^{0.305}$ | ${ }_{0}^{0.38850} 0$ | ${ }_{0}^{0.21736}$ | ${ }_{0}^{0.411710}$ | ${ }_{\substack{0.3438}}^{0.942}$ | ${ }_{\substack{0 \\ 0.98962}}^{0.9561}$ | ${ }_{\substack{0 \\ 0.95967}}^{0.892}$ | ${ }_{0}^{0.8885} 0$ | ${ }^{0.9595}$ | ${ }^{0} 0.093987$ | ${ }_{\substack{0.9392}}^{0.8431}$ | ${ }_{0}^{0.8 .894}$ | 09103 | ${ }_{\substack{0.7526 \\ 0.8785}}^{0.85}$ |
|  | Me | ${ }_{0}^{0.3163}$ | ${ }^{0.3086}$ | ${ }^{0.3806}$ | ${ }^{0.3212}$ | ${ }^{0.3227}$ | 0.4404 | 0.4195 | ${ }^{0.4972}$ | 0.6054 | 0.8866 |  | 0.8501 | 0.8843 | 34 | 30 | 113 | \%21 | 519 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  | 0.2723 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 10\% | kNNi | ${ }^{0.2563}$ | ${ }^{0.2461}$ | ${ }^{0.2603}$ | ${ }^{0.2622}$ | 0.2 | ${ }^{0.3386}$ | ${ }^{0.3126}$ | ${ }^{0.39}$ | 0.48 |  | 0.926 |  |  |  | 0.8 | 0.893 | ${ }^{0.8470}$ |  |
|  |  | 0.6 | 0.65 | 0.6324 | 0.7285 | ${ }^{0.7318}$ | 0.534 | 1.6003 | 0.614 | ${ }^{1.1444}$ | 0.899 | 0.906 | 0.887 | 0.89 | 0.897 | 0.8573 | 0.838 | ${ }^{0.83}$ | 338 |
|  | ${ }_{\text {MICE }}$ | 0.4199 0.2502 | ${ }_{0}^{0.4143}$ | ${ }_{0}^{0.4633} 0$ | ${ }_{0}^{0.4121}$ | ${ }_{\substack{0.4250 \\ 0.245}}$ | ${ }_{\substack{0.5089 \\ 0.307}}^{0.307}$ | ${ }_{0}^{0.49885}$ | ${ }_{\substack{0.5445 \\ 0.3798}}^{0.9}$ | - | ${ }_{\substack{0.8 .159 \\ 0.924}}^{0.0}$ | ${ }_{0}^{0.88219}$ | ${ }^{0.7973} 0$ | ${ }_{0}^{0.82341}$ | ${ }_{0}^{0.98147} 0$ | (0.7467 | ${ }_{0}^{0.7764} 0$ | ${ }^{0} 0.7871$ | ${ }_{\substack{0.6237 \\ 0.8068}}^{0.59}$ |
|  | Me | 0.3869 |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 0.7438 |  | 544 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | kNNi | 0.3242 | ${ }^{0.3205}$ | ${ }^{0.33}$ |  | 0.3 | 0.40 |  | 0.4 |  |  |  |  |  |  |  |  |  | 7027 |
| 15\% | kNN | ${ }^{0.3121}$ | 0.30 | ${ }^{0.3260}$ | ${ }^{0.303}$ | 0.31 | ${ }^{0.3957}$ | 0.37 | 0.4 | 0.5 | 0.8 | ${ }^{0.8925}$ |  |  |  | 0.8402 | 0.854 |  | 0.7079 |
|  |  | 0.80 | 0.84 | 1.1006 | 0.8017 | 0.78 | ${ }^{0.8561}$ | 0.87 |  | ${ }^{0.9695}$ | 0.8 | 0.875 | 0.851 | 0.8 | 0.8 | 0.7 | 0.82 | 0.78 | ${ }^{0.6635}$ |
|  | ${ }_{\text {MICE }}$ | ${ }_{\substack{0.5098 \\ 0.2997}}^{0.0}$ | ${ }_{\substack{0.5121 \\ 0.3011}}^{0.012}$ | ${ }_{0}^{0.35779}$ | ${ }_{0}^{0.5164} 0$ | ${ }_{0}^{0.30206}$ | ${ }_{0}^{0.59945}$ | ${ }_{0}^{0.55787}$ | ${ }_{\substack{0.64588 \\ 0.453}}^{0.403}$ | ${ }_{\substack{0.7185 \\ 0.5374}}^{0.095}$ | ${ }_{\substack{0 \\ 0.77433 \\ 0.8978}}$ | ${ }_{\substack{0.7407 \\ 0.8967}}^{0.808}$ | ${ }^{0.78776} 0$ | ${ }_{\substack{0 \\ 0.8948}}^{0.7379}$ | ${ }_{0}^{0.87359} 0$ | ${ }_{0}^{0.06633}$ | ${ }_{0}^{0.65858}$ | ${ }_{\substack{0}}^{0.62255}$ | ${ }_{\substack{0.5361 \\ 0.7428}}^{0.208}$ |
|  | Mea | 0.44 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | kNN | 0.36 |  | 0.3904 | 0.37 |  | 0.45 |  |  |  |  |  |  |  |  |  | 0.88 |  |  |
| 20\% |  | ${ }^{0.3}$ | ${ }^{0.3}$ | 0.3718 | 0.3630 | ${ }^{0.3}$ | 0.4469 | 0.4262 | 0.56 | ${ }^{0.64}$ | 0.8 | 0.863 |  | 0.85 |  | 0.80 | 0.813 |  | 449 |
|  |  | 0.85 | ${ }^{0.9983}$ | 1.0076 | 0.9954 | ${ }^{0.8850}$ | ${ }^{1.3102}$ | 0.7093 | ${ }^{0.9316}$ | ${ }^{1.6054}$ | 0.848 | 0.846 | 0.807 | 0.84 | 0.83 | 0.7749 | 0.884 | 0.7185 | 6049 |
|  | ${ }_{\text {M M }}^{\text {E }}$ | ${ }_{\substack{0.5894 \\ 0.3502}}^{0.3}$ | (0.5390 | ${ }_{\substack{0.6364 \\ 0.3809}}^{0.0}$ | ${ }_{\substack{0.53974}}^{0.597}$ | ${ }_{0.3533}^{0.5975}$ | ${ }_{\substack{0.48791}}^{0.489}$ | ${ }_{\substack{0.6575 \\ 0.398}}^{0.428}$ | $\substack{0.7297 \\ 0.535}_{0.059}$ | 0.7992 <br> 0.613 | (0.6674 | (0.6658 | 0.6348 <br> 0.8548 | (0.6608 | ${ }_{0}^{0.6611} 0$ | - $\begin{aligned} & 0.8892 \\ & 0.8147\end{aligned}$ | ${ }_{\substack{0.5804 \\ 0.845}}^{0.8}$ | ${ }_{\substack{0.5478 \\ 0.7506}}^{0.7}$ | (0.4640 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | ${ }_{0.3828}^{0.308}$ |
|  | kNNim | 0.53 | 0.5 |  | 0.5505 | ${ }^{0.5531}$ | ${ }^{0.6597}$ | 0.60 | 0.885 | 2 |  | 0.7130 | 0.6 | 0.7 |  | 0.6 | 0.6452 |  | 254 |
| 40\% |  | 0.51 | ${ }^{0.5207}$ | ${ }^{0.6347}$ | ${ }^{0.5317}$ | ${ }^{0.5365}$ | ${ }^{0.6486}$ | ${ }^{0.5820}$ | ${ }^{0.89914}$ | ${ }^{0.9106}$ | 0.72 | ${ }^{0.7267}$ | ${ }^{0.65}$ | ${ }^{0.722}$ | ${ }^{0.77150}$ | ${ }^{0.617}$ | ${ }^{0.666}$ | ${ }^{0.47566}$ | 退 2555 |
|  | s |  | 1.2047 | 167 |  | 1.3 | ${ }^{4.1266}$ | ${ }^{2.0344}$ | 1.83 | 2.55 | 0.72 | ${ }^{0.7223}$ |  |  |  |  | 0.633 |  | 3623 |
|  | EM | ${ }^{1} .8$ | 0.8205 |  | 0.8829 | ${ }_{0}^{0.8475}$ | 0.8841 | ${ }^{0.8641}$ | ${ }^{0.9837}$ | ${ }^{1.0099}$ | 0.902 | ${ }^{0} 0.40382$ | ${ }^{0.388}$ | 0.393 | ${ }^{0.3974}$ | 0 | ${ }^{0.3829}$ | ${ }^{0}$ | 边 8829 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
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| 6 | 8 | 9 | 2 | $\varepsilon$ | ■ | g | I | \％ | 6 | 8 | 9 | 2 | $\varepsilon$ | ■ | g | I | \％ | ตDIN |  |
| 6 | 8 | 2 | 9 | $\varepsilon$ | ■ | g | z | I | 6 | 8 | 9 | 2 | $\varepsilon$ | ¢ | g | $\tau^{2}$ | I | WG |  |
| 6 | 8 | 9 | 2 | ■ | $\varepsilon$ | g | ${ }^{2}$ | I | 6 | $\pm$ | I | 8 | $\varepsilon$ | 9 | 2 | 9 | ${ }^{2}$ | duب！NAS | \％0z |
| 6 | 8 | 9 | 2 | g | $\varepsilon$ | $\pm$ | I | z | 6 | 8 | 9 | 4 | $\pm$ | $\varepsilon$ | g | I | $\tau^{2}$ | gduenn ${ }^{\text {r }}$ |  |
| 6 | 8 | 9 | 2 | ¢ | $\varepsilon$ | g | $\checkmark$ | I | 6 | 8 | 9 | 2 | ¢ | $\varepsilon$ | g | 2 | I | ¢du！inn ${ }^{\text {d }}$ |  |
| 6 | 8 | 9 | 2 | $\varepsilon$ | ${ }^{2}$ | 9 | $\dagger$ | I | 6 | 8 | 9 | 2 | $\varepsilon$ | z | g | $\dagger$ | I | ［du！${ }^{\text {d }}$ Y |  |
| 6 | 8 | 9 | 2 | $\square$ | $\varepsilon$ | s | I | z | 6 | 8 | 9 | 2 | ■ | $\varepsilon$ | g | I | 乙 | duı̣ueat |  |
| 000＇6 | $000 \cdot 8$ | \＆tI＇9 | L98＇9 | L98＇8 |  | $000 \cdot \mathrm{~g}$ | 298． | 298． | 298.8 | 67ャ゙2 | \＆tt＇9 | L98．9 | 9878 |  | LLG．g | 6 6だて | $000 \cdot \mathrm{z}$ | NVEM |  |
| 6 | 8 | 9 | 2 | ■ | $\varepsilon$ | g | \％ | I | 6 | 8 | 9 | 4 | ■ | $\varepsilon$ | g | \％ | I | GOIV |  |
| 6 | 8 | 2 | 9 | ■ | $\varepsilon$ | g | \％ | I | 6 | 8 | 9 | 2 | ■ | $\varepsilon$ | g | z | I | WG |  |
| 6 | 8 | 9 | 2 | E | $\varepsilon$ | g | I | z | 8 | $\pm$ | 2 | 9 | I | ${ }^{2}$ | 6 | g | $\varepsilon$ | duب！NAS | \％ 5 T |
| 6 | 8 | 9 | 2 | ■ | ${ }^{2}$ | g | I | $\varepsilon$ | 6 | 8 | 9 | 2 | $\pm$ | z | g | I | $\varepsilon$ | ¢duunn ${ }^{\text {d }}$ |  |
| 6 | 8 | 9 | 2 | ■ | I | g | ${ }^{2}$ | $\varepsilon$ | 6 | 8 | 9 | 2 | ■ | I | g | \％ | $\varepsilon$ | \＆du！inn ${ }^{\text {d }}$ |  |
| 6 | 8 | 9 | 2 | $\varepsilon$ | z | 9 | ■ | I | 6 | 8 | 9 | 2 | z | $\varepsilon$ | g | $\dagger$ | I | ¢duenn ${ }^{\text {d }}$ |  |
| 6 | 8 | 9 | 2 | ¢ | $\varepsilon$ | 9 | I | z | 6 | 8 | 9 | 2 | ■ | $\varepsilon$ | g | I | $\checkmark$ | duı̣uraj |  |
| $000 \cdot 6$ | $000 \cdot 8$ | $987 \cdot 9$ | †LL＇9 | $000 \cdot 8$ | ¢TL＇E | TLI＇t | $987^{*}$ L | 6 \％だて | 298.8 | 8ti 2 | LLS＇9 | $000 \cdot 9$ | 67\％＇8 | Ett＇t | \＆ti＇t | ¢t2．${ }^{\text {L }}$ | $000 \cdot 8$ | NVEM |  |
| 6 | 8 | 4 | 9 | I | $\square$ | 9 | ${ }^{2}$ | $\varepsilon$ | 6 | 8 | 2 | 9 | I | ■ | g | ${ }^{2}$ | \＆ | GDIN |  |
| 6 | 8 | 9 | 2 | ■ | I | g | \％ | $\varepsilon$ | 6 | 8 | 9 | 2 | ■ | I | g | \％ | $\varepsilon$ | WG |  |
| 6 | 8 | 2 | 9 | ■ | $\varepsilon$ | 9 | I | z | 8 | $\checkmark$ | 6 | I | 2 | 9 | $\varepsilon$ | ■ | 9 | du！ N ¢ ${ }^{\text {S }}$ | \％01． |
| 6 | 8 | 9 | 4 | $\varepsilon$ | g | t | I | z | 6 | 8 | 9 | 4 | \＆ | g | ¢ | I | z | gduenn ${ }^{\text {d }}$ |  |
| 6 | 8 | 9 | 2 | $\varepsilon$ | 9 | ■ | I | ${ }^{2}$ | 6 | 8 | 9 | 2 | $\varepsilon$ | g | ¢ | I | $\checkmark$ | ¢du！nNY |  |
| 6 | 8 | 9 | 2 | z | g | ¢ | I | $\varepsilon$ | 6 | 8 | 9 | 2 | z | 9 | $\varepsilon$ | I | $\pm$ | ¢duenn ${ }^{\text {r }}$ |  |
| 6 | 8 | 9 | 4 | ¢ | $\varepsilon$ | g | I | ${ }^{2}$ | 6 | 8 | 9 | 2 | $\square$ | $\varepsilon$ | g | I | \％ | duıurean |  |
| 000＇6 | －12．2 | 8п！ 9 | ¢tt 2 | 8ti $\boldsymbol{8}$ | $000 \cdot 8$ | $000{ }^{\circ}$ | Eti＇t | UTL＇z | 2988 | 298．2 | 6で・9 | †LL＇9 | Eti＇g | $6 \boxed{\text { 6 }}$ ¢ | L98 $8^{\circ}$ | Eti＇t | ${ }_{\text {LLg }} \mathrm{Z}$ | NVGW |  |
| 6 | 8 | 9 | 2 | ¢ | \％ | 9 | I | $\varepsilon$ | 6 | 8 | 9 | 4 | ¢ | z | 9 | I | $\varepsilon$ | ตDIN |  |
| 6 | 8 | 9 | 2 | z | ¢ | g | I | \＆ | 6 | 8 | 9 | 4 | 乙 | ■ | g | I | $\varepsilon$ | WG |  |
| 6 | 9 | 2 | 8 | z | $\varepsilon$ | g | I | $\square$ | 8 | 2 | 6 | g | ${ }^{2}$ | 9 | $\pm$ | I | $\varepsilon$ | du！̣Ms | \％s |
| 6 | 8 | 9 | 2 | ¢ | \％ | 9 | I | $\varepsilon$ | 6 | 8 | 9 | 2 | ¢ | z | g | I | $\varepsilon$ | gduenn ${ }^{\text {d }}$ |  |
| 6 | 8 | 9 | 2 | ■ | $\varepsilon$ | 9 | I | ${ }^{2}$ | 6 | 8 | 9 | 2 | $\pm$ | $\varepsilon$ | 9 | I | ${ }^{2}$ | $\varepsilon^{\text {dum }}$（ ${ }^{\text {den }}$ |  |
| 6 | 8 | 9 | 2 | ■ | $\varepsilon$ | 9 | ${ }^{2}$ | I | 6 | 8 | 9 | 2 | ■ | $\varepsilon$ | 9 | ${ }^{2}$ | I | Iduenny |  |
| 6 | 8 | 9 | 2 | z | ■ | 9 | I | $\varepsilon$ | 6 | 8 | 9 | 2 | z | ¢ | g | I | $\varepsilon$ | du！uez ${ }^{\text {d }}$ |  |
| zYVNW | İVNW | guvin |  | \＆४VN | zuVN | LYVN | zyvow | IYVOU | zuVNN | LYVNW | gyVN | tuvN | \＆४VN | zuVN | İVN | zyVON | Lyvow | spouqə\ | чレ |
| $z^{4}$ |  |  |  |  |  |  |  |  |  |  |  |  | \＃SNy |  |  |  |  |  |  |
| na？un |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Table E.5: Effect of different multivariate (unifo) configurations in the classification performance (F-measure) using imputation methods from the state of the art.

| MR | Methods | unifo |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | MCAR1 | MCAR2 | MCAR3 | MAR1 | MAR2 | MAR3 | MNAR1 | MNAR2 | MNAR3 | MNAR4 |
| 5\% | Meanimp | 0.7544 | 0.7563 | 0.7578 | 0.7675 | 0.7575 | 0.7610 | 0.7558 | 0.7479 | 0.7759 | 0.7545 |
|  | kNNimp1 | 0.7582 | 0.7592 | 0.7592 | 0.7630 | 0.7575 | 0.7554 | 0.7592 | 0.7478 | 0.7535 | 0.7597 |
|  | kNNimp3 | 0.7609 | 0.7607 | 0.7628 | 0.7672 | 0.7546 | 0.7566 | 0.7614 | 0.7478 | 0.7765 | 0.7588 |
|  | kNNimp5 | 0.7606 | 0.7598 | 0.7647 | 0.7674 | 0.7561 | 0.7574 | 0.7629 | 0.7478 | 0.7763 | 0.7596 |
|  | SVMimp | 0.7645 | 0.7652 | 0.7683 | 0.7695 | 0.7642 | 0.7717 | 0.7698 | 0.7685 | 0.7826 | 0.7634 |
|  | EM | 0.7491 | 0.7472 | 0.7461 | 0.7627 | 0.7509 | 0.7538 | 0.7486 | 0.7469 | 0.7619 | 0.7492 |
|  | MICE | 0.7591 | 0.7617 | 0.7611 | 0.7689 | 0.7555 | 0.7600 | 0.7652 | 0.7458 | 0.7751 | 0.7582 |
| 10\% | Meanimp | 0.7387 | 0.7404 | 0.7466 | 0.7676 | 0.7347 | 0.7501 | 0.7366 | 0.7245 | 0.7682 | 0.7409 |
|  | kNNimp1 | 0.7438 | 0.7498 | 0.7484 | 0.7626 | 0.7538 | 0.7379 | 0.7385 | 0.7248 | 0.7614 | 0.7487 |
|  | kNNimp3 | 0.7486 | 0.7539 | 0.7518 | 0.7685 | 0.7459 | 0.7393 | 0.7478 | 0.7248 | 0.7563 | 0.751 |
|  | kNNimp5 | 0.7507 | 0.7570 | 0.7521 | 0.7668 | 0.7447 | 0.7401 | 0.7472 | 0.7248 | 0.7602 | 0.7532 |
|  | SVMimp | 0.7602 | 0.7654 | 0.7599 | 0.7650 | 0.7659 | 0.7762 | 0.7667 | 0.7625 | 0.7819 | 0.7637 |
|  | EM | 0.7240 | 0.7270 | 0.7249 | 0.7500 | 0.7316 | 0.7318 | 0.7231 | 0.7164 | 0.7501 | 0.73 |
|  | MICE | 0.7501 | 0.7528 | 0.7536 | 0.7683 | 0.7557 | 0.7438 | 0.7492 | 0.7179 | 0.7695 | 0.749 |
| 15\% | Meanimp | 0.7234 | 0.7355 | 0.7297 | 0.7514 | 0.7351 | 0.7400 | 0.7279 | 0.6976 | 0.7451 | 0.7385 |
|  | kNNimp1 | 0.7321 | 0.7467 | 0.7313 | 0.7651 | 0.7393 | 0.7346 | 0.7265 | 0.6986 | 0.7205 | 0.7417 |
|  | kNNimp3 | 0.7374 | 0.7564 | 0.7410 | 0.7531 | 0.7446 | 0.7301 | 0.7341 | 0.6986 | 0.7324 | 0.7443 |
|  | kNNimp5 | 0.7381 | 0.7560 | 0.7431 | 0.7509 | 0.7440 | 0.7298 | 0.7349 | 0.6986 | 0.7374 | 0.7456 |
|  | SVMimp | 0.7602 | 0.7607 | 0.7624 | 0.7780 | 0.7622 | 0.7852 | 0.7596 | 0.7589 | 0.7857 | 0.7735 |
|  | EM | 0.6992 | 0.7156 | 0.7061 | 0.7352 | 0.7180 | 0.7245 | 0.7090 | 0.6890 | 0.7261 | 0.7247 |
|  | MICE | 0.7407 | 0.7550 | 0.7482 | 0.7522 | 0.7494 | 0.7357 | 0.7419 | 0.6918 | 0.7609 | 0.7512 |
| 20\% | Meanimp | 0.7165 | 0.7087 | 0.7202 | 0.7335 | 0.7428 | 0.7318 | 0.7080 | 0.6778 | 0.7317 | 0.7299 |
|  | kNNimp1 | 0.7200 | 0.7143 | 0.7201 | 0.7408 | 0.7109 | 0.7337 | 0.7072 | 0.6778 | 0.7062 | 0.729 |
|  | kNNimp3 | 0.7355 | 0.7295 | 0.7346 | 0.7414 | 0.7185 | 0.7273 | 0.7132 | 0.6778 | 0.7228 | 0.7409 |
|  | kNNimp5 | 0.7394 | 0.7296 | 0.7339 | 0.7395 | 0.7168 | 0.7251 | 0.7155 | 0.6778 | 0.7296 | 0.7404 |
|  | SVMimp | 0.7661 | 0.7599 | 0.7594 | 0.7557 | 0.7645 | 0.7786 | 0.7556 | 0.7594 | 0.7876 | 0.7749 |
|  | EM | 0.6885 | 0.6763 | 0.6911 | 0.7165 | 0.7016 | 0.7034 | 0.6897 | 0.6571 | 0.7036 | 0.709 |
|  | MICE | 0.7397 | 0.7378 | 0.7406 | 0.7425 | 0.7445 | 0.7285 | 0.7322 | 0.6652 | 0.7516 | 0.7395 |
| 40\% | Meanimp | 0.6693 | 0.6629 | 0.6675 | 0.6801 | - | 0.6566 | 0.6181 | 0.5761 | 0.6710 | 0.6664 |
|  | kNNimp1 | 0.6392 | 0.6276 | 0.6396 | 0.6855 | - | 0.6565 | 0.5943 | 0.5809 | 0.5867 | 0.6443 |
|  | kNNimp3 | 0.6661 | 0.6585 | 0.6633 | 0.6973 | - | 0.6602 | 0.6196 | 0.5809 | 0.5836 | 0.6608 |
|  | kNNimp5 | 0.6671 | 0.6600 | 0.6626 | 0.6988 | - | 0.6529 | 0.6273 | 0.5809 | 0.5948 | 0.6566 |
|  | SVMimp | 0.7671 | 0.7705 | 0.7567 | 0.7641 | - | 0.7844 | 0.7134 | 0.7575 | 0.7356 | 0.7166 |
|  | EM | 0.6162 | 0.5961 | 0.6073 | 0.6565 | - | 0.6291 | 0.6076 | 0.5551 | 0.6129 | 0.6433 |
|  | MICE | 0.6941 | 0.6969 | 0.6903 | 0.7022 | - | 0.6571 | 0.6537 | 0.5640 | 0.6361 | 0.6617 |

Table E.6: Ranks of the effect of different multivariate (unifo) configurations in the classification performance (F-measure) using imputation methods from the state of the art.

| MR | Methods | F-measure - unifo |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | MCAR1 | MCAR2 | MCAR3 | MAR1 | MAR2 | MAR3 | MNAR1 | MNAR2 | MNAR3 | MNAR4 |
| 5\% | Meanimp | 9 | 6 | 4 | 2 | 5 | 3 | 7 | 10 | 1 | 8 |
|  | kNNimp1 | 6 | 3 | 5 | 1 | 7 | 8 | 4 | 10 | 9 | 2 |
|  | kNNimp3 | 5 | 6 | 3 | 2 | 9 | 8 | 4 | 10 | 1 | 7 |
|  | kNNimp5 | 5 | 6 | 3 | 2 | 9 | 8 | 4 | 10 | 1 | 7 |
|  | SVMimp | 8 | 7 | 6 | 4 | 9 | 2 | 3 | 5 | 1 | 10 |
|  | EM | 6 | 8 | 10 | 1 | 4 | 3 | 7 | 9 | 2 | 5 |
|  | MICE | 7 | 4 | 5 | 2 | 9 | 6 | 3 | 10 | 1 | 8 |
|  | MEAN | 6.571 | 5.714 | 5.143 | 2.000 | 7.429 | 5.429 | 4.571 | 9.143 | 2.286 | 6.714 |
| 10\% | Meanimp | 7 | 6 | 4 | 2 | 9 | 3 | 8 | 10 | 1 | 5 |
|  | kNNimp1 | 7 | 4 | 6 | 1 | 3 | 9 | 8 | 10 | 2 | 5 |
|  | kNNimp3 | 6 | 3 | 4 | 1 | 8 | 9 | 7 | 10 | 2 | 5 |
|  | kNNimp5 | 6 | 3 | 5 | 1 | 8 | 9 | 7 | 10 | 2 | 4 |
|  | SVMimp | 9 | 5 | 10 | 6 | 4 | 2 | 3 | 8 | 1 | 7 |
|  | EM | 8 | 6 | 7 | 2 | 4 | 3 | 9 | 10 | 1 | 5 |
|  | MICE | 6 | 5 | 4 | 2 | 3 | 9 | 7 | 10 | 1 | 8 |
|  | MEAN | 7.000 | 4.571 | 5.714 | 2.143 | 5.571 | 6.286 | 7.000 | 9.714 | 1.429 | 5.571 |
| 15\% | Meanimp | 9 | 5 | 7 | 1 | 6 | 3 | 8 | 10 | 2 | 4 |
|  | kNNimp1 | 6 | 2 | 7 | 1 | 4 | 5 | 8 | 10 | 9 | 3 |
|  | kNNimp3 | 6 | 1 | 5 | 2 | 3 | 9 | 7 | 10 | 8 | 4 |
|  | kNNimp5 | 6 | 1 | 5 | 2 | 4 | 9 | 8 | 10 | 7 | 3 |
|  | SVMimp | 8 | 7 | 5 | 3 | 6 | 2 | 9 | 10 | 1 | 4 |
|  | EM | 9 | 6 | 8 | 1 | 5 | 4 | 7 | 10 | 2 | 3 |
|  | MICE | 8 | 2 | 6 | 3 | 5 | 9 | 7 | 10 | 1 | 4 |
|  | MEAN | 7.429 | 3.429 | 6.143 | 1.857 | 4.714 | 5.857 | 7.714 | 10.000 | 4.286 | 3.571 |
| 20\% | Meanimp | 7 | 8 | 6 | 2 | 1 | 3 | 9 | 10 | 4 | 5 |
|  | kNNimp1 | 5 | 6 | 4 | 1 | 7 | 2 | 8 | 10 | 9 | 3 |
|  | kNNimp3 | 3 | 5 | 4 | 1 | 8 | 6 | 9 | 10 | 7 | 2 |
|  | kNNimp5 | 3 | 5 | 4 | 2 | 8 | 7 | 9 | 10 | 6 | 1 |
|  | SVMimp | 4 | 6 | 8 | 9 | 5 | 2 | 10 | 7 | 1 | 3 |
|  | EM | 8 | 9 | 6 | 1 | 5 | 4 | 7 | 10 | 3 | 2 |
|  | MICE | 5 | 7 | 4 | 3 | 2 | 9 | 8 | 10 | 1 | 6 |
|  | MEAN | 5.000 | 6.571 | 5.143 | 2.714 | 5.143 | 4.714 | 8.571 | 9.571 | 4.429 | 3.143 |
| 40\% | Meanimp | 3 | 6 | 4 | 1 | - | 7 | 8 | 9 | 2 | 5 |
|  | kNNimp1 | 5 | 6 | 4 | 1 | - | 2 | 7 | 9 | 8 | 3 |
|  | kNNimp3 | 2 | 6 | 3 | 1 | - | 5 | 7 | 9 | 8 | 4 |
|  | kNNimp5 | 2 | 4 | 3 | 1 | - | 6 | 7 | 9 | 8 | 5 |
|  | SVMimp | 3 | 2 | 6 | 4 | - | 1 | 9 | 5 | 7 | 8 |
|  | EM | 4 | 8 | 7 | 1 | - | 3 | 6 | 9 | 5 | 2 |
|  | MICE | 3 | 2 | 4 | 1 | - | 6 | 7 | 9 | 8 | 5 |
|  | MEAN | 3.143 | 4.857 | 4.429 | 1.429 | - | 4.286 | 7.286 | 8.429 | 6.571 | 4.571 |

Table E.7: Effect of different multivariate (unifo) configurations in imputation quality ( $R^{2}$ and RMSE) using imputation methods from the state of the art.


| $000 \%$ | 6 6け＇L | 298.7 | 988.2 | $987 \cdot 9$ | － | 2988 | 298．${ }^{\text {I }}$ | LLG＊ | $298 \%$ | L98． 2 | LLG： 2 | $000 \cdot z$ | \＆гا＇9 | ［29：9 | － | 2982 |  | 2988 | ${ }^{000}$＇z | Nvaw |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| † | 8 | 9 | 2 | 9 | － | 6 | I | $\varepsilon$ | z | 6 | 8 | ¢ | 9 | ¢ | － | 2 | ${ }^{2}$ | $\varepsilon$ | I | GDIV |  |
| I | g | ¢ | 2 | 8 | － | 6 | z | 9 | $\varepsilon$ | 8 | 2 | $\varepsilon$ | 9 | ¢ | － | 6 | 2 | † | I | WG |  |
| $\dagger$ | 4 | 9 | 8 | 9 | － | 6 | I | $\varepsilon$ | ${ }^{2}$ | 9 | 9 | I | 4 | 6 | － | 8 | $\varepsilon$ | † | ${ }^{2}$ | dumns | \％0巾 |
| ¢ | 6 | I | 4 | 9 | － | 8 | z | 9 | $\varepsilon$ | 8 | 6 | t | 9 | ¢ | － | 2 | z | † | $\varepsilon$ | gduenny |  |
| z | 8 | I | 4 | 9 | － | 6 | $\varepsilon$ | q | ¢ | 8 | 6 | I | 9 | g | － | 2 | z | t | $\varepsilon$ | cduenny |  |
| ${ }^{2}$ | 8 | I | 4 | 9 | － | 6 | $\varepsilon$ | ¢ | $\dagger$ | 2 | 8 | t | 9 | 9 | － | 6 | $\varepsilon$ | † | z | Iduenny |  |
| $\dagger$ | 2 | $\varepsilon$ | 8 | 9 | － | 6 | I | 9 | z | 6 | 4 | $\varepsilon$ | 9 | 9 | － | 8 | I | t | z | dшبихәу |  |
| 2988 | 987\％ 6 | 8ti 8 | $8 \mathrm{ErI}^{9}$ | 498.9 | 000 9 | 2988 | ヵL2．L | ¢LL＇$¢$ | 6でって | TLG： 2 | ¢っt＇6 | $98 z \cdot z$ | ¢tt＇s | ＋L2．9 | L989 9 | 987＇6 | ¢TL＇I | $298 \%$ | 6でって | Nvg\％ |  |
| 6 | 01 | 9 | ¢ | 2 | ¢ | 8 | I | $\varepsilon$ | z | 2 | 01 | g | † | 9 |  |  | I |  |  | GOIW |  |
| ${ }^{1}$ | 8 | z | 9 | 2 | I | 6 | t | 9 | $\varepsilon$ | 6 | 8 | I | 9 | 4 | 9 | 0r | $\varepsilon$ | ¢ | z | W ${ }^{\text {a }}$ |  |
| 8 | 6 | $\stackrel{\square}{\square}$ | 9 | 2 | 9 | 01 | I | $\varepsilon$ | z | 8 | 2 | I | 9 | 01 | $\stackrel{\square}{\square}$ | 6 | z | s | $\varepsilon$ | du！wns | \％0z |
| 6 | 01 | ¢ | 9 | 2 | 9 | 8 | I | $\varepsilon$ | z | 2 | 01 | ¢ | 9 | 9 | 8 | 6 | I | $\varepsilon$ | z | gduenny |  |
| 6 | 01 | ${ }^{\circ}$ | 9 | 2 | 9 | 8 | I | $\varepsilon$ | z | 2 | 01 | $\varepsilon$ | 9 | 9 | 8 | 6 | I | ＋ | z | ¢duenny |  |
| 8 | 01 | I | 9 | 2 | 9 | 6 | ${ }^{2}$ | ¢ | $\varepsilon$ | 8 | 01 | I | 9 | 2 | 9 | 6 | ${ }^{2}$ | ＋ | $\varepsilon$ | Iduenny |  |
| 6 | 8 | I | 9 | 9 | 2 | 01 | 2 | ¢ | $\varepsilon$ | 2 | 6 | I | 9 | 9 | 8 | 0r | z | t | 8 | du！ueəV |  |
| 62\％＇8 | 6で「6 | 8ti＇8 | $988 \cdot 9$ | $000 \cdot 2$ | ＋129 | 0006 | TLIS ${ }^{\text {L }}$ | LLG\％ | $298 \%$ | 298.2 | 987\％ 6 | L29．z | 298＊ | $987 \cdot 9$ | \＆った | 6で「6 | ${ }^{000} \mathrm{z}$ | ャレL | $298 \%$ | NVGW |  |
| 8 | 01 | 9 | ¢ | 2 | 9 | 6 | I | $\varepsilon$ | z | 2 | 01 | 9 | ¢ | 9 | 8 | 6 | I | $\varepsilon$ | z | GDIW |  |
| ${ }^{0}$ | 8 | z | 9 | 2 | 9 | 6 | I | ¢ | $\varepsilon$ | 6 | 8 | \％ | 9 | 9 | 2 | 0］ | I | ¢ | $\varepsilon$ | WG |  |
| 2 | 01 | ¢ | 9 | 8 | 9 | 6 | I | $\varepsilon$ | ${ }^{2}$ | 6 | 8 | I | 9 | 4 | 9 | 0］ | $\varepsilon$ | t | ${ }^{2}$ | dumwns | \％91 |
| 8 | 01 | ¢ | 9 | 2 | 9 | 6 | ${ }^{2}$ | I | 8 | 2 | 01 | ¢ | 9 | 9 | 8 | 6 | ${ }^{2}$ | I | $\varepsilon$ | gduenny |  |
| 8 | $0{ }^{1}$ | ${ }^{\circ}$ | g | 2 | 9 | 6 | z | I | 8 | 8 | 01 | † | 9 | 9 | 4 | 6 | z | I | $\varepsilon$ | ¢duenny |  |
| 6 | $0{ }^{1}$ | I | 9 | 2 | 9 | 8 | $\varepsilon$ | z | † | 8 | $0{ }^{1}$ | I | 9 | 4 | 9 | 6 | $\varepsilon$ | ${ }^{2}$ | ¢ | Iduen $^{\text {dey }}$ |  |
| 6 | 8 | z | 9 | 9 | 4 | 01 | I | † | $\varepsilon$ | 2 | 6 | I | 9 | 9 | 8 | $0{ }^{0}$ | 2 | t | $\varepsilon$ | du！urean |  |
| L98＇8 | ゆLL 6 | \＆tt ${ }^{\text {c }}$ | L98＇t | $987 \%$ | 8tr 9 | 0008 | Lleg | LLg＇z | 298． | L29：8 | 62ヶ＊ 6 | DLL＇z | $000 \cdot 9$ | LLG：g | L98＇9 | 62\％＇8 | $298 \%$ | ¢ர＇¢ | $6 \mathrm{~F} \mathrm{~F}^{\circ} \mathrm{Z}$ | nvaw |  |
| 6 | 01 | g | $\checkmark$ | 8 | 9 | 4 | z | $\varepsilon$ | I | 6 | ${ }_{01}$ | g | ■ | 9 | 8 | 4 | 2 | $\varepsilon$ | I | GOIN |  |
| ${ }^{0}$ | 8 | $\varepsilon$ | g | 2 | 9 | 6 | ${ }^{2}$ | ¢ | I | 6 | 8 | $\varepsilon$ | 9 | 9 | 2 | 0t | ${ }^{2}$ | ¢ | I | WG |  |
| 8 | ${ }^{0}$ | ¢ | 9 | 2 | 9 | 6 | ${ }^{2}$ | $\varepsilon$ | I | 01 | 8 | I | 9 | ${ }^{2}$ | $\varepsilon$ | 6 | ¢ | 4 | $\stackrel{9}{9}$ | duminas | \％01 |
| ${ }_{6}$ | ${ }^{01}$ | $\stackrel{\square}{5}$ | $\stackrel{9}{9}$ | 8 | 9 | 4 | ${ }_{8}^{8}$ | ${ }^{\text {I }}$ | ${ }^{2}$ | 8 | ${ }^{01}$ | $\stackrel{\square}{5}$ | $\stackrel{9}{9}$ | 9 | 6 | $\stackrel{1}{8}$ | $\stackrel{8}{8}$ | I | ${ }^{2}$ | ${ }^{\text {gduen }}$ NY |  |
| 6 | ${ }^{01}$ | $\stackrel{ }{+}$ | 9 | 8 | 9 | 4 | ${ }_{8}$ | I | ${ }^{2}$ | 6 | $0{ }^{0}$ | † | 9 | 9 | 4 | 8 | 8 | I | ${ }^{2}$ |  |  |
| ${ }_{8}^{6}$ | ${ }^{01}$ | ${ }_{\text {I }}$ | $\stackrel{9}{9}$ | $\stackrel{1}{4}$ | 9 | 8 | ${ }_{8}^{8}$ | ${ }^{2}$ | $\pm$ | 8 | ${ }^{01}$ | ${ }^{\text {I }}$ | $\stackrel{9}{9}$ | $\stackrel{4}{4}$ | 9 | ${ }_{6}$ | $\stackrel{8}{8}$ | ${ }^{2}$ | $\pm$ | IduenNY |  |
| 8 | 01 | I | 9 | 9 | 4 | 6 | $\varepsilon$ | ¢ | z | 4 | 01 | I | 9 | 9 | 8 | 6 | $\varepsilon$ | t | z | dшụиеә |  |
| 9878 | ゅtL＇6 | 8ti＇E | TLI＇t | $000 \cdot 2$ | 9872 | ゆ12 | 298．1 | 6 6け＇z | 0008 | かなぐし | 6で・6 | LLg＇z | 000＇s | ＋12．9 | ゆTL゙く | DLL＇8 | \＆ti＇z | $298 \%$ | ¢たt＇8 | NVG1 |  |
| 8 | ${ }^{01}$ | 9 | ¢ | 6 | 4 | 9 | I | $\varepsilon$ | z | 9 | ${ }^{01}$ | 9 | ¢ | 4 | 6 | 8 | I | $\varepsilon$ | ${ }^{2}$ | GDIN |  |
| 6 | 8 | I | g | 9 | 2 | 01 | z | ¢ | $\varepsilon$ | 6 | 8 | I | g | 9 | 2 | $0{ }_{0}$ | z | † | $\varepsilon$ | WG |  |
| 8 | 01 | ¢ | 9 | 2 | 9 | 6 | I | z | 8 | 01 | 8 | I | 2 | \％ | 9 | 6 | 8 | 9 | ¢ | dum＠MS | \％9 |
| 8 | 01 | 9 | ¢ | 2 | 6 | 9 | z | I | $\varepsilon$ | 2 | 01 | 9 | b | 9 | 6 | 8 | ${ }^{2}$ | I | $\varepsilon$ | gduenny |  |
| 6 | 01 | 9 | ¢ | 2 | 8 | 9 | z | I | $\varepsilon$ | 2 | 01 | ${ }^{+}$ | 9 | 9 | 6 | 8 | z | I | $\varepsilon$ | ¢duenny |  |
| 6 | 01 | I | 9 | 2 | 9 | 8 | $\varepsilon$ | z | $\stackrel{ }{ }$ | 8 | 01 | I | 9 | 4 | 9 | 6 | $\varepsilon$ | \％ | ¢ | IduenNy |  |
| 4 | 01 | I | 9 | 9 | 8 | 6 | $z^{2}$ | ¢ | $\varepsilon$ | 4 | 01 | I | 9 | 9 | 8 | 6 | ${ }^{2}$ | t | $\varepsilon$ | du！ишәл |  |
| tuvnw | \＆yVno | zצVNN | İVNN | \＆yvN | z\＆VN | İVVN | \＆yvon | zyvow | I\＆vow | D＿צVNN | Eyvnin | zyvnio | t\＆vNi | \＆yvi | zyvN | tavin | \＆yvow | zyvon | เชvow | spoчəәハ | чW |
| $z^{\text {d }}$ |  |  |  |  |  |  |  |  |  | aswe |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
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