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Chapter 0

Abstract

Unmanned Aerial Vehicles (UAVs) are no longer exclusively
military and scientific solutions. These vehicles have been grow-
ing in popularity among hobbyist and also as industrial solu-
tions for specific activities. The flying characteristics and the
absence of a crew on board of these devices allow them to per-
form a wide variety of activities, which can be unaccessible to
humans or may threat their life. Despite the advantages, they
also bring up major concerns regarding security breaches in the
flight controller software, which may lead to security (e.g., ve-
hicle hijacking by attackers), safety (e.g., crashing the vehicle
into a planned area or building), or privacy (e.g., eavesdropping
or stealing video footage) problems. Since building a flawless
software systems is a complicated task, if not impossible, a
comprehensive security test is required to effectively detect and
remove security vulnerabilities from the flight controller. How-
ever, executing a complete and exhaustive security test is very
expensive and time consuming. For this reason, we use a risk-
driven security testing approach, in order to identify and focus
on the most risky components or states of the flight controller
system. The main objective of this internship is to disclose
the security vulnerabilities of a commonly used UAVs’ flight
controller, namely ArduCopter. The vulnerabilities will be ex-
ploited by execution of the tests, which will emulate an attack,
that will be defined based on the results of a risk analysis pro-
cess. In this report, we present the architecture of the System
Under Assessment (SUA), the threat-modeling and risk analy-
sis performed to identify the most risky components, leading to
an effective security assessment. The outcome of the security
assessment led to the testing of the system under GPS Spoofing
attacks, where the GPS messages received by the quadcopter
are tampered or delayed. It is presented the experimental setup
used for testing, the result’s analysis of the outcomes from the
tests, and propose some defense mechanisms.

Keywords

Security, Safety, Privacy, Vulnerabilities, Threat model, Risk
Analysis , Unmanned Aerial Vehicle (UAV), ArduPilot Flight
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Chapter 1

Introduction

A variety of models for Unmanned Aerial Vehicles (UAVs) have been appearing over the
last few years, with different flying abilities and flight controllers. The most popular models
are multi-rotor helicopters, known as quadcopters, because of their range of applications,
simple mechanical design, flight abilities, and variety of solutions and prices. This type of
vehicles have a large number of commercial, industrial and academical uses, due to their
movement flexibility [20, 25], having 6 degrees of freedom (i.e., able to move and rotate
over 3-axis). This agility allows them to have a full set of motions (i.e., horizontal and
vertical flight, vertical landing and take-off, hovering), making it a suitable candidate for
autonomous flight. Having all the features necessary for autonomous flight also makes
these systems target for actions with malicious intents towards humans or facilities, with
intention to hijack and control the vehicle, track people, take them down, or eavesdrop
them.

This kind of vehicles are usually very easy and cheap to build, with a few sensors like Iner-
tial Measuring Units (e.g., gyroscope, accelerometer), Barometers and GPS (i.e., manda-
tory for autonomous flights), having a lot of literature on how to build one, but it also
makes them easy targets for hijacking, hacking, or deviation of their original mission.
When building a flight controller, these issues are not usually taken into account, since
it is already complex to deal with the unsteady environment and faulty components or
sensors on their own [17, 27], which raises the complexity of the system and therefore the
security risks increase. The bigger and more complex a system is, the higher the odds of
existing vulnerabilities in it, because there are more states and vulnerabilities to take into
account.

In the case of quadcopters, security may bring attached other issues like safety and privacy.
A safety problem is defined as the absence of catastrophic consequences on the user(s) and
the environment [15]. When there is a malicious attack to take the quadcopter down or to
lock it out preventing to be controlled by legitimate user, it may cause harm to everyone
on its surroundings or even damage facilities and vehicles. Privacy concerns with the
collection, storage or use of sensitive information (e.g., information that identifies a person
or entity) [38]. Attacks against privacy can be harder to detect, since an attacker can be
eavesdropping or stealing video footage without interfering in the behavior of vehicle. As
explained in [36], an attacker can easily run malicious software on the vehicle’s system,
and intercept the video streaming. Considering the possibility of hijacking the vehicle,
it is very easy to track and follow a person, which is a major privacy issue. Security
should be then a major concern when working on a quadcopter system. Although there
are already some mechanisms used in UAVs to tolerate erroneous input from the sensors
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(e.g., redundancy, sensor fusion and data filtering), they just cover a small part of the
problem and are not reliable, since the time span of effectiveness for this mechanisms is
very limited. [27].

To deal with the above issues (security, safety, privacy) in a quadcopter system, and in
order to detect and remove security vulnerabilities, a comprehensive security testing is
required, which can be very expensive and time consuming, specially with a complex
system like a flight controller, which includes many components and states. For this
reason, we aim to use a risk-driven security testing to perform an effective testing over
components that are more risky, identified as a result of risk analysis. Risk analysis [34] is
the quantitative or qualitative analysis of risks existing in a system. This process involves
identification of threats, which is done by applying the STRIDE threat modeling scheme,
and measurement of their risk level, which is done by applying the DREAD risk analysis
scheme. The results obtained by this analysis are used to identify the most vulnerable and
risky states or components, which should be tested more intensely. Risk analysis improves
the testing process by identifying the components and states with hight risk and providing
a means to prioritize them.

In this internship, we aim to assess the security of a quadcopter’s flight controlling software
system by using a risk-driven approach. Using this approach, components and states that
present high risk to the system will be identified and prioritized, in order to effectively
plan the security tests. Our main objective is to identify security threats to quadcopters
and detect security vulnerabilities that exist in a quadcopter, which uses a commonly
used flight controller, namely ArduPilot [3], and its’ communications with other devices
(e.g. ground stations, radio controllers). In this report, we present state of the art of
security testing and risk-driven approach, a profound description of the System Under
Assessment (SUA), threat modeling and risk analysis performed over SUA, description of
the experimental setup used for testing the system in presence of emulated attacks to the
GPS component, the analysis of the test outcomes, and propose some defense mechanisms.

This report is organized as follows. Chapter 2 is dedicated to the state of the art and re-
lated work, in which the main concepts related to security testing, threat models, and risk
analysis are presented. We also review several works that have been done in the scope of
risk-driven security testing of UAVs. In Chapter 3, the main objectives of this internship,
the approach used to reach these objectives, and work plan are presented. In Chapter 4,
system under assessment (SUA) and its architecture are described. Chapter 5 presents
the risk analysis and corresponding results. Chapter 6 is described the experimental envi-
ronment used, the fault model, the type of attacks and the results classification. Chapter
7 presents the analysis of the test results and proposes some defense mechanisms. Finally,
Chapter 8 concludes this report.
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Chapter 2

State of the art

In this Chapter, we first review the main concepts related to software security and its
attributes, security testing, threat models, and risk analysis. We then review several works
that have been done in the literature within the scopes of risk-driven security testing and
UAVs security testing.

2.1 Software Security

Software is just about everywhere, and we are relying on it for almost everything. It is
produced by humans, meaning that it may have faults and vulnerabilities, which can be
exploited (for instance by an attack), causing security issues. The increasing use of software
in critical systems, raises the importance of security as quality requirement. Security is
a property of an entire system, which means that it does not refer just to a security
mechanism or features built on a system (e.g., encryption, authentication, firewalls) [12].
Usually, when the objective is security assurance of an information system, three attributes
are taken into consideration: Confidentiality, Integrity and Availability [4]; but with a
critical controlling system, like UAVs’ s flight controller, security assurance covers a wider
range of attributes, like the following ones [4, 8]:

• Confidentiality, refers to the absence of unauthorized disclosure of information;

• Integrity, refers to the absence of improper system alteration;

• Availability, refers to the readiness of the system to provide correct service;

• Non-repudiation, refers to the ability of a system to assure that a given action
cannot be denied by his author;

• Authorization, refers to the ability of a system to allow access to information or a
service, for users with the demanded privileges;

• Safety, refers to the fact that the system should not endanger or jeopardize the
health of individuals, environment, or associated assets.

These properties should exist in order to make software behave correctly and secure in pres-
ence of a malicious attack or even in a spontaneous action, without malicious intentions,
changing the systems state. However, the complexity and interconnectivity of software
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systems is increasing, making it harder to have flawless code. Bigger projects mean bigger
development teams, composed by people with different trainings and backgrounds. It only
takes a small vulnerability to compromise an entire system, thus, covering all possibilities
becomes the biggest obstacle to software security assurance. Poorly written code can lead
to defects with security ramifications, so software security assurance should start earlier
at the software development phase.

2.2 Security of UAVs

There are growing concerns over UAVs, in particular quadcopters, regarding security, pri-
vacy, and safety. Due to the lack of authentication mechanisms in off-the-shelf quadcopters,
they can easily be hijacked to, for instance, track and monitor people [16].

Moreover, these vehicles can easily be target of GPS spoofing attacks. Although cus-
tomized solutions like military solutions, as shown in [32], use authenticated GPS, most
of quadcopters use civilian GPS, which is unauthenticated.

Another security concern over UAVs is regarding the lack of encrypted connections. Either
using ground stations over Wi-Fi or using communications protocols, like MAVLink [1],
these connections can be easily hacked by someone within the connection range of the
vehicle, as shown in [9, 41].

Furthermore, the off-the-shelf quadcopters also been used to exploit safety issues. They
have been used to smuggle contraband for prisoners [5] or altered to be used as attack
drones [41]. Some countries already took actions against UAVs with video footage, like
Sweden, which banned them unless a plausible reason for filming was presented, preventing
illegal vigilance [26, 42].

2.3 Software Security Testing

Security testing [34] is the process of discovering security vulnerabilities that exist on a cer-
tain system and that threat some of the system properties like confidentiality, availability,
integrity, authorization, availability, or non-repudiation. There are several techniques to
detect or disclose security vulnerabilities of a software system. In general, such techniques
can be divided in three categories:

• Penetration Testing

• Code Review

• Security Monitoring using Anomaly detection tools

Penetration Testing [30] is done by emulating an attack on a computer system, where
it is attempted to gain access to resources without having normal means of access. The
difference between this test and a real attack, is the authorization granted to the tester
to perform this actions, with the goal to assess the security of the system and identify
vulnerabilities.

Code reviews [29] is a process where two or more agents, that visually analyze the code,
attempting to identify defects, bad practices, vulnerabilities or potential malicious code.
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This type of testing, involve a set of standard forms, in order to save information about
the problems found in the code, who found it, where it was found, in what category it is in
and what was the disclosure on the Review meeting. Code review can are used in formal
inspections or in more informal processes (e.g. pair programming, walkthroughs).

In Security Monitoring using Anomaly detection tools [28], a mechanism checks for pre-
defined conditions during runtime of the system, detecting threats or strange behavior in
real time. This method allows to detect and try to correct anomalies at runtime, although
only for already known and defined threats.

Although there are different mechanisms for security testing, the testing process usually
follows a common procedure. According to [19], the first step is Test Planning, where
the systems requirements, security goals and objectives, and test mechanisms are defined.
Then the second phase of security testing, Test Design and Implementation, starts. In
this phase, tests cases and the workload and expected output for each input are designed
and implemented. At this stage, it is also necessary to collect or implements tools that
are necessary to execute the tests in the next stage, Test Execution. At this point
everything should be ready to execute the security tests. The security tests are executed
and the output is logged for further analysis. The last stage belongs to Results Analysis,
where the output of the tests is compared with the expected output from the test cases,
in order to detect erroneous behavior by the system, caused by some vulnerabilities and
bugs existing in the system.

Even after an exhaustively testing of all the paths of a program we cannot guarantee
that it is free of vulnerabilities, as Dijkstra said ”Testing can show the presence of bugs,
not their absence.” [11]. Testing has its limitations and they grow bigger as the software
complexity increases. It is not possible to guarantee that all hypothesis and states were
tested, either because testing is expensive or because humans cannot cover all possibilities,
and new technologies, attacks and methodologies appear every day. Also, software is not
static, and each change invalidates the previous testing phase, since it creates new states
and alter the previous ones, which may lead to undiscovered vulnerabilities [10]. Even
testing tools and testers aren’t immune to bugs. A misconception or bad implemented
tester may present different results, with less vulnerabilities or vulnerabilities that don’t
exist, which leads to misleading conclusions and insecure software [11].

2.4 Threat Modeling

Threat modeling [34] is a procedure where threats are identified and assessed, organizing
under a certain model and analyzed. A threat to the system is any potential or actual
undesirable event with or without malicious intent, that may cause harm to a system or it’s
environment. There are many different threat models, suitable for different contexts [31].
In the following sections, we present the ones that are commonly used in the literature.

2.4.1 STRIDE

STRIDE [24] is a threat classification model for known threats, developed by Microsoft.
This acronym is used to classify threats according to the kind of exploit used and impact
or motivation of the threat. Based on STRIDE, the threats are categorized as follows:

• Spoofing Identity, refers to when a user is able to became or use the attributes of
another user;
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• Tampering with data, refers to malicious modifications of data;

• Repudiation, is associated to users denying performing an action without any way
to prove otherwise;

• Information Disclosure, involves the disclosure of information to other users that
should not have access to it;

• Denial of service, refers to attacks that deny service of valid users;

• Elevation of privilege, refers to when an unprivileged user gains permission to
access privileged areas an information, thus has sufficient power to compromise or
destroy the system.

2.4.2 VAST

This acronym stands for Visual, Agile and Simple Threat modeling [2]. This modeling
scheme is designed to be used within an Agile Methodology. It is specifically designed to
overcome the scalability problems of other methodologies and provide actionable outputs
for the various stakeholders within the project scope, without requiring specific security
experts.

2.5 Risk Assessment

Risk Assessment [34] aims at identifying the risks associated with a system and prioritizing
them. To measure the risks, several parameters including complexity, severity, and impact
are taken into consideration, leading to privatize them. There are several schemes to
classify risks [31]. In the following sections, we present the ones that are commonly used
in the literature.

2.5.1 DREAD

DREAD is a risk assessment model for known risks or threats, that is used to qualify,
compare, and prioritize the level of risk for each threat [34]. DREAD uses five categories,
including Damage, Reproducibility, Exploitability, Affected users, and Discoverability, to
rate the security threats usually between 0 and 10, The final rate of each threat is an
average of the scores of these categories. Table 2.1 presents these categories, their scales
and values dedicated to each scale.
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Threat Description Value

Damage Potential Level of damage that will occur

0 - no damage
5 - data is compromised or af-
fected
10 - complete system or data
destruction

Reproducibility The difficulty of reproducing the
exploit

0 - very hard or impossible
5 - one or two steps for autho-
rized users
10 - just a web browser and
the address bar is sufficient,
without authentication.

Exploitability The level of resources needed to
exploit the threat

0 - custom or advanced tools
and advanced programming
and network knowledge
5 - available tools and mal-
ware
10 - just a web browser

Affected Users Value for the extension of users
affected

0 - none
5 - some but not all
10 - all users

Discoverability The difficulty of discovering the
threat

0 - very hard or impossible
5 - possible by monitoring net-
work traces or guessing
9 - known at public domain
and easily discovered
10 - visible in an address bar
or form

Table 2.1: Threats Definition and Values [31]

2.5.2 P.A.S.T.A.

This risk-centric methodology stands for The Process for Attack Simulation and Threat
Analysis [39] and consists of seven steps, which allow a dynamic threat identification and
scoring process, based on parameters like probability of attack, threat likelihood, inherent
risk and impact of compromise.
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Stage Description

1. Define Objectives
- Identify Business Objective
- Identify Security & Compliance Requirements
- Business Impact Analysis

2. Define Technical Scope

- Capture the boundaries of the technical envi-
ronment
- Capture Infrastructure, Application & Soft-
ware
- Dependencies

3. Application Decomposition

- Identify Use Cases, Define App Entry Points
& Trust Levels
- Identify Actors, Assets, Services, Roles, Data
Sources
- Data Flow Diagramming, Trust Boundaries

4. Threat Analysis
- Probabilistic Attack Scenarios Analysis
- Regression Analysis on Security Events
- Threat intelligence Correlation & Analytics

5. Vulnerability & Weakness
Analysis

- Queries of Existing Vulnerabilities Reports
- Design Flaw Analysis
- Scorings, Enumerations

6. Attack Modeling
- Attack Surface Analysis
- Attack Tree Development
- Attack to Vulnerability & Exploit Analysis

7. Risk & Impact Analysis
- Qualify & Quantify Business Impact
- Countermeasure Identification
- Risk Mitigation Strategy

Table 2.2: P.A.S.T.A. Process Stages [39]

2.5.3 CVSS

CVSS stands for Common Vulnerability Scoring System [18] and, using the principal char-
acteristics of the vulnerabilities, scores them numerically , based on the severity, which
can also be translated into qualitative representation. It has three types of metrics, Base,
Temporal and Environmental. The Base metric represents the vulnerabilities’ characteris-
tics, while Temporal reflects the characteristics’ that change over time and Environmental
show the aspects unique to a particular environment. This last two groups refine the Basic
group metrics’ values.

Exploitability Metrics Impact Metrics

Attack Vector Confidentiality Impact

Attack Complexity Integrity Impact

Privileges Required Availability Impact

Scope Scope

User Interaction

Table 2.3: Base Metric Group
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Temporal Metrics

Exploit Code Maturity

Remediation Level

Report Confidence

Table 2.4: Temporal Metric Group

Environmental Metrics

Modified Base Metrics

Confidentiality Requirement

Integrity Requirement

Availability Requirement

Table 2.5: Environmental Metric Group

2.6 Risk-driven security testing

Risk-driven Security Testing is a security testing methodology where Risk Analysis is used
in order to achieve the most important security test cases [14], diminishing the number of
tests needed and focusing on the most critical ones. This type of testing is very useful,
specially on complex system with many different states. In [43] is proposed a model-based
methodology for risk-driven security testing of centric systems. In order to improve testing
efficiency, [33] used a threat modeling approach, STRIDE, to identify highly risky states,
resulting in a reduced and more efficient test suite. Medical devices are critical systems,
being safety assurance one of the main concerns for developers of this type of software.
In [6] risk-driven approach of security testing is used to improve test design, in order to
detect more safety risks.

We can find several works in the literature addressing the security challenges and threats
of UAVs’ systems and the privacy and safety issues it raises. In [32], the authors perform
several attacks on one of the main flight components, namely Global Positioning System
(GPS), to demonstrate how it can be used to hijack UAVs. Due to the emergence of
Unmanned Aerial Vehicles (UAVs) as emergency tools or as weapons, in [23], a threat
modeling and analysis approach is used to identify high priority threats and mitigate
them. Also in [22], a risk assessment approach was used to evaluate storage, sensorial
information, communication system and fault handling mechanism of some vehicles. In
[7], a monitoring system, capable of collect flight data and analyze it in real-time, was
developed to search for abnormal behavior.

The authors in [41] studied exploits from an attacker within Wi-Fi range of the vehicle, in
order to hijack, steal user data or take-down commercial solutions of best-selling brands
for drones. Security threat analysis of AR.Drone was performed in [36], and exploited the
most obvious security vulnerabilities, using attacks of high-jacking, eavesdropping video
streaming and people tracking.

10
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Chapter 3

Research Objectives and General
Approach

In this Chapter, the main objectives of this internship, the approach chosen to achieve
these goals and, the work plane are presented.

3.1 Objectives

The main objectives of this work are focused on:

• Performing a threat (threats to security, privacy and safety) and risk analysis and
rating over a commonly used flight controller of quadcopters, namely ArduCopter.

• Performing a security test on the System Under Assessment (SUA) based on the
results obtained from the risk analysis to reveal security vulnerabilities, remove them,
or develop defense mechanism against them.

From the threat and risk analysis, we aim to obtain a list of recommendations helping to
improve the security of quadcopters. The security testing is accomplished based on the
results obtained from the previous phase, to disclose and deal with the existing vulner-
abilities in the risky components and states of ArduCopter in terms of security, privacy
and safety.

3.2 Approach

To assess the security of SUA, a risk-driven approach is used. Figure 3.1 depicts the
process to be followed. The first step belong to the Study SUA Architecture and
System States. The risk analysis requires knowledge of the architecture and stats of the
system in order to identify potential threats.

The next step is Threat Identification found on the system. To identify and organize
these threats, a thread-modeling approach, called STRIDE [24], will be used. STRIDE
will allow to identify technical and non-technical threats in each state or component of
the system.
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Listing the threats is followed by the Risk Analysis. In this stage, risk level associated
with the threats is calculated using risk parameters. To do so,the DREAD risk assessment
model [34] will be used, to assess the risk rate of each threat. An average of the risk
parameters (or categories) of DREAD, presented on Subsection 2.5.1, will be used as the
risk value for each threat:

Risk V alue = Damage Potential+Reproducibility+Exploitability+Affected Users+Discoverability
5

Usually the risk value is comprised between zero and ten. The most risky threats are the
ones with a risk value closer to ten.

With this results, we will be able to give some recommendations to improve the security
of quadcopters in general. It will also be possible to Identify Risky Components and
States. These are the components that will be under assessment on the testing stages.

The next step is Test Planning, which includes 1) Identify the components and states
to be tested; 2) Identify what kind of tests should be done; and 3) Identify how the tests
should be executed.

In the Test Execution, test cases are implemented and testing tools are gathered or im-
plemented if necessary. Afterwards, all the test will be executed by the testing mechanisms
and the results collected.

In the Result analysis, the exploited vulnerabilities need to analyze and categorize.
From the analysis of the resulting list, it will be proposed solutions to deal with the
vulnerabilities and remove them from the SUA.

Figure 3.1: Risk-driven security testing approach
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3.3 Work Plan

For the first semester, we have planned to accomplish the following tasks:

1. Collect information on software security, how it applies to UAVs and on security
testing;

2. Study the system under assessment (ArduCopter) and detail the architecture and
its’ modules;

3. Preliminary Threat Identification and Modeling;

4. Preliminary Risk Analysis, over the Threat Modeling results;

5. Write the report.

Figure 3.2 presents the Gantt chart for our work plan in the first semester.

4 11 18 25 2 9 16 23 30 6 13 20 27 4 11 18 25 1 8 15 22
9/17 10/17 11/17 12/17 1/18
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  State of the Art
      General Security
      Security of UAVs
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  Study System under Assessment
      Study System under Assessment

  Threat Modeling
      Threat Modeling

  Risk Analysis
      Risk Analysis

  Writing Report
      Writing of the Report
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Risk Analysis
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Threat Modeling

Risk Analysis
Risk Analysis

Writing Report
Writing of the Report

Powered by TCPDF (www.tcpdf.org)

Figure 3.2: First semester schedule

For the second semester, the following tasks are planned to be accomplished:

• Complete threat modeling and risk analysis;

• Test planning;

• Test implementation and execution;

• Analysis of the results;

• Write the report;

• Write a conference paper.

Figure 3.3 presents the schedule plan for the second semester.
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Figure 3.3: Second semester schedule
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Chapter 4

System Under Assessment (SUA)

The system under assessment (SUA) is a quadcopter (helicopter-type drone with four
rotors) that uses a Navio2 control board developed by Emlid [13] and Raspberry Pi [40],
running on a Raspbian Operating System (OS) [21]. A high-level view of the SUA is
presented in Figure 4.1:

䜀爀漀甀渀搀 匀琀愀琀椀漀渀

Figure 4.1: High-level view of SUA architecture

The Navio 2 Control Board includes the sensors (such as two Inertial Measuring Units
(IMU), precision barometer and GPS module) and the components responsible for trans-
forming the flight controller’s messages into signals to the motors (PWM Generator)
and the other way around (PPM Decoder). This board is responsible for bridging the
information between the flight controller and outside components (e.g. receiving radio
communication input, receiving sensorial input, send output signals to the motors).

The Raspberry is using the Raspbian OS, based on Debian LINUX computer OS, which
has on top the flight controller ArduCopter being executed. ArduCopter has two main
functions:
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• Sensor Fusion, where it is implemented the Extended Kalman Filter (EKF) algo-
rithm, that receives the information from the Navio 2 board relative to the inertial
sensors, barometer and GPS readings, plus the information from pilot commands
(some flight modes do not require pilot input) and outputs corrections needed to the
flight control. Since the sensors send input within different time intervals, there is a
complementary EKF to resolve sampling rates discrepancy.

• Flight Control, which calculate the position, altitude and orientation of the quad-
copter for real-time navigation.

ArduCopter also makes the connection between the flight controller and the user interface
(known as Ground Station), uses the Micro Air Vehicle Communication Protocol, com-
monly known as MAVLink. This is a very lightweight, header-only message marshalling
library for micro air vehicles [1], which was first released in 2009 by Lorenz Meier.

The user makes uses of software applications, usually called Ground Stations, that are used
to see real-time values of the system (e.g. orientation, altitude, battery), make changes
to the vehicle current state (e.g. change flight mode) or create and send missions for
autonomous flight based on GPS coordinates.

The Flight Controller is the center of all the system, responsible for handling all the data
and calculations. It also has to deal with two different types of flight modes, Manual and
Autonomous. Autonomous flight has a different flow of information and is more dependent
of flight controller action, in order to correct is positioning and attitude, while Manual
modes add input from the pilot to the flight control algorithm, but its less dependent on
the positioning system of the flight controller, as seen in the Subsections 4.2.1 and 4.2.2.

4.1 Flight Controller

The main component of the system under test is the flight controller, ArduCopter. A more
detailed architecture view can be seen in the Figure 4.2. This modules represent how the
information travels from the sensors and pilot commands, to the EKF and are used by a
flight mode algorithm, to calculate the position and attitude of the vehicle, to finally send
the required signal to the motors to maintain or change throttle or orientation.

Hardware Abstraction Layer, that handles all the types of different hardware input,
from the different brands, and gives a standard response to the flight controller, removing
this overhead from the main modules

The Main Loop is a very important module of the flight controller, being responsible for
scheduling tasks, like managing the several sample rated inputs from the different sensors,
handling the sensor fusing, among others. This module is part of the specific code for
each vehicle, since it needs to handle different information and different modules for each
vehicle (e.g ground vehicle, helicopters, fixed-wing vehicles).

Between the scheduler and flight control stage, there is the sensor fusion, handled by
the EKF implementation. The sensor fusion and the background threat that receives
the sensorial information belongs to the shared libraries. In the Extended Kalman
Filter there are two main phases: State Prediction and Measurement Fusion. The State
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Figure 4.2: ArduCopter Flight Controller architecture [3]
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Prediction uses inertial navigation equations to predict changes in the position, velocity
and orientation since the last readings, creating an estimated state were the vehicle should
be. The Measurement Fusion filters the predicted state using the sensorial information,
in order to calculate corrections needed to be applied to the predicted states, in order to
achieve a precise current state of the vehicle.

Reaching the flight control phase, the information from the EKF is joined with the pilots
command(if there are some) as inputs for a specific flight mode. The corrections calculated
by the sensor fusion algorithm and the pilot input is used for Position Control and Attitude
Control, which will send the information to the Motors Control, in order to change throttle,
orientation, in order to match the correct state of the flight. From the Motors control, a
Pulse-width modulation generator, will encode the messages from the flight controller into
pulsing signals, allowing it to control the motors.

4.2 Flight Modes

There are many types of flight modes in the ArduCopter flight controller, but they can be
split into two major groups: Manual flight modes, that require pilot commands to fly,
and AutoPilot flight modes, that are fully or semi-autonomous flight modes.

4.2.1 Manual Flight Modes

Manual Flights need pilot input in order to fly. They can be assisted by some algorithms
of the flight controller (e.g. Stabilize, Drift) or only use user input (e.g. Acro). In Figure
4.3 it is possible to see the information flow.

Module Description

Flight Mode Checks flight mode variable and calls flight
mode specific function.

Control Stabilize Interprets pilot inputs and sets target val-
ues for roll, pitch and yaw angles.

AttitudeControl Calculates attitude error and converts
them to high level motor requests.

MotorsMatrix Converts high level motor requests into in-
dividual motor outputs.

RCOutput Sendes PWM messages to each ESCs.

Table 4.1: Manual Flight Description
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Figure 4.3: Manual Flight [3]

4.2.2 AutoPilot Flight Modes

AutoPilot Flight modes are heavily dependent of the flight controller and sensorial read-
ings. Some of the flight modes require waypoints or previously planned missions (e.g.
Auto, RTL). The information flow is presented in Figure 4.4.
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Module Description

Flight Mode Checks flight mode variable and calls flight
mode specific function.

Control RTL Uses rtl state variable to decide which sub
function to call and calls waypoint navi-
gation controller to get desired roll, pitch,
throttle

WPNav Calculates position and velocity error and
updates PosControl targets.

PosControl Calculates desired lean angles and throt-
tle.

AttitudeControl Calculates attitude error and converts
them to high level motor requests.

MotorsMatrix Converts high level motor requests into in-
dividual motor outputs.

RCOutput Sendes PWM messages to each ESCs.

Table 4.2: Auto Flight Description

Figure 4.4: Auto Flight [3]
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Chapter 5

Risk Analysis

In this Chapter, we present the work has been accomplished so far with regard to the
threat identification and risk analysis of the SUA.

5.1 Threat identification

Malicious users can use their own quadcopters to perform actions that violate privacy or
safety (e.g., track people, spy private facilities, explode remote weapons). This kind of
issues fall out of the focus of our work and should be dealt by political parties and regu-
lators, by establishing laws and rules to prevent this kind of activities. In this internship,
the focus is on cases where an attacker try to perform an attack over a drone of other
users.

The first step to identify the threats is to find entry points of the SUA where attackers can
interact with the system and identify components and states that the attackers could be
interested in. The threats detected on the flight controlling systemare then grouped based
on the STRIDE Threat Model, which depending on how the threat affects a component,
they are set in one of the six categories shown on Subsection 2.4.1.

Using the architecture of the SUA and the functionality of its components, presented in
Chapter 4, we identifies the main inputs to the system and outputs from the system,
resulted in drawing the data flow of the SUA. It allows to identify entry points and states
of the system. Figure 5.1 presents the data flow of the SUA.

As shown in the Figure, there are two main entry points in the system, the sensor readings,
coming from the sensors and the flight control commands coming from ground station
through communication protocols. There is also vulnerable information on system, like
flight logs or the flight mission, that can be the target of attacks.

From the study of the SUA, we observed that there are major threats to the system
through the communication protocols. It is possible to connect to a given IP address
and Port of the system without any type of authentication mechanism, making it an easy
target for hijacking.

Moreover, attackers are able to fly away with a quadcopter or prevent the legitimate
user to interact with him, either by impersonating a legitimate ground station which is
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Figure 5.1: Data Flow of the System

sending flight commands or by blocking the connection of the real user, preventing him
from recovering the control of the vehicle.

Furthermore, attackers can spoof the sensors and GPS and send erroneous data to the
sensor fusion algorithm, which will affect all the system. Each sensor needs to be studied
differently, since they do not affect the system on the same way [27].

An attacker can also tamper mission data information by changing the flight route on the
mission file or by sending commands, impersonating a user using a ground station.

The flight logs are also vulnerable to malicious actions, being saved on a plain text file.
Attackers can easily steal them or tamper them, without the user knowledge.

There is also the threat of an attacker access the video streaming. This allows malicious
users to spy infrastructures or other people.

Table 5.1 lists the above threats and their category based on the STRIDE model. The
security properties, presented below that is affected by the threat is also presented in the
table:

• Safety, in case the threat causes danger towards humans or the environment;

• Privacy, when the threat allows access to sensitive information;

• Integrity, if the threat causes changes on the system state;

• Repudiation, in case the threat is able to change information about the drone
usage;

• Authorization, when the attacker can access and send commands to the vehicle.
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Name Description Property STRIDE Category

IMU Spoofing An attacker tampers the
sensorial readings from the
IMU.

Safety
Data Tampering
Denial of Service

Barometer Spoof-
ing

An attacker tampers the
sensorial readings from the
barometer.

Safety
Data Tampering
Denial of Service

GPS Spoofing An attacker tampers the
sensorial readings from the
GPS.

Safety
Data Tampering
Denial of Service

Ground Station
Spoofing

An attacker is able to send
commands to the system.

Integrity
Elevation of Privilege
Denial of Service

Access to Video
Data

A malicious user views or
saves the video stream /
footage.

Privacy Information Disclosure

Access to Log
Data

A malicious user views or
tampers the flight logs.

Repudiation
Data Tampering
Denial of Service
Repudiation

Access to Mission
Data

An attacker is able to view
and modify mission way-
points.

Integrity
Data Tampering
Denial of Service
Information Disclosure

Locking out the
drone

An attacker prevents the
legitimate user from con-
necting to it.

Authorization Denial of Service

Flying the drone
way

An attacker can change the
course of the drone to his
intents.

Authorization Denial of Service

Table 5.1: Threat Modeling

5.2 Risk Rating

The attacker may exploit the vulnerabilities with two distinct scenarios in mind:

• Hijacking the quadcopter, stealing it from the legitimate user or to use in some
malicious action.

• Denial of service, preventing the quadcopter to finish it’s task, chosen by it’s legiti-
mate user.

• Data leakage, being flight mission details or video stream, compromises confidential
information or can be used for spying.

So the damage of an attack is measured by how well it performs, based on the attack
goal. If the goal is hijacking, an attack without any damage, is when the quadcopter is
not deviated from his original path, and the highest damage of this attack is the malicious
user running away or using the quadcopter to his own purpose. While in a denial of service
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attack, the highest damage result is to prevent the correct use of the quadcopter, while if
the attack is unsuccessful, the quadcopter finishes it’s task without any deviations in time
or distance.

Although many quadcopter’s software is open source, to discover a vulnerability it is
necessary more than programming knowledge. And even if the vulnerability is discovered,
it does not mean it can be exploited to create a certain behavior. So besides the existence
of a vulnerability, the attacker must know the system logic in order to create a successful
attack. Information about the attacks is relatively scarce, since attackers do not want
their approach to be blocked by the flight controllers software developers, although there
are some exceptions, like one of the most discussed attacks, GPS Spoofing [37].

When analyzing threats is also important to evaluate the ratio between the cost of an
attack and the outcome of the attack. Even if a vulnerability is discovered it does not
mean it is worth it to exploit it. Although an attack has a high damage potential, but the
amount of resources or time needed to exploit the vulnerability make it impracticable, the
threat is not as dangerous as it looks.

In order to identify the risky components, the threats identified previously are rated using
the DREAD scheme. The risks’ value will be obtained by doing an average of the five
categories of this scheme, as shown in Subsection 2.5.1. The rating of the threats is
presented in Table 5.2 from the highest to the lowest risk.
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Name DREAD Risk Value

GPS Spoofing

Damage Potential - 10
Reproducibility - 10
Exploitability - 5
Affected Users - 10
Discoverability - 10

9

Ground Station Spoof-
ing

Damage Potential - 10
Reproducibility - 5
Exploitability - 5
Affected Users - 10
Discoverability - 9

7.8

Access to Mission Data

Damage Potential - 10
Reproducibility - 5
Exploitability - 5
Affected Users - 10
Discoverability - 9

7.8

Sensor Spoofing

Damage Potential - 10
Reproducibility - 5
Exploitability - 5
Affected Users - 10
Discoverability - 5

7

Access to Video Data

Damage Potential - 5
Reproducibility - 5
Exploitability - 5
Affected Users - 10
Discoverability - 5

6

Access to Log Data

Damage Potential - 5
Reproducibility - 5
Exploitability - 5
Affected Users - 5
Discoverability - 5

5

Table 5.2: Risk Rating
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Chapter 6

Experimental Setup

From the previously identified, GPS Spoofing is the most common and documented threat.
In order to assess the tolerance mechanism of the SUA, several GPS Spoofing attacks were
emulated. In this chapter it is detailed how the experiments were performed, the faults
injected and how the results were analyzed.

6.1 Experimental Setup

The experiments were performed in the simulator, Software in the Loop (SITL), available
on the ArduPilot repository. This software is responsible for simulating the physics of the
quadcopter and of the environment, feeding the same flight controller software used on
the real system (ArduCopter), through a a flight dynamics model. A high level view of
the SITL and how it is included in the experimental setup is shown in Figure 6.1.

The SITL’s flight dynamics model, simulates all the necessary hardware (e.g. Inertial
sensors, motors, battery) and several environmental conditions (e.g wind speed and direc-
tion). All of this parameters can be tuned to approach the test environment, as much as
possible, to the real system’s flight. In our experiments, the noise-free setting was used,
in order to guarantee that the results were not affected by noisy values or environmental
disturbances.

As in the real quadcopter, the flight controller reads the mission file (which is stored locally)
and sends the required commands to complete that mission. The output of each mission
is logged by the ArduCopter software and is also stored locally. Since the quadcopter is
turned on, the logs save detailed information of each aspect of the flight, such as sensorial
data readings, GPS messages, vehicle’s position, output of the EKF and, in the SITL’s case,
the quadcopter’s position in the simulator. In order to order to download the logs from
the SUA at the end of each flight, the simulator is connected to Ground Control Station
(GCS), called MAVProxy, through a TCP/IP connection. To automate the experimental
process, it was implemented a Python commander, using the DroneKit API [35], connected
to the GCS through a UDP/IP connection.

The source code of the ArduCopter used in the experiments was instrumented with a
fault injection module, which contains the methods responsible for reading, the previously
created, files with the information of the faults to be injected in each flight. This module
is also responsible for injecting the the faults in the proper time span (defined in the fault
injection file). The faults are injected right after the GPS messages are processed by the
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Hardware Abstraction Layer (HAL), before being fed to EKF.
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Figure 6.1: Diagram of the experimental setup

6.2 Flight Mission

The flight mission contains a basic trajectory, that is very common in most flights, and
can be split into three distinct sectors:

1. Takeoff : From the quadcopter’s initial position (Home coordinates), the device
moves vertically to the first waypoint, at 1.5m of altitude.

2. Horizontal Line: After the takeoff, always at the same height, the quadcopter
moves 30m forward in a straight line, and goes back to the first waypoints position.
This section is traveled two times.

3. Landing: When the Horizontal Line’s second lap ends, the quadcopter lands on the
same position where it took off (Home coordinates).

The mission takes around 150 seconds to execute, since the moment the quadcopter is
turned on until it lands and disarms the motors. In case the injected fault affects the
system or the quadcopter as any other problem, the simulator keeps running until after
180 seconds of the beginning of the mission (an extra 30 seconds of the original time),
before considering the mission concluded and shutting down.

Figure 6.2 shows the result of a simulated mission. The red line represent the reference
trajectory, the blue line shows the simulated trajectory and the red asterisks are the
waypoints (read from the mission file).
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Figure 6.2: Simulated gold run mission example

6.3 Fault Model

In order to assess the effect of a GPS Spoofing attack on the SUA, it were injected faults
in the GPS readings, between the parsing of the GPS message by the HAL, and the
information being fed to the EKF. Since the GPS readings are altered, they cannot be
relied on to analyze the flight output, so, instead of the GPS information, the position of
the quadcopter on the simulator will be used in the analysis. Before a new fault-injection
experiment, the SITL and the glsgcs are reseted, to prevent accumulation of fault effects.

The fault model is defined by three dimensions: trigger, duration and type. The fault
trigger is time based and it is the same for all the experiments, which means that for each
flight, after 45 seconds of the beginning of the mission (since the quadcopter is turned on
and not the moment it takes off), the fault is injected. The duration goes from 1 second
to 20 second, with a step of 1 second. This will allow to study the evolution of the impact
throughout the time.

The type defines the how the fault will influence the sensor, as following:

• Random Longitude, tampers the longitude reading with a random value of a valid
range of values (-180o to 180o).

• Random Latitude, tampers the latitude reading with a random value of a valid
range of values (-90o to 90o).

• Random Position, tampers the position readings with random valid values on the
three axis (latitude, longitude and altitude).

• Landing, tampers the altitude values, with higher values than the real one, trying
to force an unplanned landing.

• Message Delay, does not tamper the message information, but delivers them with
a certain delay.
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• Hijack with a second drone, tampers the position readings with values from
another drone trajectory, on the three axis (latitude, longitude and altitude).

• Hijack with attacker position, tampers the position readings with values from
static position given by the attacker, on the three axis (latitude, longitude and
altitude).

6.4 Result Analysis

In the experimental setup, it is given a mission file, with the commands and waypoints
necessary to the flight, and a fault injection file, with all the information of the fault
model, to each flight. The output of each experiment is a file, with all the information
concerning the flight (e.g. sensorial readings, quadcopter position, EKF output). In order
to analyze the impact of GPS Spoofing attacks, it was studied the the behavior of the
SUA, by observing the three-dimensional coordinates of the position of the quadcopter.
Since the GPS coordinates are being tampered by the fault injection mechanism, it will
be used the SITL position information of the quadcopter.

Before injecting faults, it were made fault free flights, to determine the correct behavior
of the quadcopter. Due to some indeterminism, default sensorial noise and the control
algorithm characteristics, the quadcopter as some deviation from the mission file’s pre-
defined path, without external influences. If there is a deviation in the correct behavior
of the quadcopter, it is expected that the experiments with injected faults have the same
(in case the fault has no effect on the behavior of the quadcopter) or a bigger deviation
(in case the fault is an impact on the behavior of the quadcopter). The runs without
fault injection will serve as oracle, to decide the maximum deviation that is considered
as correct behavior. This deviation is calculated by comparing the theoretical trajectory
of the reference path and the real trajectory of each run. From the fault free runs, the
maximum deviation calculated was 0.81 meters. This is considered the normal margin,
which means the behavior of the quadcopter on that flight is considered normal or fault
free.

In case a fault leads to the quadcopter moving further away than this normal margin,
it means a failure has occured. To classify the erroneous behavior, it was defined a safe
margin from the predefined path, where the quadcopter should not represent safety issues.
In case the deviation is comprehended between the normal and the safe margin, it is
considered it occurred a minor failure. If the deviation goes outside the safe margin,
it means the quadcopter becames a threat to it’s surroundings and a major failure has
occurred. The safe margin is arbitrarily defined as being two times the normal margin.
The classification of the results based on the deviation is shown on the Table 6.1.

Classification Description

Normal deviation ≤ normal margin

Minor Failure normal margin < deviation ≤ safe margin

Major Failure deviation > safe margin

Table 6.1: Results’ Deviation Classification
.

The deviation is not the only category to be taken into account. Each attack is performed
with intent to cause a specific effect on the quadcopter behavior. In the hijacking attacks,
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it is expected that the quadcopter does not finish the mission within the valid time and
has a deviation bigger than the safe margin. This creates the conditions for an attacker to
steal the quadcopter or use it for his own actions (e.g. crash into a building, spy) which
is the purpose of this type of attacks. In case of the Landing Attack, the objective is
to prevent the quadcopter of finishing his mission by making it hit the ground. Which is
translated by having an altitude value of 0 or less. Finally the denial of service attacks,
have the intend of preventing the quadcopter of finishing the mission within time or to
fulfill the original path specification. If a test, has a deviation classification different than
normal, the mission trajectory is analyzed in order to see if it matches the success criteria
of the performed attack.

The log file of each experimented is compared to the mission file with a Matlab script
responsible for:

• Read experiment data from log file.

• Read waypoint data from mission file.

• Compare distance between ideal and real trajectory.

• Plot the two trajectories.

• Save information about maximum deviation and coordinates of the real trajectory
into a file.
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Chapter 7

Result Analysis

The analysis made on this chapter is based on the experimental results present on the
Appendix A.

7.1 Fault Duration Impact

For every type of fault injected, described on Chapter 6, the experiments started with an
injection time duration of 1 second. The following experiments increased the duration of
the fault by 1 second each time. This allowed to discover how long it takes to an attacker
to affect the behavior of the quadcopter. For every different type of attack, the behavior
of the quadcopter changed after 9 seconds of the fault being injected, except for message
delay. The message delay is different from the other attacks, because it is a permanent
fault. The time of injection on this case is not relative to the duration of the fault, but
to the delay of the message. This means that the 1 second duration, is the delay of the
messages through out the rest of the mission, instead of 1 second of fault injection as in
the other attacks.

Figure 7.1: a) Random Position Attack b) Delay Message Attack

In Figure 7.1, it is compared the trajectory of the Random Position and Delay Message
Attack runs, with 1 second of fault injection. This two trajectories show the fault tolerance
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mechanisms of the EKF algorithm of the quadcopter. In order to maintain the steadiest
flight possible in a very unstable environment, the EKF tries to filter bad readings by
comparing the results of two sets of equations:

• Time update equations, based on the previous states of the quadcopter.

• Measurement update equations, based on the sensorial information that is used as
input for the EKF.

With this method, the previous states prevent the system from using bad position values,
based on noise or tampered readings. But when the window of previous states is per-
sistently occupied by bad values, the reading equations and the time equations will have
similar values, and the reading equations output will be used by the system to navigate.
Since a 1 second window is to small to affect the update time equations, the Random Po-
sition Attack on Figure 7.1 is identical to a gold run (Figure 6.2) and the Delay Message
Attack, that persists until the end of the mission, since it is triggered, has already a visible
deviation of 4.77 meters, being outside of the safe margin.

Since the duration of the fault affects the attack success, an important breakthrough is
to find how long the system tolerates the attacks’ tampered data. From 1 to 9 seconds,
with exception of the Message Delay and the Random Position Attacks, the system was
unaffected by the faults injected, and even the Random Position Attacks only has a de-
viation of 0.22 meters, being inside the safe zone, and real close of the normal behavior.
The Message Delay is a permanent duration attack so it was expected it’s deviations were
different from the other attacks. On Figure 7.2, it is evident the difference between the
unaffected trajectory of the run with a fault duration of 9 seconds, and the 10 second
duration fault, where the systems’ time equations are no longer able of filter the tampered
readings, and the systems steps out of the original trajectory, trying to compensate the
injected error.

Figure 7.2: Hijacking with attacker position: a) 9 second fault b) 10 second fault

It is possible to conclude that the duration of an attack influences it’s success but it is a
direct relation between the duration and the deviation values, as it is show, for each type
of attack, in Figure 7.3, 7.4 and 7.5.
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Figure 7.3: Random Position Attacks Deviation

Figure 7.4: Delay Message Attack Deviation
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Figure 7.5: Hijacking Attacks Deviation

7.2 Attack Type Impact

Besides the duration of the default, there is other parameter that may affect the behavior
of the quadcopter, which is the attack type. Different attacks have different objectives.
Hijacking with the attacker position or with a second drone intend to take the quadcopter
away from his legitimate user and use it for malicious purposes or to steal it. While other
attacks like Random Position, Message Delay or the Landing Attack, try to prevent the
correct use of the system by it’s rightful user (Denial of Service).

From the different attacks there was only one that did not have a single successful attack,
the Landing Attack. In this attack the malicious user, tampers the altitude information
of the GPS, with higher values than the measured ones, so the quadcopter to compensate
this difference starts to lower it’s throttle, going down and hitting the ground. But in all
the tests performed, the quadcopter’s position never moved away from the mission path
more than the normal margin of 0.81 meters. This is due to a characteristic of the flight
controller. Since GPS measures have already some error, without any external factor,
the system relies in the barometer to make the calculations of the quadcopter’s altitude,
based on the barometric pressure, and using the temperature to make corrections. Using
other sensor, instead the GPS reading, to make the calculations of this position parameter,
prevented the success of the Landing Attack.

The Random Position Attack changes both the latitude and the longitude readings in the
GPS message, but were also performed tests (Random Latitude and Random Longitude)
to study the effect of each of the parameters on the flight. For all of these attacks, since the
injected values are random, the runs were repeated 10 times, and the final result are the
arithmetic mean of the maximum deviation of all runs. From the results of the Random
Latitude and Random Longitude Attacks, it seems that the Longitude has a bigger impact
than the Latitude, but although the deviation values from the Random Position, which
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uses the both attributes tampered, is slightly higher than the Random Latitude Attack,
they are considerably smaller than the Random Longitude Attack values. The maximum
deviations for this attacks were:

• 14.23 meters, for the Random Latitude Attack.

• 19.77 meters, for the Random Position Attack.

• 49.38 meters, for the Random Longitude Attack.

This results are justified by the trajectory characteristics. For all the duration of the
flight is made over the latitude axis, maintain the longitude values almost constant. So
the latitude faults injected make the quadcopter to move in a trajectory that overlaps
the original movement, while the longitude faults lead the quadcopter to move away from
the defined path in perpendicular direction. Since the Random Position Attack mixes
the two attributes faults, it’s deviation values are higher than the Random Latitude and
lower than the Random Longitude, since the direction the quadcopter takes is comprehend
between the trajectories of the other two attacks. In the Figure 7.6 it is shown how the
Random Latitude and Random Longitude affect the system behavior.

a) b)

Figure 7.6: Maximum Deviation: a) Random Latitude b) Random Longitude

The Delay Message Attack had the highest deviation values from all the attacks, but it is
also the only one with permanent duration after the trigger. Another unique characteristic
of this attack is that the tampered values used on the injection are real values from the
original trajectory, while the other attacks use valid values, but not necessarily from the
original path. This can benefit the attacker and lead to bigger deviations, since the
EKF algorithm has a harder time to detect an erroneous measure, and including bad
states for it’s equation time calculations. This also makes the success of the attack a bit
unpredictable, since is the delay duration and the flight characteristics that will affect
the EKF decision to use the measures or the time equations. That is why there are some
outliers results like 6 second delay having a deviation of 8.8 meters while the 5 second delay
mission had a deviation of 29.14 meters, as seen of the Figure 7.7, or the 17 delay second
mission having the maximum deviation value of 81.37 meters, and from that the deviation
drops to around 45 meters. The Figure 7.7 show the unexpected difference between the 5
second message delay and 6 second message delay runs.
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a) b)

Figure 7.7: Message Delay Attack: a) 6 second delay b) 5 second delay

The hijacking attempts are very similar to each other, it is given a known false position
to the quadcopter, in order to lead it’s flight to a position chosen by the attacker, but on
one of the attacks is used a fixed position, in this case we assume it is the malicious user
position , and on the other attack is used a position of another quadcopter, that is flying
at the same time, but on another trajectory, in this case is a parallel trajectory, 20 meters
away from the original quadcopter. Both attacks were successful, and had similar deviation
results, being the maximum deviation for the Hijack using a Second Drone of 20.27 meters
and for the Hijack using the Attacker Position of 20.99 meters. In the hijacking attempts
the type of attack and the tampered positions influence more the trajectory of the subject
quadcopter than the deviation values. In Figure 7.8, is shown the two trajectories with
maximum deviation of each attack.

a) b)

Figure 7.8: Hijacking Attack: a) Attacker Position b) Second Drone

7.3 Defense Mechanisms

One defense mechanism is already present in the system, shown by the Landing Altitude.
Using the barometer to make the altitude calculations prevents attacks to the altitude
value of the GPS, that would force a landing or a crash. This could be applied to other

41



Chapter 7

sensors, which would have a bigger weight in the position calculations, but having electro-
magnetic fields generated by the motors and the electronic components of the flight board,
induce error on these sensors (e.g. magnetometer), being not as reliable as the barometer.

Another possible defense mechanism could use the concept of safe margin. There would
be set a radius, that would be measured from the mission path to quadcopter’s position.
If the quadcopter would go out of the radius value, using the barometer information, the
quadcopter could land and prevent a possible attack of being successful. The problems
with this approach are:

• The radius value. If it is too small, a wind deviation or other environmental factor
could cause a landing, stopping the mission without a valid reason. If it is too big,
it gives a margin to the attacker to hijack the quadcopter.

• The attacker could use the radius value to force a landing in order to steal the
quadcopter or cause damage.

• Compute de distance of the quadcopter to the original path, and verify the radius
would increase the complexity of real time operations, and could cause delays on
vital information to the system.
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Chapter 8

Conclusion

Risk-driven security testing is very useful on complex systems, like flight controllers, with
many different states, since it prioritizes the threats, knowing which ones are more critical
and should be tested and improved. To assess our system, it was used the STRIDE
model to identify the threats and the DREAD scheme to rate them. Based on the threat
classification, the GPS Spoofing attack was chosen to perform a Fault Injection test. A
Software In The Loop system, using the same flight controller software as a real quadcopter,
to perform the mission flights, with or without tampered data related to the attacks. The
several denial of service attacks and the hijacking attacks proved to be successful most of
the times, which indicates that most of the commercial quadcopters used by the public are
vulnerable to this kind of attacks and cannot guarantee the safety properties. Although
some defense mechanism already exists, like the Extend Kalman Filter time equations,
or the use of the barometer for the altitude calculations, new mechanisms are needed in
order to prevent GPS Spoofing attacks to be successful.

Since the results from the 140 faults injected are from a simulation system, the results are
as good as the model of the quadcopter, thus is intended in the future work to validate this
results with the real quadcopter, with identical characteristics and to study new defense
mechanisms.
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Appendix A

The following tables show the results of all the simulated runs.

Attack Duration
(seconds)

Maximum
Deviation
(meters)

Classification Attack
Success

Random Longitude 1 0.8 Normal Failure

Random Longitude 2 0.8 Normal Failure

Random Longitude 3 0.8 Normal Failure

Random Longitude 4 0.8 Normal Failure

Random Longitude 5 0.81 Normal Failure

Random Longitude 6 0.8 Normal Failure

Random Longitude 7 0.81 Normal Failure

Random Longitude 8 0.8 Normal Failure

Random Longitude 9 0.8 Normal Failure

Random Longitude 10 40.78 Major Failure Success

Random Longitude 11 45.71 Major Failure Success

Random Longitude 12 46.9 Major Failure Success

Random Longitude 13 48.72 Major Failure Success

Random Longitude 14 49.09 Major Failure Success

Random Longitude 15 49.09 Major Failure Success

Random Longitude 16 48.24 Major Failure Success

Random Longitude 17 49.09 Major Failure Success

Random Longitude 18 49.38 Major Failure Success

Random Longitude 19 48.63 Major Failure Success

Random Longitude 20 48.91 Major Failure Success

Random Latitude 1 0.81 Normal Failure

Random Latitude 2 0.8 Normal Failure

Random Latitude 3 0.81 Normal Failure

Random Latitude 4 0.8 Normal Failure

Random Latitude 5 0.81 Normal Failure

Random Latitude 6 0.81 Normal Failure

Random Latitude 7 0.81 Normal Failure

Random Latitude 8 0.8 Normal Failure

Random Latitude 9 0.8 Normal Failure

Random Latitude 10 14.0 Major Failure Success

Random Latitude 11 14.3 Major Failure Success

Random Latitude 12 14.14 Major Failure Success

Random Latitude 13 14 Major Failure Success

Random Latitude 14 13.55 Major Failure Success

Random Latitude 15 14.23 Major Failure Success

Random Latitude 16 14.16 Major Failure Success

Random Latitude 17 13.5 Major Failure Success

Random Latitude 18 14.06 Major Failure Success

Random Latitude 19 13.94 Major Failure Success

Random Latitude 20 14.03 Major Failure Success

Table 1: Fault injection test results 1/5
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Attack Duration
(seconds)

Maximum
Deviation
(meters)

Classification Attack
Success

Random Position 1 0.81 Normal Failure

Random Position 2 0.81 Normal Failure

Random Position 3 0.86 Minor Failure Failure

Random Position 4 0.89 Minor Failure Failure

Random Position 5 0.91 Minor Failure Failure

Random Position 6 0.95 Minor Failure Failure

Random Position 7 0.98 Minor Failure Failure

Random Position 8 1 Minor Failure Failure

Random Position 9 1.03 Minor Failure Failure

Random Position 10 19.3 Major Failure Success

Random Position 11 19.77 Major Failure Success

Random Position 12 19.41 Major Failure Success

Random Position 13 19.64 Major Failure Success

Random Position 14 19.36 Major Failure Success

Random Position 15 19.45 Major Failure Success

Random Position 16 19.28 Major Failure Success

Random Position 17 19.34 Major Failure Success

Random Position 18 19.47 Major Failure Success

Random Position 19 18.16 Major Failure Success

Random Position 20 19.56 Major Failure Success

Landing 1 0.8 Normal Failure

Landing 2 0.81 Normal Failure

Landing 3 0.81 Normal Failure

Landing 4 0.8 Normal Failure

Landing 5 0.81 Normal Failure

Landing 6 0.8 Normal Failure

Landing 7 0.81 Normal Failure

Landing 8 0.8 Normal Failure

Landing 9 0.81 Normal Failure

Landing 10 0.81 Normal Failure

Landing 11 0.81 Normal Failure

Landing 12 0.8 Normal Failure

Landing 13 0.81 Normal Failure

Landing 14 0.81 Normal Failure

Landing 15 0.81 Normal Failure

Landing 16 0.8 Normal Failure

Landing 17 0.81 Normal Failure

Landing 18 0.8 Normal Failure

Landing 19 0.81 Normal Failure

Landing 20 0.8 Normal Failure

Table 2: Fault injection test results 2/5
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Attack Duration
(seconds)

Maximum
Deviation
(meters)

Classification Attack
Success

Hijack (attacker
position)

1 0.81 Normal Failure

Hijack (attacker
position)

2 0.81 Normal Failure

Hijack (attacker
position)

3 0.81 Normal Failure

Hijack (attacker
position)

4 0.8 Normal Failure

Hijack (attacker
position)

5 0.81 Normal Failure

Hijack (attacker
position)

6 0.8 Normal Failure

Hijack (attacker
position)

7 0.8 Normal Failure

Hijack (attacker
position)

8 0.81 Normal Failure

Hijack (attacker
position)

9 0.81 Normal Failure

Hijack (attacker
position)

10 18.12 Major Failure Success

Hijack (attacker
position)

11 18.17 Major Failure Success

Hijack (attacker
position)

12 17.56 Major Failure Success

Hijack (attacker
position)

13 18.3 Major Failure Success

Hijack (attacker
position)

14 17.86 Major Failure Success

Hijack (attacker
position)

15 18.47 Major Failure Success

Hijack (attacker
position)

16 18.06 Major Failure Success

Hijack (attacker
position)

17 20.99 Major Failure Success

Hijack (attacker
position)

18 17.9 Major Failure Success

Hijack (attacker
position)

19 18.11 Major Failure Success

Hijack (attacker
position)

20 16.74 Major Failure Success

Table 3: Fault injection test results 3/5
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Attack Duration
(seconds)

Maximum
Deviation
(meters)

Classification Attack
Success

Hijack (second
drone)

1 0.81 Normal Failure

Hijack (second
drone)

2 0.8 Normal Failure

Hijack (second
drone)

3 0.8 Normal Failure

Hijack (second
drone)

4 0.8 Normal Failure

Hijack (second
drone)

5 0.81 Normal Failure

Hijack (second
drone)

6 0.81 Normal Failure

Hijack (second
drone)

7 0.8 Normal Failure

Hijack (second
drone)

8 0.8 Normal Failure

Hijack (second
drone)

9 0.81 Normal Failure

Hijack (second
drone)

10 18.04 Major Failure Success

Hijack (second
drone)

11 18.17 Major Failure Success

Hijack (second
drone)

12 18.94 Major Failure Success

Hijack (second
drone)

13 17.75 Major Failure Success

Hijack (second
drone)

14 18.18 Major Failure Success

Hijack (second
drone)

15 16.63 Major Failure Success

Hijack (second
drone)

16 18.39 Major Failure Success

Hijack (second
drone)

17 17.99 Major Failure Success

Hijack (second
drone)

18 17.85 Major Failure Success

Hijack (second
drone)

19 20.27 Major Failure Success

Hijack (second
drone)

20 19.23 Major Failure Success

Table 4: Fault injection test results 4/5
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Attack Duration
(seconds)

Maximum
Deviation
(meters)

Classification Attack
Success

Message Delay 1 4.77 Major Failure Success

Message Delay 2 9.96 Major Failure Success

Message Delay 3 18.81 Major Failure Success

Message Delay 4 26.56 Major Failure Success

Message Delay 5 29.14 Major Failure Success

Message Delay 6 8.8 Major Failure Success

Message Delay 7 32.65 Major Failure Success

Message Delay 8 47.43 Major Failure Success

Message Delay 9 47.26 Major Failure Success

Message Delay 10 42.71 Major Failure Success

Message Delay 11 48.57 Major Failure Success

Message Delay 12 52.08 Major Failure Success

Message Delay 13 57.25 Major Failure Success

Message Delay 14 57.21 Major Failure Success

Message Delay 15 42.97 Major Failure Success

Message Delay 16 74.44 Major Failure Success

Message Delay 17 81.37 Major Failure Success

Message Delay 18 44.25 Major Failure Success

Message Delay 19 43.87 Major Failure Success

Message Delay 20 43.04 Major Failure Success

Table 5: Fault injection test results 5/5
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