Sensitivity analysis of flexible multibody systems using composite materials components
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SUMMARY

In this paper, a general formulation for the computation of the first-order analytical sensitivities based on the direct method using automatic differentiation of flexible multibody systems is presented. The direct method for sensitivity calculation is obtained by differentiating the equations that define the response of the flexible multibody systems of composite materials with respect to the design variables, which are the ply orientations of the laminated. In order to appraise the benefits of the approach suggested and to highlight the risks of the procedure, the analytical sensitivities are compared with the numerical results obtained by using the finite difference method. For the beam composite material elements, the section properties and their sensitivities are found using an asymptotic procedure that involves a two-dimensional (2-D) finite element analysis of their cross section. The equations of the sensitivities are obtained by automatic differentiation and integrated in time simultaneously with the equations of motion of the multibody system. The equations of motion and the sensitivities of the flexible multibody system are solved and the accelerations, velocities and the sensitivities of accelerations and velocities are integrated in time using a multi-step multi-order integration algorithm. Through the application of the methodology to two simple flexible multibody systems the difficulties and benefits of the procedure, with respect to finite difference approaches or to the direct implementation of the analytic sensitivities, are discussed. Copyright © 2008 John Wiley & Sons, Ltd.
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Laminated fibrous composite materials are finding their way into a wide range of applications in structural design due to their superior mechanical properties, mainly for lightweight structures that have stringent stiffness and strength requirements. Designing with composite materials is a challenge due to the extensive range of parameters that can be selected. The best capable composite structural design of a given system that satisfies the requirements is achieved not only by selecting appropriate cross-sectional geometries but also by changing the number of layers, the orientation and the stacking sequence of lamina, which make up the composite laminate.

Many formalisms to describe the dynamics of flexible multibody systems have been proposed in the past, the most popular being the ones involving traditional finite element descriptions of the flexibility but having some new formulations, also based on finite elements but using absolute nodal coordinates as competing formulations [1]. The use of the flexible multibody dynamics in the framework of different areas has reported its use being in the analysis of flexible robots [2] or system identification [3] examples of new applications. The reduction in the complexity of the flexible multibody systems has also received attention due to the need for using more efficient models [4]. In all these areas and with all formulations and purposes the high potential of using composite materials optimized for the applications in sight is obvious.

The large set of design variables and the complex behavior of the composite materials make structural optimization an obvious tool for the design of more advanced structures. Optimization involves, in general, iterative schemes where the cost function and constraints are obtained in an analysis step and the sensitivities are computed to be used in the decision step of the optimization procedure. The computation of the sensitivity of a structural response to changes in design variables is often the major computational cost of the optimization process, and therefore efficient algorithms for evaluating these sensitivities are of fundamental importance.

The simplest procedure to calculate the sensitivity derivatives is the finite difference approximation [5]. This method is very popular mainly because of its easy implementation, which involves only the recursive use of the analysis program. However, the finite difference approximations may lead to problems resulting from the selection of the different step sizes used for the perturbations: Selection of a small step size may result in errors in the derivative due to round-off errors. Selection of a large step size can lead to truncation errors due to the neglected terms in the Taylor series expansion of the perturbed function [6]. Another drawback of this method concerns its poor numerical performance that results from requiring that additional analyses be performed for the perturbation of each additional design variables [7].

Analytical sensitivity formulations are alternatives for the exact evaluation of the derivatives of the dynamic response with respect to the design variables. In the work of Dias [8] the sensitivities of rigid–flexible multibody systems are based on the direct differentiation method and the sensitivity equations are obtained by a symbolic differentiation of the systems equation. When the direct differentiation is used, the integrations of the dynamic and sensitivity equations are all done at the same time; thus, the control of the time integration errors becomes more effective. In presence of a large number of potential design and state variables that may be used in the optimization of flexible multibody systems, the main disadvantage of the direct differentiation method is that it requires a large number of sensitivity equations to be derived analytically and implemented computationally, which involves cumbersome and prone to coding error procedures.

Recent developments in software technology have provided reliable automatic differentiation tools. Automatic differentiation is a technique for computing the derivatives of functions...
implemented in computer programs. ADIFOR [9] performs a transformation of functions, implemented computationally using Fortran 77, to obtain other functions also coded in the same language, which are the derivatives of the output of the first set of functions with respect to the design variables. The use of automatic differentiation results in a new computer code that provides accurate function gradients even for large and complex dynamic problems [10]. However, in what concerns the computational cost of this procedure with respect to either numerical derivatives or direct computer implementation of the analytical derivatives it is not always clear which one is the most efficient procedure. A discussion on the impact of using automatic differentiation on the cost of computing the derivatives is presented by Griewank and Reese [11]. ADIFOR is reported to be applied with success to obtain some terms in the sensitivity equation by Eberhard [12].

In this paper a general approach for the sensitivity analysis of rigid–flexible multibody systems with composite materials, based on the automatic differentiation method, is presented. The original code for the computation of the multibody rigid–flexible dynamic response, implemented in Fortran 77, is differentiated by using ADIFOR. In the process, the equilibrium equations for the flexible multibody systems made of composite materials and their analytic sensitivities are presented, to show which terms can be differentiated automatically and which analytic derivatives still have to be implemented by hand. The methodology is then applied to simple demonstrative examples to show its use and to support the discussion on its benefits and drawbacks.

2. FLEXIBLE MULTIBODY SYSTEM DYNAMICS

2.1. Motion of a flexible body

Let us assume that a flexible body is described in a coordinate system rigidly attached to a point on the flexible component, as depicted by Figure 1. Let us also assume that the deformation of the flexible body is represented using the finite element method, with a condensed representation of the mass matrix, obtained by the diagonalization of the original consistent mass matrix [13]. The reference frame located by vector \( \mathbf{r}_i \) with respect to the inertia frame is fixed to the body center of mass [14]. The system equations of motion of this flexible body can be obtained by using Lagrange equations.

![Figure 1. Global position of node k in the flexible body.](image-url)
The flexible body kinetic energy is expressed as
\[ T_i = \frac{1}{2} \dot{\mathbf{q}}_i^T \mathbf{M}_i \dot{\mathbf{q}}_i \] (1)

where the velocity vector for a single flexible body \( i \) is represented by \( \dot{\mathbf{q}}_i = [\mathbf{r}_i^T \ \mathbf{u}_i^T]^T \), which contains the body fixed frame translation velocities and the vector of the local nodal velocities \( \mathbf{u}_i = [\dot{\mathbf{o}}_i^T \ \dot{\mathbf{u}}_i^T]^T \). \( \dot{\mathbf{o}}' \) and \( \dot{\mathbf{u}}' \) are the vectors of the nodal translations and angular velocities, respectively, written with respect to the body fixed frame. The flexible body mass matrix \( \mathbf{M}_i \) is given by
\[
\mathbf{M}_i = \begin{bmatrix}
\sum m_k \mathbf{I} & -\sum m_k \mathbf{A} \mathbf{b}_k' & \sum m_k \mathbf{A} \mathbf{I}_k^T & 0 \\
\sum m_k \mathbf{b}_k' \mathbf{A}^T & -\sum m_k \mathbf{b}_k' \mathbf{b}_k' + \sum \mu_k \mathbf{I} & \sum m_k \mathbf{b}_k' \mathbf{I}_k^T & \sum \mu_k \mathbf{I}_k^T \\
0 & -\sum m_k \mathbf{I}_k & \sum m_k \mathbf{I}_k^T & 0 \\
0 & 0 & \sum \mu_k \mathbf{I}_k & \sum \mu_k \mathbf{I}_k^T 
\end{bmatrix}
\] (2)

where \( \mathbf{A} \) represents the transformation matrix from body fixed to inertial coordinates, \( \mathbf{b}_k' \) is the position of node \( k \) with respect to the body fixed frame, \( m_k \) is the nodal mass, \( \mu_k \) is the nodal inertia, \( \mathbf{I}_k \) is a matrix filled with zeros except for the identity matrix associated with node \( k \) and \( (\cdot) \) means the skew symmetric matrix associated with the quantity \( (\cdot) \). For more details on the derivation of Equation (2) the reader is referred to [14].

When a consistent mass matrix is used in the finite element description of the flexible body, the inertia-coupling terms, represented by the off-diagonal sub-matrices in Equation (2), depend on the particular finite element shape functions used to formulate the finite elements. However, due to the diagonalization the structure of the mass matrix given by Equation (2) becomes independent of the formulation used to describe the flexible body deformations and no special inertia-coupling coefficients have to be derived with the purpose of using a particular finite element.

The elastic energy for the flexible body, expressed by \( U \), is expressed as
\[ U = \frac{1}{2} \mathbf{q}^T \mathbf{K} \mathbf{q} \] (3)

where \( \mathbf{K} \) is an augmented stiffness matrix expressed as
\[
\mathbf{K} = \begin{bmatrix}
0 & 0 \\
0 & \mathbf{K}_{ff}
\end{bmatrix}
\] (4)

\( \mathbf{K}_{ff} \) being the standard finite element stiffness matrix of the flexible body. Let us assume that the formulation is valid only for small linear elastic deformations, which implies that matrix \( \mathbf{K}_{ff} \) is not dependent on the deformation of the flexible body.

All coordinates defined in Equation (1) are independent, and therefore the Lagrange equations of motion for the flexible body can be expressed as
\[
\frac{d}{dt} \left( \frac{\partial T_i}{\partial \mathbf{q}_i} \right) - \left( \frac{\partial T_i}{\partial \mathbf{q}_i} \right) + \left( \frac{\partial U_i}{\partial \mathbf{q}_i} \right) - \mathbf{g}_i = 0
\] (5)

The kinetic energy and elastic energy, given by Equations (2) and (3), respectively, are now substituted in Equation (5) leading to
\[ \mathbf{M}_i \ddot{\mathbf{q}}_i = \mathbf{g}_i + \mathbf{s}_i - \mathbf{K}_i \mathbf{q}_i \] (6)
In Equations (5) and (6) \( g_i \) is the vector of external applied forces and \( s_i \) is the vector of gyroscopic forces of the flexible body \( i \).

2.2. Equations of motion for a multibody system

For a rigid and flexible multibody system, it is necessary to define a set of kinematic constraints that describe the joints used to restrict the relative motion between the bodies of the system. This implies that not all coordinates that describe the multibody system are independent. The kinematic constraints are mathematically defined by a set of algebraic equations that are added to the Lagrange equations by using a vector of Lagrange multipliers, \( \lambda \). The equations of motion for a constrained multibody system are

\[
\frac{d}{dt} \left( \frac{\partial T}{\partial \dot{q}} \right) - \left( \frac{\partial U}{\partial q} \right) + \Phi_q^T \lambda - g = 0
\]

which upon substitution of Equations (2) and (3) into Equation (7) leads to [15]

\[
M \ddot{q} + \Phi_q^T \lambda = g + s - Kq
\]

where \( \Phi_q \) is the Jacobian matrix of the kinematic constraints. The system of the equations of motion, defined by Equation (8), has more unknowns than independent equations. Therefore, to obtain its solution it is necessary to use the acceleration constraint equations also. The constraint acceleration equations, obtained as the second time derivatives of the position constraint equations, are given by

\[
\ddot{\Phi}(q_r, q_f, t) \equiv \Phi_q \ddot{q} - \gamma = 0
\]

The Jacobian matrix can be partitioned into a rigid part \( \Phi_{q_r} \) and a flexible part \( \Phi_{q_f} \) such that \( \Phi_q = [\Phi_{q_r} \quad \Phi_{q_f}^T]^T \). Substituting this expression into Equations (8) and (9) and writing them together lead to

\[
\begin{bmatrix}
M_r & M_f & \Phi_{q_r}^T \\
M_{fr} & M_{ff} & \Phi_{q_f}^T \\
\Phi_{q_r} & \Phi_{q_f} & 0
\end{bmatrix}
\begin{bmatrix}
\ddot{q}_r \\
\ddot{u}' \\
\lambda
\end{bmatrix} =
\begin{bmatrix}
g_r \\
s_r \\
0
\end{bmatrix} -
\begin{bmatrix}
g_f \\
s_f \\
0
\end{bmatrix} -
\begin{bmatrix}
0 \\
K_{ff} u' \\
0
\end{bmatrix}
\]

where the system accelerations are represented by vector \( \ddot{q}_r \), which contains the accelerations of the body fixed coordinate systems, and \( \ddot{u}' \) is the vector of the generalized flexible coordinates, which groups the nodal accelerations of all flexible bodies in the system. The derivation of the kinematic joints involving one or more flexible bodies is, generally, a complex task that must be repeated for all different sets of flexible coordinates used. The virtual body technique, applied in the definition of the joints that involve flexible bodies, requires only that a single rigid joint is derived [14]. By attaching virtual bodies to all points of the flexible bodies where kinematic joints are applied the multibody model requires only standard kinematic joints between rigid bodies. This is the approach followed in all models presented in this work to avoid dealing with the formulation of particular kinematic joints involving flexible bodies.

The system of Equations (10) can be solved by applying any method suitable for the solution of linear algebraic equations. The existence of null elements in the main diagonal of the system matrix
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and the possibility of ill-conditioned matrices suggest that methods using partial or full pivoting are preferred. In this work, the subroutine \texttt{dgesv} from the LAPACK library [16], which performs the LU decomposition of the system matrix with partial pivoting and row interchanges, is used. The initial conditions related with the initial positions and velocities and the integration of the velocities and accelerations of the multibody system introduce numerical errors in the new positions and velocities obtained. These errors are due to the finite precision of the numerical methodologies and to the position and velocity constraint equations not appearing anywhere in the solution procedure. Therefore, methods able to eliminate errors in the constraint or velocity equations or, at least, to keep such errors under control are used. The Baumgarte stabilization method [17], in which feedback terms penalize the system response if violations on the position or velocity constraint equations occur, is the solution adopted in this work. This procedure requires that the right-hand side of Equation (9) is modified,

$$\Phi_q \ddot{q}_r + \Phi_{qf} \ddot{u} = \gamma - 2\alpha \dot{\Phi} - \beta^2 \Phi$$

(10a)

where \(\alpha\) and \(\beta\) are positive constants that weight the violations of the velocity and position constraint equations, respectively. These constants, for a hybrid multibody system, are values in the range of 1–10, \(\alpha, \beta = 1\) being the values often used [18]. For a comprehensive review of prior research on solution methods that handle constraints violations, the interest readers are referred to [19] and the references cited therein.

2.3. Coordinate reduction by the component mode synthesis

The equations of motion for flexible multibody systems, in the form described by Equation (10), lead to an inefficient numerical performance due to the large number of generalized flexible coordinates necessary to describe complex models. This problem is overcome by using a component mode synthesis methodology that effectively reduces the number of equations used to describe the flexible multibody system.

Let the nodal displacements of the flexible part of the body be described by a weighted sum of the modes of vibration associated with the flexible bodies’ lower natural frequencies, given by

$$u' = Xw$$

(11)

where vector \(w\) represents the contributions of the vibration modes towards the nodal displacements and \(X\) is the modal matrix. Owing to the reference conditions, which state that the body reference frame is fixed to the body center of mass, i.e. the relative displacements and rotations of the body center of mass with respect to the body frame are null, the modes of vibration used in this formulation are constrained modes. Moreover, due to the assumption of linear elastic deformations the modal matrix is invariant.

After substituting Equation (11) and its time derivatives into Equation (10) and using the orthonormality of the modes of vibration with respect to the mass matrix, i.e. \(X^T M_{ff} X = I\) and \(X^T K_{ff} X = \Lambda\), where \(\Lambda\) is a diagonal matrix containing the squares of the flexible body’s natural frequencies, the equations of motion become

$$\begin{bmatrix}
M_r & M_{rf} & \Phi_r^T \\
X^T M_{fr} & I & X^T \Phi_{qf}^T \\
\Phi_r & \Phi_{qf} & 0
\end{bmatrix}
\begin{bmatrix}
\ddot{q}_r \\
\dot{w} \\
\dot{\lambda}
\end{bmatrix}
= \begin{bmatrix}
g_r \\
X^T g_f \\
\gamma - 2\alpha \dot{\Phi} - \beta^2 \Phi
\end{bmatrix}
- \begin{bmatrix}
s_r \\
X^T s_f \\
0
\end{bmatrix}
- \begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix}
$$

(12)
Equation (12) represents a much smaller set of equations to describe the flexible bodies than that implied by Equation (10). Instead of having close to 6 times the number of the nodes of the finite element mesh as generalized flexible coordinates, the actual system only involves as many generalized flexible coordinates as the number of vibration modes used. Depending on the structure that is modeled only a few vibration modes may be used to represent with accuracy the structural response of each flexible body. All the terms required for Equation (12), related with a finite element model, are obtained directly from any finite element code. These coefficients are the finite element mass matrix $M_{ff}$, the vibration modes used in the modal matrix $X$ and the corresponding natural frequencies used in matrix $A$. Equation (12) represents a linear system of equations for which the unknowns are the second-order time derivatives of generalized coordinates.

It should be noted that though only the modes of vibration associated with body coordinates systems fixed to the body center of mass are used in this procedure, other modes such as the static correction modes can also be used [20]. In the same manner, the use of the mean axis condition [21] could also be considered in order to improve numerical precision and the efficiency of the mode component synthesis.

3. FLEXIBLE BODIES WITH COMPOSITE MATERIALS

Laminated composite materials are effective substitutes for metallic materials in many structural applications. Though the analysis and design of these materials acquires an increasing importance in new constructive solutions, the design with composites is considerably more complex than the design with metallic materials. Certainly, a major difficulty in formulating the analysis of a laminated composite material results from its anisotropy. The characterization of the mechanical response of composite materials involves a number of material parameters substantially larger than what is required for metallic materials [22].

3.1. Orthotropic lamina

Composite materials consisting of stiff and strong fibers embedded in a compatible matrix are called fibrous composites. Laminated composites are made with layers of different materials that present various orientations. For a layer of orthotropic material, such as the one displayed in Figure 2, the material characteristics are described in three orthogonal planes $(\bar{x}_1, \bar{x}_2, \bar{x}_3)$ coinciding with the planes of material symmetry, which implies that the direction 3 of the global system and the direction 3 of the material systems are coincident, i.e. $\bar{x}_3 = x_3$. The constitutive equations are described, with respect to the frame $(\bar{x}_1, \bar{x}_2, \bar{x}_3)$ that forms the three orthogonal planes, as

\[
\begin{bmatrix}
\tilde{\sigma}_{11} \\
\tilde{\sigma}_{22} \\
\tilde{\sigma}_{33} \\
\tilde{\sigma}_{23} \\
\tilde{\sigma}_{13} \\
\tilde{\sigma}_{12}
\end{bmatrix}_k =
\begin{bmatrix}
\tilde{c}_{11} & \tilde{c}_{12} & \tilde{c}_{13} & 0 & 0 & 0 \\
\tilde{c}_{21} & \tilde{c}_{22} & \tilde{c}_{23} & 0 & 0 & 0 \\
\tilde{c}_{31} & \tilde{c}_{32} & \tilde{c}_{33} & 0 & 0 & 0 \\
0 & 0 & 0 & \tilde{c}_{44} & 0 & 0 \\
0 & 0 & 0 & 0 & \tilde{c}_{55} & 0 \\
0 & 0 & 0 & 0 & 0 & \tilde{c}_{66}
\end{bmatrix}_k
\begin{bmatrix}
\tilde{\varepsilon}_{11} \\
\tilde{\varepsilon}_{22} \\
\tilde{\varepsilon}_{33} \\
\tilde{\varepsilon}_{23} \\
\tilde{\varepsilon}_{13} \\
\tilde{\varepsilon}_{12}
\end{bmatrix}_k
\]
The elastic coefficients $\tilde{c}_{ij}$ in Equation (13) are related to the material constants $E_i$, $v_{ij}$ and $G_{ij}$ as described in [22], and the index $k$ refers to the $k$th layer.

Generally, the coordinate system used in the solution of the problem does not coincide with the material coordinate system. Furthermore, the composite laminates have several layers, each with a different orientation $\theta_k$ of their material coordinates with respect to the laminate coordinates. Thus, there is a need to establish a transformation that relates the stresses and strains in a given coordinate system with the corresponding quantities in another coordinate system. The relationship between $c_{ii}$ and the elastic coefficients in the material coordinates $\tilde{c}_{ij}$ is given by

$$C_k = (T_k C T_k^T)_k$$

where $T_k$ is the transformation matrix from the coordinate system associated with layer $k$ to the global coordinate frame.

Upon transformation, the lamina constitutive equations are expressed in the global coordinate system as

$$\begin{bmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{33} \\
\sigma_{23} \\
\sigma_{13} \\
\sigma_{12}
\end{bmatrix}_k =
\begin{bmatrix}
c_{11} & c_{12} & c_{13} & 0 & 0 & c_{16} \\
c_{21} & c_{22} & c_{23} & 0 & 0 & c_{26} \\
c_{31} & c_{32} & c_{33} & c_{34} & c_{35} & c_{36} \\
0 & 0 & 0 & c_{44} & c_{45} & 0 \\
0 & 0 & 0 & c_{54} & c_{55} & 0 \\
0 & 0 & 0 & c_{64} & c_{65} & c_{66}
\end{bmatrix}_k
\begin{bmatrix}
\varepsilon_{11} \\
\varepsilon_{22} \\
\varepsilon_{33} \\
2\varepsilon_{23} \\
2\varepsilon_{13} \\
2\varepsilon_{12}
\end{bmatrix}_k$$

where the $c_{ii}$ are the transformed elastic coefficients, which are now referred to the $(x_1, x_2, x_3)$ coordinate system.

3.2. Stiffness of the composite plate/shell element

The shell element used here is based on the Mindlin–Reissner plate theory, which requires only $C^0$ continuity for the approximation of the kinematic variables [23]. Using Hamilton’s principle with the appropriate interpolation functions and following the standard finite displacement procedures,
the equilibrium systems of linear equations that describe the flexible body with respect to the body fixed frame are

\[ M_{ff} \ddot{q} + K_{ff} q = F \]  \hspace{1cm} (16)

At the element level, using the local coordinates \((\zeta, \eta)\), the stiffness matrix is expressed as

\[
K^{(e)} = \int_0^1 \int_0^{1-\eta} \begin{bmatrix}
B_m^T D_m B_m & B_m^T D_{mb} B_b & 0 \\
B_b^T D_{bm} B_m & B_b^T D_b B_b & 0 \\
0 & 0 & B_s^T D_s B_s
\end{bmatrix} \left| J \right| d\zeta d\eta
\]  \hspace{1cm} (17)

Equation (17) is expressed in a more compact form as

\[
K^{(e)} = \int_0^1 \int_0^{1-\eta} (B^T D B)^{(e)} \left| J \right| d\zeta d\eta
\]  \hspace{1cm} (18)

where \(B\) is the strain–displacement matrix, \(D\) is the elasticity matrix and \(|J|\) is the determinant of the Jacobian matrix, which for triangular elements is twice the area of the element. The subscripts \(m, b\) and \(s\) stand for membrane, bending and shear, respectively. The strain–displacement matrix for the element is given by

\[
B^{(e)} = LS^{(e)}
\]  \hspace{1cm} (19)

where \(S^{(e)}\) is the shape function matrix, which depends on the choice of the finite element and laminate theory, and \(L\) is a matrix of differential operators [24]. The sub-matrix \(D_m\) relates resultant membrane forces to membrane strains, the sub-matrix \(D_b\) relates generalized moments to generalized curvatures, the sub-matrix \(D_{mb}\) relates resultant membrane forces to generalized curvature and \(D_s\) relates resultant transverse shears to shear strains. As each layer of the laminate may have different properties, the elasticity matrix \(D\) is evaluated by a summation of the stiffness lamina over the thickness. Therefore, equivalent single layer theories produce equivalent stiffness matrices, which are weighted averages of the individual layer stiffness through the thickness. These matrices, which depend on each layer orientation, are given by

\[
(D_m, D_b, D_{mb}, D_s) = \sum_{k=1}^{n} (D_m, D_b, D_{mb}, D_s)_k
\]

\[
= \sum_{k=1}^{n} \left( \begin{bmatrix} c_{11} & c_{12} & c_{16} \\ c_{21} & c_{22} & c_{26} \\ c_{61} & c_{62} & c_{66} \end{bmatrix} H_1, \begin{bmatrix} c_{11} & c_{12} & c_{16} \\ c_{21} & c_{22} & c_{26} \\ c_{61} & c_{62} & c_{66} \end{bmatrix} H_2, \begin{bmatrix} c_{11} & c_{12} & c_{16} \\ c_{21} & c_{22} & c_{26} \\ c_{61} & c_{62} & c_{66} \end{bmatrix} H_3, \begin{bmatrix} c_{44} & c_{45} \\ c_{54} & c_{55} \end{bmatrix} H \right) \right)_k
\]  \hspace{1cm} (20)

with

\[
H_n = \int_{h_{l-1}}^{h_l} (x_3^{n-1}) \, dz = \frac{1}{n} (h_{l+1}^n - h_l^n)
\]  \hspace{1cm} (21)
where \( h_l \) is defined in Figure 3. The axis \( x_3 \) is defined to be positive upward from the mid-plane. The \( l \)th layer is located between the points \( x_3 = h_i \) and \( x_3 = h_{i+1} \) in the thickness direction.

At the element level, and in local coordinates \((\xi, \eta)\), the consistent mass matrix is given by

\[
M^{(e)}_{f f} = \int_0^1 \int_0^{1-\eta} \rho^{(e)}(\mathbf{N}_x^T \mathbf{m} \mathbf{N}_x)^{(e)}|J| d\xi d\eta
\]  

(22)

where \( \mathbf{m} \) is the matrix with the inertia terms, \( \mathbf{N}_x \) is the element shape matrix and \( \rho \) is the specific mass of the element. Note that in the process of using the mass matrix in the representation of the flexible multibody formulation, a diagonalization procedure is used to obtain the lumped mass matrix [13].

The finite element developed is a triangular element with six degrees of freedom (d.o.f.) in each node, which include the nodal displacements \( u_0, u_1, u_2, \phi_1, \phi_2 \) and \( \phi_3 \). The rotation about the \( x_3 \) axis, \( \phi_3 \), is important in the case of shell elements and results from the projection of the other five d.o.f. in the global system [25].

### 3.3. Stiffness matrix of the composite beam element

In the finite element analysis of the 1-D beam problem the Timoshenko first-order shear deformation theory (FSDT) is used. In this theory, the transverse strains are constant through the depth of the beam; hence, the transverse shears are also constant. This discrepancy is overcome by introducing shear correction factors. For the beam element, at the element level and in local coordinates, the stiffness matrix is expressed as

\[
K^{(e)}_{f f} = \int_{-1}^1 (\mathbf{B}^T \mathbf{D} \mathbf{B})^{(e)}|J| d\xi
\]  

(23)

All the quantities involved in Equation (23) are defined in a form similar to those used in Equation (18). The \( \mathbf{D} \) matrix is obtained using the code VABS, which is a general-purpose, 2-D finite-element-based cross-sectional analysis [26]. In the Timoshenko theory, matrix \( \mathbf{D} \) can be expressed as

\[
\mathbf{D} = \begin{bmatrix} \mathbf{X} & \mathbf{F} \\ \mathbf{F}^T & \mathbf{G} \end{bmatrix}
\]  

(24)

where the sub-matrix \( \mathbf{X} \) relates the resultant axial force \( N_{xx} \) and the generalized moments \( \mathbf{M} = [M_{yz}, M_{yy}, M_{zz}]^T \) to the axial strain and the generalized curvatures. The sub-matrix \( \mathbf{F} \) relates the
resultant axial force and the generalized moments to the transverse shear, whereas the sub-matrix $\mathbf{G}$ relates the resultant transverse shear $\mathbf{Q} = 2[\varepsilon_{12}, \varepsilon_{13}]^T$ to the shear strains. These matrices are computed using a standard 2-D finite element code over the section of the beam. In the analysis of the beam cross section, the classical, $w_0$, and second-order warping, $w_1$, fields are discretized as

\[
\begin{align*}
\mathbf{w}_0(x_1, x_2, x_3) &= \mathbf{N}(x_2, x_3) \mathbf{V}_0(x_1) \quad (25) \\
\mathbf{w}_1(x_1, x_2, x_3) &= \mathbf{N}(x_2, x_3) \mathbf{V}_1(x_1) \quad (26)
\end{align*}
\]

where $\mathbf{N}$ represents the element shape functions and $\mathbf{V}_0$ and $\mathbf{V}_1$ are the column matrices with the nodal values of the warping displacements over the beam cross section. Using the variational-asymptotic method of Berdichevsky, the warping functions can be determined asymptotically in terms of 1-D strain measures as [27]

\[
\begin{align*}
\mathbf{V}_0 &= \mathbf{\hat{V}}_0 \varepsilon \\
\mathbf{E} \mathbf{\hat{V}}_0 &= (\mathbf{H} \mathbf{\psi}_{cl} \mathbf{\psi}_{cl}^T - \mathbf{I}) \mathbf{C}_{he}
\end{align*}
\]

where $\varepsilon$ are the generalized 1-D strain measures, $\mathbf{\hat{V}}_0$ is related to the discrete warping field, which is the solution of Equation (27), $\mathbf{H}$ is given by

\[
\mathbf{H} = \frac{1}{A} \int_A \mathbf{N}^T \mathbf{N} dA
\]

and $\mathbf{\psi}_{cl}$ is related with the discrete form of the equations that remove the rigid-body modes from the warping field [28]. The second-order warping functions are computed using a procedure identical to that presented in Equations (27), i.e.

\[
\begin{align*}
\mathbf{V}_1 &= \mathbf{\hat{V}}_1 \varepsilon' \\
\mathbf{E} \mathbf{\hat{V}}_1 &= (\mathbf{I} - \mathbf{H} \mathbf{\psi}_{cl} \mathbf{\psi}_{cl}^T) [\mathbf{C}_{cl}^T + (\mathbf{C}_{hl}^T - \mathbf{C}_{hl}) \mathbf{\hat{V}}_0]
\end{align*}
\]

where matrices $\mathbf{E}, \mathbf{C}_{he}, \mathbf{C}_{hl}, \mathbf{C}_{ll}$ and $\mathbf{C}_{gl}$ carry information on the material properties and on the geometry of a given beam cross section. For further details on the construction of these quantities, refer to [26].

The solution of Equations (27) and (29) are used in the strain energy. According to the procedure suggested by Yu et al. [26], the definition of matrix $\mathbf{G}$ is

\[
\mathbf{G}^{-1} = \mathbf{Q}^T \mathbf{O}^{-1} \mathbf{R} \mathbf{O}^{-1} \mathbf{Q}
\]

where matrices $\mathbf{Q}, \mathbf{O}$ and $\mathbf{R}$ are given by

\[
\begin{align*}
\mathbf{Q} &= \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 0 & -1 \\ 1 & 0 \end{bmatrix}, \\
\mathbf{O} &= \mathbf{X} - \mathbf{F} \mathbf{G}^{-1} \mathbf{F}^T \\
\mathbf{R} &= \mathbf{\hat{V}}_0^T \mathbf{C}_{ll} \mathbf{\hat{V}}_0 + \mathbf{\hat{V}}_1^T (\mathbf{C}_{hl} + \mathbf{C}_{hl}^T) \mathbf{\hat{V}}_0 + \mathbf{\hat{V}}_1^T \mathbf{C}_{l\varepsilon}
\end{align*}
\]
Matrix $F$ is formulated as
\[ F = B^T A^{-1} Q, \quad B = (\hat{V}_0^T C_{hl} + C_{cl}^T) \hat{V}_0 \]  \hspace{1cm} (33)
and matrices $X$ and $A$ are given by
\[ X = A + FG^{-1}F^T, \quad A = C_{ce} + \hat{V}_0^T C_{he} \]  \hspace{1cm} (34)

More details on the formulation of the composite beam element can be found in the work of Yu et al. [26].

4. SENSITIVITY ANALYSIS IN MULTIBODY DYNAMICS

Regardless of being used in the context of optimization or on its own, the sensitivity analysis requires reliable and accurate calculations of the sensitivities of different responses of a multibody system with respect to selected design parameters. Analytical sensitivities generally ensure that such accuracy is achieved. But, either because it is not always possible to obtain closed-form expressions for the sensitivity equations or because their implementation is too cumbersome their use is more limited than what would be expected. Consequently, the developer resorts to the use of numerical sensitivities that, under controlled conditions, provide an accuracy similar to that of the analytical sensitivities.

The use of automatic differentiation tools is an alternative to the closed-form derivation of analytical sensitivities. Automatic differentiation tools require that the complete analysis program be available in the source code. Then a new code that calculates the sensitivities is generated. The accuracy of the sensitivities calculated with the automatic differentiated code is similar to that of the analytical sensitivities. Unfortunately, not always the automatically differentiated tools provide reliable codes for the evaluation of the design sensitivities either because the some part of the source code of the analysis program is not available to the automatic differentiation tool or because the evaluation of the sensitivities involves more than just the analysis code. Yet, another source of difficulties results from the fact that the automatic differentiation tool differentiates more than just the equations of motion of the multibody system, i.e. it also differentiates all numerical procedures implemented such as numerical integrators, solvers of linear systems of equations or eigenproblem solvers.

In this work the automatic differentiation tool ADIFOR is used to derive the code used to evaluate the analytical sensitivities of flexible multibody systems made of composite materials. This new code is used in all calculations required to evaluate the sensitivities, except for the parts in which serious limitations are detected. In order to discuss some of the limitations of automatic differentiation tools, the analytical sensitivities for flexible multibody systems are fully derived here and the parts of the methodology not suitable for automatic differentiation are highlighted. Thus, the direct implementation of some of the numerical procedures, if necessary, complements the remaining code differentiated automatically. In addition, some parts of the multibody dynamic analysis program may not be available in the source code, as, for instance, the composite beam and plate elements. The closed-form equations for the analytical sensitivities of the composite material finite elements are provided for direct computer implementation if the interested reader cannot access the source code in which these elements are calculated.
4.1. Sensitivity analysis in the framework of optimization of multibody systems

The sensitivity analysis aims at supplying the designer with quantitative information on how changes in the design variables influence the system performance. For a given design process a measure of its performance must be specified and, eventually, some design constraints must be defined. Typical objective functions used in multibody systems are mean values of the time response, extreme values of particular responses, integral accumulated values of state values or other derived quantities defined in an integral form. The types of optimization problems in multibody systems are extremely varied. Multibody optimal problems involving multiphysics [29], motion analysis of biomechanical systems [30, 31], optimal tracking control [32] are just few examples of this diversity. For a given response of the dynamic system $f_i(b, z, \lambda, t)$ a typical objective function can be defined as

$$
\psi_i = \int_{t_i}^{t_e} f_i(b, z, \lambda, t) \, dt, \quad i = 0, \ldots, n
$$

(35)

where the state vector $z$ includes the coordinates, velocities and accelerations of the system, which depend on time and on the design parameters, denoted by $b$. This dependency can be expressed as

$$
z(b, t) = (q(b, t), \dot{q}(b, t), \ddot{q}(b, t))
$$

(36)

The goal of the sensitivity analysis is to compute the derivative of all objective and constraints functions with respect to the design variables. For a set of design variables the derivatives are the gradients of the functions defined as

$$\nabla \psi_i = \frac{d\psi_i}{db}, \quad i = 0, \ldots, n
$$

(37)

These derivatives are calculated by using the chain rule as

$$
\frac{d\psi_i}{db} = \frac{\partial \psi_i}{\partial b} + \frac{\partial \psi_i}{\partial q} \frac{dq}{db} + \frac{\partial \psi_i}{\partial \dot{q}} \frac{d\dot{q}}{db} + \frac{\partial \psi_i}{\partial \ddot{q}} \frac{d\ddot{q}}{db} + \frac{\partial \psi_i}{\partial \lambda} \frac{d\lambda}{db}
$$

(38)

In a more compact notation, the partial derivatives of the state variables are represented as

$$
\frac{d\psi_i}{db} = \frac{\partial \psi_i}{\partial b} + \frac{\partial \psi_i}{\partial q} \frac{dq}{db} + \frac{\partial \psi_i}{\partial \dot{q}} \frac{d\dot{q}}{db} + \frac{\partial \psi_i}{\partial \ddot{q}} \frac{d\ddot{q}}{db} + \frac{\partial \psi_i}{\partial \lambda} \frac{d\lambda}{db}
$$

(39)

When evaluating Equation (39) the computations associated with the terms $\partial \psi_i/\partial b$, $\partial \psi_i/\partial q$, $\partial \psi_i/\partial \dot{q}$, $\partial \psi_i/\partial \ddot{q}$ and $\partial \psi_i/\partial \lambda$ are very simple due to the explicit dependency of Equation (35) on the design and state variables. Therefore, these derivatives are obtained analytically and implemented directly in the computer code. The coding of the sensitivities of the state variables with respect to the design variables is rather complex and, if done explicitly, prone to implementation errors. However, by using automatic differentiation this task becomes much simpler and robust by safely avoiding programming errors while preserving the precision of the analytic derivatives. Therefore, all derivatives of the state variables and Lagrange multipliers with respect to the design variables, used in this work, are obtained by applying an automatic differentiation tool.
4.2. Sensitivities of the equation of motion

For a flexible multibody system the modal form of the equations of motion is given by Equation (12). To calculate the sensitivities of the state variables with respect to the design variables, this equation is differentiated with respect to the design variables \( \mathbf{b} \) and rearranged as

\[
\begin{bmatrix}
\mathbf{M}_r & \mathbf{M}_{rf} \mathbf{X} & \mathbf{\Phi}_{q_r}^T \\
\mathbf{X}^T \mathbf{M}_{fr} & \mathbf{I} & \mathbf{X}^T \mathbf{\Phi}_{q_f}^T \\
\mathbf{\Phi}_{q_r} & \mathbf{\Phi}_{q_f} \mathbf{X} & 0
\end{bmatrix}
\begin{bmatrix}
\ddot{\mathbf{q}}_b \\
\dot{\mathbf{w}}_b \\
\lambda_b
\end{bmatrix} = \begin{bmatrix}
\mathbf{Q}_b \\
\mathbf{R}_b \\
\gamma_b - 2z \Phi_b - \beta^2 \Phi_b
\end{bmatrix}
\]  

(40)

where \( \mathbf{Q}_b, \mathbf{R}_b \) and \( \gamma_b \) are given by

\[
\mathbf{Q}_b = \frac{\partial}{\partial \mathbf{q}_r} \left( \mathbf{g}_r - \mathbf{s}_r - \mathbf{M}_r \hat{\mathbf{q}}_r - \mathbf{M}_{rf} \dot{\mathbf{X}} \hat{\mathbf{w}} - \mathbf{\Phi}_{q_r}^T \hat{\lambda} \right) \mathbf{q}_b + \frac{\partial}{\partial \dot{\mathbf{q}}_r} \left( \mathbf{g}_r - \mathbf{s}_r \right) \dot{\mathbf{q}}_b \\
+ \frac{\partial}{\partial \mathbf{w}} \left( \mathbf{g}_r - \mathbf{s}_r - \mathbf{M}_r \hat{\mathbf{q}}_r - \mathbf{M}_{rf} \dot{\mathbf{X}} \hat{\mathbf{w}} - \mathbf{\Phi}_{q_r}^T \hat{\lambda} \right) \mathbf{w}_b + \frac{\partial}{\partial \mathbf{w}} \left( \mathbf{g}_r - \mathbf{s}_r \right) \dot{\mathbf{w}}_b \\
+ \frac{\partial}{\partial \mathbf{b}} \left( \mathbf{g}_r - \mathbf{s}_r - \mathbf{M}_r \hat{\mathbf{q}}_r - \mathbf{M}_{rf} \dot{\mathbf{X}} \hat{\mathbf{w}} - \mathbf{\Phi}_{q_r}^T \hat{\lambda} \right)
\]

(41)

\[
\mathbf{R}_b = \frac{\partial}{\partial \mathbf{q}_r} \left( \mathbf{X}^T \mathbf{g}_f - \mathbf{X}^T \mathbf{s}_f - \mathbf{X}^T \mathbf{K}_{ff} \mathbf{X} \mathbf{w} - \mathbf{X}^T \mathbf{M}_{fr} \dot{\mathbf{q}}_r - \mathbf{X}^T \mathbf{M}_{ff} \dot{\mathbf{X}} \hat{\mathbf{w}} - \mathbf{X}^T \mathbf{\Phi}_{q_f}^T \hat{\lambda} \right) \mathbf{q}_b \\
+ \frac{\partial}{\partial \mathbf{w}} \left( \mathbf{X}^T \mathbf{g}_f - \mathbf{X}^T \mathbf{s}_f - \mathbf{X}^T \mathbf{K}_{ff} \mathbf{X} \mathbf{w} - \mathbf{X}^T \mathbf{M}_{fr} \dot{\mathbf{q}}_r - \mathbf{X}^T \mathbf{M}_{ff} \dot{\mathbf{X}} \hat{\mathbf{w}} - \mathbf{X}^T \mathbf{\Phi}_{q_f}^T \hat{\lambda} \right) \mathbf{w}_b \\
+ \frac{\partial}{\partial \mathbf{b}} \left( \mathbf{X}^T \mathbf{g}_f - \mathbf{X}^T \mathbf{s}_f - \mathbf{X}^T \mathbf{K}_{ff} \mathbf{X} \mathbf{w} - \mathbf{X}^T \mathbf{M}_{fr} \dot{\mathbf{q}}_r - \mathbf{X}^T \mathbf{M}_{ff} \dot{\mathbf{X}} \hat{\mathbf{w}} - \mathbf{X}^T \mathbf{\Phi}_{q_f}^T \hat{\lambda} \right)
\]

(42)

\[
\gamma_b = \frac{\partial}{\partial \mathbf{q}_r} \left( \mathbf{\gamma} - \mathbf{\Phi}_{q_r} \hat{\mathbf{q}}_r - \mathbf{\Phi}_{q_f} \dot{\mathbf{X}} \hat{\mathbf{w}} \right) \mathbf{q}_b + \frac{\partial}{\partial \dot{\mathbf{q}}_r} \left( \mathbf{\gamma} - \mathbf{\Phi}_{q_r} \hat{\mathbf{q}}_r - \mathbf{\Phi}_{q_f} \dot{\mathbf{X}} \hat{\mathbf{w}} \right) \dot{\mathbf{q}}_b \\
+ \frac{\partial}{\partial \mathbf{w}} \left( \mathbf{\gamma} - \mathbf{\Phi}_{q_r} \hat{\mathbf{q}}_r - \mathbf{\Phi}_{q_f} \dot{\mathbf{X}} \hat{\mathbf{w}} \right) \dot{\mathbf{w}}_b + \frac{\partial \mathbf{\gamma}}{\partial \dot{\mathbf{q}}_r} \dot{\mathbf{q}}_b + \frac{\partial \mathbf{\gamma}}{\partial \dot{\mathbf{w}}} \dot{\mathbf{w}}_b
\]

(43)

The superscript (\( \cdot \)) is used to denote that the quantity (\( \cdot \)) remains constant during the differentiation process. Equation (40), as well as Equation (12) before, represents a linear system of equations for which the unknowns are the sensitivities of the second-order time derivatives of generalized coordinates. These linear systems of equations, which share the same leading matrix, are solved using the LU factorization scheme [16].

It must be emphasized here that all terms appearing in the right-hand side of Equation (40) are obtained by the automatic differentiation of the code, in which the system equations of motion are implemented, except for the parts of the sensitivities that involve the modes of vibration, which are discussed in Section 4.4, and, eventually, the sensitivities of the composite material finite
element matrices, discussed in Sections 4.5 and 4.6, if the source code used for their evaluation is not available.

4.3. Integration of the time derivatives of the sensitivities

The solution of Equation (40) yields the time derivatives of the state variables’ sensitivities with respect to the design variables, written as $\dot{q}_{rb}$ and $\dot{w}_b$. The sensitivities of the state variables associated with the position and orientation of the body fixed coordinate frames $q_{rb}$ and with the modal coordinates $w_b$, and their time derivatives, are obtained by direct integration of $\dot{q}_{rb}$, $\dot{w}_b$, $\ddot{q}_{rb}$, and $\ddot{w}_b$. At this point the similarity between Equations (40) and (12) should be noted. Both are linear systems of equations with equal leading matrices. Therefore, by a proper choice of the solution method, the entire computational burden can be put in the solution of Equation (12), the solution of Equation (40) being obtained inexpensively.

The integration process is started by providing the initial conditions of the sensitivities as

\[
\begin{align*}
q_{rb}(t_0) &= q_{rb}^0 \\
w_b(t_0) &= w_b^0 \\
\dot{q}_{rb}(t_0) &= \dot{q}_{rb}^0 \\
\dot{w}_b(t_0) &= \dot{w}_b^0
\end{align*}
\]  

Equation (12) is solved to obtain the system accelerations and the factorized leading matrix retained to be used in the solution of Equation (40). However, due to the automatic differentiation tool the subroutine that computes the solution of the system equations of motion is differentiated to obtain the sensitivity of the solution vector. The differentiated version of the subroutine not only computes the new quantities, which are the sensitivities of the solution vector, but also preserves the computation of the previous quantities, which are the system accelerations. Therefore, the solution of Equation (12), for $\dot{q}_r$, $\ddot{q}_r$, $\dot{w}$, and the solution of Equation (40), for $\dot{q}_{rb}$ and $\dot{w}_b$, are in fact obtained simultaneously. This is certainly one of the major differences between using a traditional approach based on the implementation of analytic sensitivities and the use of automatic differentiation.

In the process of the automatic differentiation of the analysis code not only the routines used to formulate the equations of motion are differentiated but also the numerical integrator algorithm, used in their solution, is differentiated. If the differentiated integrator is used to integrate the state variables $\dot{q}_r$, $\ddot{q}_r$, $\dot{w}$, and their sensitivities $\dot{q}_{rb}$, $\ddot{q}_{rb}$, $\dot{w}_b$, $\ddot{w}_b$, wrong results are obtained [33]. Even if the automatic differentiation of the integrator is correct its step size control is based only on the local error estimative for the state variables and not on the local errors of the estimates of their gradients. Therefore, the code that is offered to the automatic differentiation tool includes the numerical integrator DE/STEP by Shampine and Gordon [34], for which the source code is available. After a differentiated code is obtained, the original integrator is substituted by another numerical integrator that uses the gear method, as implemented in the IMSL library [35]. The state variables and the sensitivities are included in the same vector that is to be integrated. Consequently, all variables are integrated with the same time step and the same error control.

After the direct integration of the equations of motion the constraint equations and, even the constraint equations’ sensitivities, may not be fulfilled due to the limited numerical precision or due to integration errors. The Baumgarte stabilization procedure that modifies the right-hand side
of the acceleration constraint equations is applied to handle the sensitivity constraint violations as well. The right-hand side of the last row of Equation (40) is now

$$
\Phi_{\mathbf{q_b}} \ddot{\mathbf{q_b}} + \Phi_{\mathbf{q_f}} \dot{\mathbf{X_b}} = \gamma_b - 2 \alpha \Phi_{\mathbf{b}} - \beta^2 \Phi_{\mathbf{b}}
$$

The terms that multiply by $\alpha$ and $\beta$ in equation are introduced as error feedbacks for the sensitivities of the acceleration constraint equations that use the violations of the sensitivity of the position and velocity constraints. It is assumed here that the sensitivities of the coefficients $\alpha$ and $\beta$, with respect to the design variables, are null.

4.4. Sensitivities of the modes of vibration

One of the weaknesses of automatic differentiation tools, pointed out by [33], concerns the reliability of the differential algorithm used for the solution of the eigenproblem, which is required when the mode component synthesis is used in the multibody formulation. Therefore, a closer look into the use of the results of the eigenproblem in the framework of flexible multibody systems is taken in this work, with the objective of devising a strategy to overcome the deficiency of the differentiated code to calculate the sensitivities of the modes of vibration and natural frequencies. The closed-form of the sensitivities of the eigenproblem is implemented directly to replace the automatic differentiated code.

The sensitivity of the nodal displacement vector is obtained by computing the derivative of Equation (11) with respect to the design variables as

$$
\frac{\text{d} \mathbf{u}}{\text{d} \mathbf{b}} = \frac{\partial \mathbf{X}}{\partial \mathbf{b}} \dot{\mathbf{w}} + \mathbf{X} \mathbf{w} = \mathbf{X_b} \dot{\mathbf{w}} + \mathbf{X} \mathbf{w}
$$

(45)

where $\mathbf{X_b}$ are the sensitivities of the eigenmodes with respect to the design variables. Equation (45) relates the modal sensitivities with the nodal sensitivities. Haftka and Gürdal [7] suggest two different approaches to evaluate this transformation: the fixed-mode approach, where the derivatives of vibration modes are neglected, and the updated-mode approach, where the derivatives of vibration modes are retained. The fixed-mode approach is computationally less expensive but the updated-mode approach can be more accurate. Therefore, the computation of the modal forces and the modal stiffness matrix derivatives can be obtained using either approach. The modal stiffness matrix derivative using the updated-mode approach is computed as

$$
\frac{\partial}{\partial \mathbf{b}} (\mathbf{X}^T \mathbf{K}_{ff} \mathbf{X}) = \frac{\partial \mathbf{X}^T}{\partial \mathbf{b}} \mathbf{K}_{ff} \mathbf{X} + \mathbf{X}^T \frac{\partial \mathbf{K}_{ff}}{\partial \mathbf{b}} \mathbf{X} + \mathbf{X}^T \mathbf{K}_{ff} \frac{\partial \mathbf{X}}{\partial \mathbf{b}}
$$

(46)

and when using the fixed-mode approach the sensitivity of the modal stiffness matrix is

$$
\frac{\partial}{\partial \mathbf{b}} (\mathbf{X}^T \mathbf{K}_{ff} \mathbf{X}) = \mathbf{X}^T \frac{\partial \mathbf{K}_{ff}}{\partial \mathbf{b}} \mathbf{X}
$$

(47)

It should be noted that although automatic differentiation is used to calculate the stiffness matrix sensitivities the problems that arise from having repeated eigenvalues are the same as when using direct implementations of analytic sensitivities. Further note that $\mathbf{X}^T (\partial \mathbf{K}_{ff} / \partial \mathbf{b}) \mathbf{X}$ can be null even when $|\partial \mathbf{K}_{ff} / \partial \mathbf{b}| \neq 0$, for instance, when using the modes of vibration associated with rigid body motions.

The computation of the sensitivities of the eigenmodes can be evaluated using the Nelson scheme [36] for the case of distinct eigenvalues. However, when repeated eigenvalues occur the
sensitivities of $X$ do not exist, only the directional derivatives exist, and Ojavo’s method is used [37]. Ojavo’s method is implemented and used in this work, instead of the differentiated part of the code that would ‘solve’ the eigenproblem [38].

4.5. Derivative of the stiffness matrix of the plate/shell element

In any application of the methodology proposed here the design variables related to the flexible elements may include the cross-sectional areas, plate thickness, moments of inertia, location of kinematic constraints or any material or geometric properties of these elements. However, for the sake of simplicity the only design variables considered henceforth are the layer orientations of the laminates, which are grouped in vector $\mathbf{h}$. In what follows it is assumed that the vector of design variables $b$ coincides with the vector of layer orientations.

The stiffness matrix of the plate/shell element is described in Equation (18). In this equation only the sub-matrix $D$ depends on the design variables. Thus, the sensitivity of the element stiffness matrix relative to the design variables is given by

$$\frac{\partial K^{(e)}_{f f}}{\partial \theta} = \int_0^1 \int_0^{1-\eta} \left( B^T \frac{\partial D}{\partial \theta} B \right)^{(e)} |J| \, d\zeta \, d\eta$$  \hspace{1cm} (48)

Taking into account that $D$ is the elasticity matrix, which is a function of the sub-matrices $D_m, D_b, D_{mb}$ and $D_s$ defined by Equation (20), its partial derivatives are

$$(D_m, D_b, D_{mb}, D_s)_\theta = \left( \sum_{k=1}^{n} (D_m, D_b, D_{mb}, D_s)_k \right)_\theta$$

$$= \sum_{k=1}^{n} \begin{pmatrix} c_{11} & c_{12} & c_{16} \\ c_{21} & c_{22} & c_{26} \\ c_{61} & c_{62} & c_{66} \end{pmatrix}_0 H_1 + \begin{pmatrix} c_{11} & c_{12} & c_{16} \\ c_{21} & c_{22} & c_{26} \\ c_{61} & c_{62} & c_{66} \end{pmatrix}_0 H_2,$$

$$= \begin{pmatrix} c_{11} & c_{12} & c_{16} \\ c_{21} & c_{22} & c_{26} \\ c_{61} & c_{62} & c_{66} \end{pmatrix}_0 H_3 + \begin{pmatrix} c_{44} & c_{45} \\ c_{54} & c_{55} \end{pmatrix}_0 H_k$$  \hspace{1cm} (49)

The evaluation of the partial derivatives of each of the sub-matrices presented in Equation (49) requires the computation of the partial derivative of Equation (15) with respect to the design variables, which is given by

$$(C_0)_k = \left( \frac{\partial T}{\partial \theta} \bar{C} + T^T \bar{C} \frac{\partial T}{\partial \theta} \right)_k$$  \hspace{1cm} (50)

for the $k$th layer of the laminate. Note that the sensitivities in Equation (50) need to be evaluated only for the layers that have orientations defined as design variables.

The mass matrix of the plate/shell element does not depend on the design variables and, therefore, its partial derivative with respect to the design variable is null.
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4.6. Derivative of the stiffness matrix of the beam element

The stiffness matrix of the beam element is described by Equation (23). For this element only the elasticity matrix \( \mathbf{D} \) depends on the design variables. The partial derivative of the beam stiffness matrix with respect to the design variables is given by

\[
\frac{\partial \mathbf{K}^{(e)}}{\partial \mathbf{0}} = \int_{-1}^{1} \left( \mathbf{B}^T \frac{\partial \mathbf{D}}{\partial \mathbf{0}} \mathbf{B} \right)^{(e)} |\mathbf{J}| d\xi
\]

(51)

The partial derivative of the \( \mathbf{D} \) matrix is obtained by using the code VABS, which was extended to consider this computation. In the Timoshenko theory matrix \( \mathbf{D} \) is expressed by Equation (24) [26]. The partial derivative of the elastic matrix \( \mathbf{D} \) with respect to the design variables is given by

\[
\frac{\partial \mathbf{D}}{\partial \mathbf{0}} = \begin{bmatrix}
\frac{\partial \mathbf{X}}{\partial \mathbf{0}} & \frac{\partial \mathbf{F}}{\partial \mathbf{0}} \\
\frac{\partial \mathbf{G}}{\partial \mathbf{0}} & \frac{\partial \mathbf{G}}{\partial \mathbf{0}}^T
\end{bmatrix}
\]

(52)

The sub-matrices included in Equation (52) require the evaluation of the derivatives of the warping functions. These are obtained by the derivation of Equations (27) and (28), leading to

\[
\frac{\partial \mathbf{V}_0}{\partial \mathbf{0}} = \frac{\partial \hat{\mathbf{V}}_0}{\partial \mathbf{0}} \varepsilon + \hat{\mathbf{V}}_0 \frac{\partial \varepsilon}{\partial \mathbf{0}}
\]

\[
\mathbf{E} \frac{\partial \hat{\mathbf{V}}_0}{\partial \mathbf{0}} = (\mathbf{H} \psi_{cl} \psi_{cl}^T - \mathbf{I}) \frac{\partial \mathbf{C}_{he}}{\partial \mathbf{0}} - \frac{\partial \mathbf{E}}{\partial \mathbf{0}} \hat{\mathbf{V}}_0
\]

(53)

and

\[
\frac{\partial \mathbf{V}_1}{\partial \mathbf{0}} = \frac{\partial \hat{\mathbf{V}}_1}{\partial \mathbf{0}} \varepsilon' + \hat{\mathbf{V}}_1 \frac{\partial \varepsilon'}{\partial \mathbf{0}}
\]

\[
\mathbf{E} \frac{\partial \hat{\mathbf{V}}_1}{\partial \mathbf{0}} = (\mathbf{I} - \mathbf{H} \psi_{cl} \psi_{cl}^T) \frac{\partial \left[ \mathbf{C}_{cl}^T + \left( \mathbf{C}_{hl}^T - \mathbf{C}_{hl} \right) \hat{\mathbf{V}}_0 \right]}{\partial \mathbf{0}} - \frac{\partial \mathbf{E}}{\partial \mathbf{0}} \hat{\mathbf{V}}_1
\]

(54)

The terms obtained in Equations (53) and (54) are required to calculate the derivatives of matrices \( \mathbf{X}, \mathbf{F} \) and \( \mathbf{G} \) in Equation (52). Taking into account Equations (29)–(34) the following derivative is obtained:

\[
\frac{\partial \mathbf{G}^{-1}}{\partial \mathbf{0}} = \mathbf{Q}^T \frac{\partial \mathbf{O}^{-T}}{\partial \mathbf{0}} \mathbf{R}^{-1} \mathbf{Q} + \mathbf{Q}^T \mathbf{O}^{-T} \frac{\partial \mathbf{R}}{\partial \mathbf{0}} \mathbf{O}^{-1} \mathbf{Q} + \mathbf{Q}^T \mathbf{O}^{-T} \mathbf{R} \frac{\partial \mathbf{O}^{-1}}{\partial \mathbf{0}} \mathbf{Q}
\]

(55)

where the derivatives of \( \mathbf{O} \) and \( \mathbf{R} \) are obtained as

\[
\frac{\partial \mathbf{O}}{\partial \mathbf{0}} = \frac{\partial \mathbf{X}}{\partial \mathbf{0}} - \frac{\partial (\mathbf{F} \mathbf{G}^{-1} \mathbf{F}^T)}{\partial \mathbf{0}}
\]

(56)

\[
\frac{\partial \mathbf{R}}{\partial \mathbf{0}} = \frac{\partial \hat{\mathbf{V}}_0^T}{\partial \mathbf{0}} \mathbf{C}_{hl} \hat{\mathbf{V}}_0 + \hat{\mathbf{V}}_0 \frac{\partial \mathbf{C}_{hl}}{\partial \mathbf{0}} \hat{\mathbf{V}}_0 + \hat{\mathbf{V}}_0 \frac{\partial \mathbf{C}_{hl}}{\partial \mathbf{0}} \hat{\mathbf{V}}_0 + \frac{\partial \hat{\mathbf{V}}_0}{\partial \mathbf{0}} (\mathbf{C}_{hl} + \mathbf{C}_{hl}^T) \hat{\mathbf{V}}_0
\]

\[
+ \hat{\mathbf{V}}_1 \frac{\partial (\mathbf{C}_{hl} + \mathbf{C}_{hl}^T)}{\partial \mathbf{0}} \hat{\mathbf{V}}_0 + \hat{\mathbf{V}}_1 \frac{\partial (\mathbf{C}_{hl} + \mathbf{C}_{hl}^T)}{\partial \mathbf{0}} \hat{\mathbf{V}}_0 + \frac{\partial \hat{\mathbf{V}}_1}{\partial \mathbf{0}} \mathbf{C}_{kl} + \hat{\mathbf{V}}_1 \frac{\partial \mathbf{C}_{kl}}{\partial \mathbf{0}}
\]

(57)

and matrix $\partial O^{-1}/\partial \theta$ is computed using [39]

$$\frac{\partial O^{-1}}{\partial \theta} = -O^{-1} \frac{\partial O}{\partial \theta} O^{-1} \quad (58)$$

The derivative of matrix $F$, required in Equation (52), is expressed as

$$\frac{\partial F}{\partial \theta} = \frac{\partial B^T}{\partial \theta} A^{-1} QG + B^T \frac{\partial A^{-1}}{\partial \theta} QG + B^T A^{-1} \frac{\partial Q}{\partial \theta} G \quad (59)$$

the derivative of matrix $B$ being given by

$$\frac{\partial B}{\partial \theta} = \left( \hat{\mathbf{V}}_0^T C_{hl} + C_{dl}^T \right) \frac{\partial \hat{\mathbf{V}}_0}{\partial \theta} + \frac{\partial (\hat{\mathbf{V}}_0^T C_{hl} + C_{dl}^T)}{\partial \theta} \hat{\mathbf{V}}_0 \quad (60a)$$

and the derivative of matrix $A$ by

$$\frac{\partial A}{\partial \theta} = \frac{\partial (C_{el} + \hat{\mathbf{V}}_0^T C_{hl})}{\partial \theta} \quad (60b)$$

The derivatives of $X$ is given by

$$\frac{\partial X}{\partial \theta} = \frac{\partial A}{\partial \theta} + \frac{\partial F}{\partial \theta} G^{-1} F + F \frac{\partial G^{-1}}{\partial \theta} F^T + F G^{-1} \frac{\partial F^T}{\partial \theta} \quad (61)$$

It should be noted that the automatic differentiation of the quantities used by the beam element requires the availability of the source code VABS [26]. When the VABS code is not available or when the reader suspects that computational advantages can be obtained from the direct implementation of the analytic sensitivities, it is rather simple to code Equations (52)–(60), if only layer orientations are used as design variables.

5. DEMONSTRATIVE EXAMPLES

A slider-crank mechanism with a flexible connected rod, reported by Dias and Pereira [40], is used here to demonstrate the procedures proposed in this work. In the first model of the mechanism the rod is modeled with a composite beam element, whereas in the second model composite/shell finite elements are used to represent the coupler. The properties and the sensitivities of the cross section of the rod with respect to the layer orientation, for the first model, are computed by Equations (24) and (52), respectively, whereas the stiffness matrix of the rod of the slider-crank of the second model and its sensitivities are obtained using Equations (18) and (49), respectively.

5.1. Rod modeled with composite beam elements

The mechanism shown in Figure 4 consists of a slider-crank with the same dimensions of the model presented by Dias and Pereira [40]. However, the material used in the rod is a composite with the properties $E_1 = 128$ GPa, $E_2 = E_3 = 10.1$ GPa, $G_{12} = G_{13} = G_{23} = 5.36$ GPa, $\nu = 0.23$ and $\rho = 1586$ kg/m$^3$. The beam is a tube, with a hollow circular cross section, made of composite materials, with an area of $3.16 \times 10^{-5}$ m$^2$, for which the layer fiber orientations are depicted in
Figure 4. Slider-crank mechanism with a composite beam.

Table I. Characteristics of the three lay-ups used to model the composite beam.

<table>
<thead>
<tr>
<th>Lay-ups</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layer orientation</td>
<td>0°</td>
<td>15°</td>
<td>30°</td>
</tr>
</tbody>
</table>

Figure 5. Dimensionless mid-node rod displacement.

Table I. Four modes of vibration are used to reduce the number of generalized elastic coordinates of the mechanism, according to the methodology presented in this work.

The model of the flexible body includes proportional damping such that 1 and 3% of modal damping is used for the 1st and 4th natural frequencies, respectively [41]. The simulation results for the model, in terms of a normalized displacement, defined as the ratio of the connecting beam mid-node ζ-deflection to the beam length, are presented in Figure 5.

Owing to the different beam stiffnesses resulting from the different layer arrangements in the various lay-ups, the displacements of the models are not similar. The layer orientations of lay-ups 2 and 3 have been selected as design variables. In Figure 6 the analytic sensitivities, obtained by using the automatic differentiated code, and numerical sensitivities of the normalized displacement of the mid-node of the rod are plotted. Note that the validity of the results presented requires that the assumptions for small beam deformations be fulfilled, which is the case in all lay-ups discussed here.

For lay-up 3, the analytic sensitivities and the forward difference sensitivities computed for perturbation of the design variable of 1% are coincident during the period of analysis used. For lay-up 2, the analytic and numerical sensitivities, with a perturbation of the design variable of 1%,
Figure 6. Sensitivities of the mid-node rod displacement with respect to the layer orientation: (a) lay-up 3; (b) lay-up 2 with fixed step integration; and (c) lay-up 2 with variable step integration.

are coincident, during all the period of simulation, when a small constant time step is used for the integrator, as shown in Figure 6(b). However, when a variable time step integrator is used, the numerical sensitivities start diverging from the analytical sensitivities, as shown in Figure 6(c). The problems of evaluating numerical sensitivities with variable time step integrators have been pointed
out by several authors [42]. Removing the design variable dependency of the time step used in the integration algorithm is important to the accuracy and to the stability computation of the finite difference sensitivities. When constant time-step integration algorithms are used, the accuracy of the response requires the use of small time steps [43]. The optimal time step size for the proper evaluation of finite difference sensitivities is estimated by Haftka and Malkus [44]. However, the use of variable time step integration is not only common in the framework of multibody dynamics but also unavoidable for most of the systems modeled, with all the consequences that it has in the accuracy of the numerical sensitivities.

The example presented shows that for particular arrangements of the flexible multibody model the numerical and analytic sensitivities may lead to similar results, but there is no guarantee that such equivalence holds even for small variations of the model. Certainly this observation can be used as a word of warning when using numerical sensitivities in the framework of optimization flexible multibody systems. In any case, for the application case presented no major differences are observed when using the updated- and the fixed-mode approach for the calculation of the modes of vibration of the flexible body.

5.2. Rod modeled with composite plate elements

The second application consists of the slider-crank previously used, but in which the flexible coupler has a rectangular cross section. The coupler is modeled by composite plates with a thickness of 0.0075 m and a total depth of 0.04 m, as shown in Figure 7. In this model the mid surface of the plate is the plane $\xi\eta$ and the material used has the same properties of the beam model. The orientations of the layers for the different lay-ups considered are defined in Table II. This model uses proportional damping for the connecting rod and the damping coefficients are chosen in such a way that the modal damping is 1% for the 1st natural frequency and 3% for the 6th natural frequency.

The simulation results are presented in Figure 8 in terms of the dimensionless displacement defined as the ratio of the $\zeta$-deflection of the mid-node of the connecting plate to the plate length. The layers’ orientations, for the different lay-ups, are selected as design variables. It should be noted that a necessary condition for the validity of the results is that, for each lay-up considered,
only small deformations are observed. Any lay-up for which the small deformation assumption is not valid must be discarded from any further consideration, even if the sensitivity analysis is used in the framework of optimization. In this case, constraints on the maximum allowable deflection of the connecting rod must be set.

In Figures 9 and 10 the analytic sensitivities of the normalized displacement of the mid-node of the plate are plotted for lay-up 1 and lay-up 5, respectively, using the fixed- and the updated-mode approaches. The results emphasize that although for some lay-ups the updated- and fixed-mode approaches lead to similar results, in other configurations, major differences between the sensitivities obtained with these methods exist. Therefore, the use of fixed-mode approach for flexible multibody systems with composite materials, in the framework of sensitivity analysis or of optimization, is not always reliable.

In order to emphasize the numerical difficulty associated with the evaluation of the numerical sensitivities, the forward difference results are presented for several variations in the layer orientations in Figures 11–13. The size of the variations used to calculate the forward differences is limited to be larger than 0.005 because the condition errors increase too much afterwards. The selection
of a large variation also leads to errors in the calculation of the derivatives due to the truncation of some terms in the approximation series. Therefore, in all that follows only variations between 0.5 and 10% are used in the calculation of the finite differences.

Figure 11 shows that for lay-up 2 the forward finite difference sensitivities computed with a perturbation of 0.1% are almost coincident with the analytic sensitivities. However, perturbing the layer orientation of lay-up 3 by 0.1% to compute the finite difference sensitivities does not give the convergence of results as for the case of lay-up 2. In fact, Figure 12 shows that the convergence between the finite difference and the analytic sensitivities is assured only if the finite difference sensitivities are computed for perturbations of the design variable close to 5%. Although not shown in Figure 12, perturbations in the range of 0.5–3% lead to numerical sensitivities completely different from the analytical sensitivities. For lay-up 4 the forward finite difference sensitivities computed with a perturbation of 1% led to values similar to the analytic sensitivities, as shown in Figure 13.

The results show that, as expected, the selection of the finite difference variation has a large influence on the sensitivities obtained when using the forward difference method being the similarity
with the analytic sensitivities dependent on the lay-up considered and on the finite difference variation. Although some of the divergence between the analytical and numerical sensitivities can be attributed to the use of a variable time step integrator, as shown in Section 5.1, the fact remains that for a general flexible multibody application it is difficult, if not impossible, to find a variation for the numeric sensitivities accurate for all. Moreover, due to the need of using variable time step integrators in multibody codes, it may lead to a dependency of the design variable on the time step, which affects accuracy, and to the stability computation of the finite difference sensitivities.

6. CONCLUSIONS

A general method to obtain the analytical sensitivities of flexible multibody systems made of composite materials by automatic differentiation was presented in this work. The equations of motion of a flexible multibody system and of the relevant finite elements used when modeling...
composite materials were introduced. The derivation of the analytic sensitivities was demonstrated, the properties of the lamina of the composites being used as design variables. It was shown that the analytical sensitivities of the system response with respect to the selected design variables are rather complex equations requiring a reasonable implementation effort. By using two simple flexible multibody systems made of composite materials and comparing their sensitivities, obtained by the methodology proposed and by the numerical differences, it was possible to confirm that the analytic sensitivities lead to more robust solutions for all cases of material arrangements of a composite structure. It was shown that the numerical sensitivities may have accuracy similar to the analytical sensitivities by controlling the size of the variations and removing their dependency on the variation of the time step of the numerical integrator. In the process, the correct implementation of the analytical sensitivities obtained with the automatic differentiation tool was demonstrated. Eventually, the use of higher-order or adaptive sensitivities would also lead to very accurate numerical sensitivities. However, no general rule can be applied for all numerical sensitivities in a general purpose flexible multibody code. The application cases presented in this work also showed that the use of the updated-mode approach is preferred to the use of the fixed-mode approach when calculating the sensitivities of the modes of vibration. When the sensitivities are to be used in the framework of optimization problems where the iterative procedures lead to different lay-up arrangements for the lamina, methods that lead to less reliable results should be avoided. The use of automatic differentiation tools is demonstrated to be a valuable alternative to the traditional encoding of the sensitivities. However, the use of automatic differentiation cannot be done as a black box, because it not only implies major changes in the sequence of the computations associated with the analysis of the system but also requires decisions on which equations should be obtained symbolically and which must be implemented analytically.
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