A high-order Petrov–Galerkin finite element method for the classical Boussinesq wave model
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SUMMARY

A high-order Petrov–Galerkin finite element scheme is presented to solve the one-dimensional depth-integrated classical Boussinesq equations for weakly non-linear and weakly dispersive waves. Finite elements are used both in the space and the time domains. The shape functions are bilinear in space–time, whereas the weighting functions are linear in space and quadratic in time, with \( C^0 \)-continuity. Dispersion correction and a highly selective dissipation mechanism are introduced through additional streamline upwind terms in the weighting functions. An implicit, conditionally stable, one-step predictor–corrector time integration scheme results. The accuracy and stability of the non-linear discrete equations are investigated by means of a local Taylor series expansion. A linear spectral analysis is used for the full characterization of the predictor–corrector inner iterations. Based on the order of the analytical terms of the Boussinesq model and on the order of the numerical discretization, it is concluded that the scheme is fourth-order accurate in terms of phase velocity. The dissipation term is third order only affecting the shortest wavelengths. A numerical convergence analysis showed a second-order convergence rate in terms of both element size and time step. Four numerical experiments are addressed and their results are compared with analytical solutions or experimental data available in the literature: the propagation of a solitary wave, the oscillation of a flat bottom closed basin, the oscillation of a non-flat bottom closed basin, and the propagation of a periodic wave over a submerged bar. Copyright © 2008 John Wiley & Sons, Ltd.
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1. INTRODUCTION

In recent years, an important research effort has been put into the mathematical development of non-linear and dispersive wave models. The original works of Boussinesq [1], Serre [2], and Peregrine [3] were formulated in terms of the free-surface elevation and a horizontal velocity variable, and were limited to non-breaking and weakly non-linear waves, in shallow waters. Since then several extensions have been made to account for wave-breaking dissipation [4–9], deep water propagation [10–15], and full non-linearity [11, 15]. Nevertheless, these models were limited to $kh < 6$ for surface quantities, and $kh < 4$ for vertical velocity distributions [16]. In Reference [17] a vertical velocity is retained as an unknown, and for a fifth-order model highly non-linear waves can be simulated for $kh < 25$, with accurate velocity profiles for $kh < 12$.

Traditionally, high-order finite difference methods have been used to solve these equations, from the Peregrine model [3, 18, 19] to the most elaborate Serre model [20], and enhanced Boussinesq models [11, 21]. A linear and non-linear stability analysis of some of these schemes is provided in Reference [22]. However, difficulties may arise when modelling irregular coastlines and/or rapidly varying depths, which are hard to deal with using structured finite difference grids.

Finite volume techniques have been proposed by several authors, most of them only second-order accurate, for both kinematic and dynamic dispersive waves [23–25]. Recently, a fourth-order scheme was developed for the Serre equations, which seems to be quite efficient [26, 27], although filtering had to be added to ensure stability.

Finite element methods (FEMs) for Boussinesq-type models are becoming more frequently found in the literature, mainly due to its geometrical flexibility. Most of the research work on this subject concerned the classical Boussinesq equations, and second-order (or even first-order) Bubnov–Galerkin (BG) formulations were used [28–30], while in Reference [31] a Taylor–Galerkin FEM scheme was introduced. More recently, a few papers were published on FEM formulations for the enhanced Boussinesq models [6, 32–37]. Owing to the presence of additional frequency dispersion terms with third-order space derivatives, auxiliary variables had to be introduced for the usual BG scheme to be applied. In most cases, no accuracy analysis was produced, and at most second-order accuracy might be expected. However, as the lower-order terms associated with the truncation error of the discretized equations may have a similar form than the higher-order terms in the Boussinesq equations, a higher-order scheme is necessary when dealing with dispersive waves [19]. Woo and Liu [38] introduced a Petrov–Galerkin (PG) FEM formulation with $C^2$-continuity weighting functions and fourth-order accuracy. However, stability could only be achieved for low Courant numbers ($Cr < 0.5$) and a high number of iterations per time step. Moreover, the extension of $C^2$-continuity weighting functions for the two-dimensional unstructured grids will not be straightforward. Langtangen and Pedersen [39] presented a high-order FEM formulation where truncation error terms are cancelled through the introduction of correction terms in the discrete equations. However, as those authors pointed out, extension to a model with friction and turbulence terms might be difficult, due to their usage of the velocity potential as a primary variable.

The proposed FEM is based on a PG formulation in both space and time. This discretization is similar to the one introduced in Reference [40] for convective problems. The shape functions are bilinear in space and time with $C^0$-continuity, whereas the weighting functions are linear in space and quadratic in time with $C^0$-continuity as well. The weak forms of the equations are re-arranged in such a way that only piecewise linear in space functions are present in the final formulation. The coefficients of the two extra upwind terms in the weighting functions are adjusted to eliminate
the second-order dispersion error induced by the convection operator, and thus achieving fourth-order accuracy in the phase velocity, combined with a highly selective third-order dissipation mechanism. The scheme is applied to the one-dimensional classical Boussinesq equations derived by Peregrine [3]. These equations are only valid for weakly non-linear and weakly dispersive water waves. However, the solution of these equations will be the first step towards the application of the presented numerical approach for the solution of the class of Boussinesq equations. Indeed, its $C^0$-continuity formulation makes it suitable for extension to two-dimensional problems with unstructured meshes, and extension to the enhanced Boussinesq equations is also feasible, although accuracy will still be limited to the third order.

In Section 2, we present the Boussinesq model and its linear dispersion relation. A short discussion on the bottom gradient terms is included, and some considerations are made on the energy conservation properties of the model. The PG space–time FEM scheme is formulated in Section 3. In Section 4, the stability and accuracy analysis of the proposed method is performed, and the coefficients of the upwind terms are determined. Section 5 is devoted to four case studies: propagation of a solitary wave; oscillation of a flat bottom closed basin; oscillation of a non-flat bottom basin; and wave propagation over a submerged bar. Some stability, convergence, and conservation results are analysed. Comparisons with analytical solutions are provided for the first two cases, while published laboratory results are used for the fourth case study. For the third case, a non-uniform mesh is used. In Section 6 we summarize our conclusions. Finally, an Annex is included for the stability and accuracy analysis for the non-flat bottom case.

2. GOVERNING EQUATIONS

The classical Boussinesq equations for weakly non-linear, and weakly dispersive water waves, describe the inviscid and incompressible shallow water flow over uneven bottoms. The model is formulated in terms of the free-surface elevation, $\zeta(x, t)$, and of the depth-averaged horizontal velocity, $\bar{u}(x, t)$, on a coordinate system with horizontal axis, $OX$, in the undisturbed water level, and the vertical axis, $OZ$, pointing upwards. The fluid is vertically confined to

$$-h(x) < z < \zeta(x, t)$$

where $h$ is the undisturbed water depth. An average or reference water depth $h_0$ can be defined for scaling purposes (see Figure 1). The equations of mass and momentum conservation, originally derived by Peregrine [3], are, respectively

$$\frac{\partial \zeta}{\partial t} + \frac{\partial}{\partial x}[(h + \zeta) \bar{u}] = 0 \quad (2a)$$

and

$$\frac{\partial \bar{u}}{\partial t} + \bar{u} \frac{\partial \bar{u}}{\partial x} + g \frac{\partial \zeta}{\partial x} - \frac{\partial}{\partial t} \left[ \frac{h}{2} \frac{\partial^2}{\partial x^2} (h \bar{u}) - \frac{h^2}{6} \frac{\partial^3}{\partial x^3} \bar{u} \right] = 0 \quad (2b)$$

where $g$ is the gravity acceleration.
2.1. Dimensionless equations

Peregrine derived Equations (2) from the Euler equations, assuming the absence of bottom friction and surface stresses. A few scalings were necessary:

\[ \begin{align*}
    \zeta &= a\zeta', \\
    u &= \varepsilon \sigma u', \\
    w &= \varepsilon \sigma w', \\
    t &= t'/\left(\kappa c\right), \\
    x &= x'/\kappa, \\
    z &= h_0 z', \\
    h &= h_0 h', \\
    p &= \rho g h_0 p'
\end{align*} \]

Herein \( a \) is the wave amplitude; \( w \) is the vertical velocity; \( p \) is the pressure; \( \rho \) is the fluid density; \( k = 2\pi/\lambda \) is the wave number, with \( \lambda \) being the wavelength; and \( c = \omega / k \) is the wave velocity, with \( \omega \) being the wave angular frequency. The primes indicate dimensionless variables that are assumed to be of \( \mathcal{O}(1) \). The small parameters \( \varepsilon \) and \( \sigma \) are

\[ \varepsilon = a/h_0 \quad \text{and} \quad \sigma = k h_0 \]  

which stand, respectively, for a non-linearity parameter and a dispersion parameter. It should be noticed that these scalings impose a mild bottom slope condition:

\[ \frac{dh}{dx} = \sigma \frac{dh'}{dx'} \]  

The wave frequency and the wave number are related by the Boussinesq linear dispersion relation:

\[ c^2 = \frac{\omega^2}{k^2} = \frac{gh}{1 + (kh)^2/3} \]  

and at depth \( h_0 \) the dimensionless phase velocity, \( c' \), and group velocity, \( c'_g \), are, respectively

\[ c' = 1 \sqrt{1 + \frac{\sigma^2}{3}} \quad \text{and} \quad c'_g = c' \left(1 - \frac{\sigma^2}{3 + \sigma^2}\right) \]  

The scaled counterparts of Equations (2), up to the second order and assuming that \( \varepsilon \sim \sigma^2 \), are

\[ \frac{\partial \zeta'}{\partial t'} + \frac{\partial}{\partial x'}[(h' + \varepsilon \zeta')u'] = 0 \]  
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and

\[ \frac{\partial^2 \ddot{u}}{\partial t^2} + \alpha \frac{\partial \ddot{u}}{\partial x} + \frac{\partial \varphi}{\partial x} - \sigma^2 \frac{\partial}{\partial x} \left( \frac{h'}{3} \frac{\partial^2 \ddot{u}}{\partial x^2} \right) = \mathcal{O}(\epsilon^2, \epsilon \sigma^2) \]  

(8b)

If a mild slope of the bottom is assumed, such that \( h' = h'(x^*) \) where \( x^* = \beta \ell \), and \( \beta \ell \) is a small parameter, then

\[ \frac{d h'}{d x} = \beta \ell \frac{d h'}{d x^*} \quad \text{and} \quad \frac{d^2 h'}{d(x^*)^2} = \beta^2 \ell \frac{d^2 h'}{d(x^*)^2} \]  

(9)

For \( \beta \ell \sim \sigma \), one has that \( dh/dx \sim \sigma^2 \), and the curvature terms and the product of bottom gradient terms in Equation (8b) can be ignored, and thus the equation becomes

\[ \frac{\partial^2 \ddot{u}}{\partial t^2} + \alpha \frac{\partial \ddot{u}}{\partial x} + \frac{\partial \varphi}{\partial x} - \sigma^2 \frac{\partial}{\partial x} \left( \frac{h'}{3} \frac{\partial^2 \ddot{u}}{\partial x^2} \right) = \mathcal{O}(\epsilon^2, \epsilon \sigma^2, \sigma^2 \beta^2) \]  

(10a)

For an even milder bottom slope, \( \beta \ell \sim \epsilon \sim \sigma^2 \), one has that \( dh/dx \sim \sigma^3 \), and the remaining slope-dependent dispersive term can be discarded and the momentum equation will read

\[ \frac{\partial^2 \ddot{u}}{\partial t^2} + \alpha \frac{\partial \ddot{u}}{\partial x} + \frac{\partial \varphi}{\partial x} - \sigma^2 \frac{\partial}{\partial x} \left( \frac{h'}{3} \frac{\partial^2 \ddot{u}}{\partial x^2} \right) = \mathcal{O}(\epsilon^2, \epsilon \sigma^2, \sigma^2 \beta) \]  

(10b)

The dimensional counterparts of these equations are

- for the mild bottom curvature

\[ \frac{\partial \ddot{u}}{\partial t} + \frac{\partial \ddot{u}}{\partial x} + g \frac{\partial \varphi}{\partial x} - \frac{\partial}{\partial x} \left( \frac{h^2}{3} \frac{\partial^2 \ddot{u}}{\partial x^2} \right) - \frac{h}{d} \frac{dh}{dx} \frac{\partial^2 \ddot{u}}{\partial x^2} = 0 \]  

(11a)

- and for the very mild bottom slope

\[ \frac{\partial \ddot{u}}{\partial t} + \frac{\partial \ddot{u}}{\partial x} + g \frac{\partial \varphi}{\partial x} - \frac{\partial}{\partial x} \left( \frac{h^2}{3} \frac{\partial^2 \ddot{u}}{\partial x^2} \right) = 0 \]  

(11b)

2.2. Energy conservation

This Boussinesq model is not energy conservative [41]. An attempt at writing an energy conservation statement for the very mild bottom slope case leads to

\[ \frac{\partial E'}{\partial t} + \frac{\partial F'}{\partial x} = -\sigma^2 \left[ \ddot{u}' \frac{\partial}{\partial x} (h' + \epsilon \varphi') \frac{(h')^2}{3} \frac{\partial^2 \ddot{u}'}{\partial x^2} \frac{\varphi}{6} \frac{(\dot{\varphi}')^2}{\dot{1}t} \left( \frac{\partial \ddot{u}'}{\partial x} \right)^2 \right] \]  

(12a)

where the energy density is approximated up to \( \mathcal{O}(\epsilon^2, \sigma^2) \) as

\[ E' = \frac{1}{2} \left[ (\varphi')^2 + (h' + \epsilon \varphi')(\ddot{u}')^2 + \sigma^2 (h' + \epsilon \varphi')(\frac{h'}{3}) \frac{(\dot{\varphi}')^2}{\dot{1}t} \left( \frac{\partial \ddot{u}'}{\partial x} \right)^2 \right] \]  

(12b)
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and the flux is
\[ F' = (h' + \varepsilon c') \tilde{u}' \left( \zeta' + \varepsilon \frac{(\tilde{u}')^2}{2} - \sigma^2 \frac{(h')^2}{3} \frac{\partial^2 \tilde{u}'}{\partial x' \partial t'} \right) \]  
(12c)

It is evident from (12a) that energy conservation only exists for the non-dispersive case, i.e. for \( \sigma = 0 \).

3. THE PETROV–GALERKIN SPACE–TIME SCHEME

Let us consider the domain \( Q = \Omega \times T \) where \( \Omega = [0, L] \) is the spatial domain of interest and \( T = [0, +\infty) \) is the time domain. We shall consider a partition of \( Q \) into finite elements in both the space and time directions. Let \( \mathcal{V} \) be a finite element space consisting of continuous piecewise bilinear polynomials, and let \( \mathcal{S} \) be a finite element space consisting of discontinuous piecewise linear in space and quadratic in time polynomials. The PG formulation of a wave problem described by the Boussinesq equations for mild bottom curvature, Equations (2a) and (11a), will be: find \( \hat{U} = (\hat{\zeta}, \hat{u})^T \in \mathcal{V} \), such that for all \( \Psi(x, t) \in \mathcal{S} \), one has
\[
\int_t^{t+\Delta t} \int_0^L \Psi^T \left[ \frac{\partial \hat{U}}{\partial t} + A \frac{\partial \hat{U}}{\partial x} + \tilde{\varphi} \left( B \frac{\partial^2 \hat{U}}{\partial x \partial t} \right) + C \frac{\partial^2 \hat{U}}{\partial x \partial t} \right] \, dx \, dt = 0
\]  
(13)

where matrices \( A, B, C, \) and \( D \) are defined as
\[
A = \begin{bmatrix} \bar{u} & h + \bar{c} \\ g & \bar{u} \end{bmatrix}, \quad B = \begin{bmatrix} 0 & 0 \\ 0 & 3 \end{bmatrix}, \quad C = \frac{dh}{dx} \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \quad \text{and} \quad D = \frac{h \, dh}{3 \, dx} \begin{bmatrix} 0 & 0 \\ 0 & -1 \end{bmatrix}
\]  
(14)

The approximate solutions \( \hat{\zeta} \) and \( \hat{u} \) are interpolated within each element (see Figure 2) using
\[
\hat{\zeta}(\bar{x}, \bar{t}) = \sum_{i=1}^{4} M_i(\bar{x}, \bar{t}) \hat{\zeta}_i \quad \text{and} \quad \hat{u}(\bar{x}, \bar{t}) = \sum_{i=1}^{4} M_i(\bar{x}, \bar{t}) \hat{u}_i
\]  
(15)

where \( \hat{\zeta}_i \) and \( \hat{u}_i \) are the element nodal variables, and the \( M_i \) are the linear in space and linear in time shape functions:
\[
M_1 = N_1(\bar{x}) \left(1 - \frac{\bar{t}}{\Delta t}\right), \quad M_2 = N_2(\bar{x}) \left(1 - \frac{\bar{t}}{\Delta t}\right), \quad M_3 = N_1(\bar{x}) \frac{\bar{t}}{\Delta t} \quad \text{and} \quad M_4 = N_2(\bar{x}) \frac{\bar{t}}{\Delta t}
\]  
(16)

Herein \( N_1 \) and \( N_2 \) are the usual linear in space shape functions:
\[
N_1 = 1 - \frac{\bar{x}}{\Delta x} \quad \text{and} \quad N_2 = \frac{\bar{x}}{\Delta x}
\]  
(17)

In the above functions, \( \bar{x} \) is the local element space coordinate and \( \bar{t} \) is the local element time coordinate. The element side lengths are \( \Delta x \) and \( \Delta t \), respectively, in the \( x \)- and \( t \)-directions.

The weighting function \( \Psi \) is a discontinuous linear in space and quadratic in time vectorial function defined on each element for nodes 3 and 4, for which \( \bar{t} = \Delta t \), as
\[
\Psi_i(x, t) = \Phi_i + \frac{\Delta x}{2C_0} \mathbf{T}_x(A^\ell)^T \frac{\partial \Phi_i}{\partial x} + \beta \frac{\Delta x \Delta t}{4C_0} (A^\ell)^T \frac{\partial^2 \Phi_i}{\partial x \partial t}
\]  
(18)
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These weighting functions were first proposed in the context of the convective–diffusion equation [40]. The basis functions $\varphi_i$ and $\varphi_4$, and their derivatives, are shown in Figure 3. The scalar coefficient $\beta$ must be such that low-order numerical dispersion effects are corrected, while the coefficient $\gamma$ must introduce a high-order dissipation mechanism in the system, in order to guarantee the stability of the numerical scheme. Tensor $T_x$ is necessary in order to prevent the presence of any numerical dissipation term in the continuity equation, which could lead to some loss of mass.

Expanding the weighting function in statement (13) and after integration by parts to reduce the integration order of the unknown functions, one gets that

$$
\int_{t}^{t+\Delta t} \int_{0}^{L} \left[ \frac{\partial \hat{U}}{\partial t} + \frac{\Delta x}{2C_0} \left( \frac{\partial \Phi}{\partial x} \right)^T A^\ell T_2 \frac{\partial \hat{U}}{\partial t} + \beta \frac{\Delta x \Delta t}{4C_0} \left( \frac{\partial^2 \Phi}{\partial x^2 \partial t} \right)^T A^\ell \frac{\partial \hat{U}}{\partial t} 
\right. \\
+ \Phi^T A \frac{\partial \hat{U}}{\partial x} + \frac{\Delta x}{2C_0} \left( \frac{\partial \Phi}{\partial x} \right)^T A^\ell T_3 \frac{\partial \hat{U}}{\partial x} + \beta \frac{\Delta x \Delta t}{4C_0} \left( \frac{\partial^2 \Phi}{\partial x^2 \partial t} \right)^T A^\ell A \frac{\partial \hat{U}}{\partial x} \\
- \frac{\partial \Phi}{\partial x} B \frac{\partial^2 \hat{U}}{\partial x^2 \partial t} + \frac{\Delta x}{2C_0} \left( \frac{\partial \Phi}{\partial x} \right)^T A^\ell T_1 \frac{\partial \hat{U}}{\partial x} \left( B \frac{\partial^2 \hat{U}}{\partial x^2 \partial t} \right) \\
- \beta \frac{\Delta x \Delta t}{4C_0} \left( \frac{\partial^3 \Phi}{\partial x^3 \partial t} \right)^T A^\ell B \frac{\partial^2 \hat{U}}{\partial x^2 \partial t} - \beta \frac{\Delta x \Delta t}{4C_0} \left( \frac{\partial^2 \Phi}{\partial x^2 \partial t} \right)^T \frac{\partial \hat{U}}{\partial x} (A^\ell) B \frac{\partial^2 \hat{U}}{\partial x^2 \partial t}
\right]
$$

where $C_0 = \sqrt{gh}$ is the asymptotic phase velocity for long waves, and vector $\Phi_i$, matrix $A^\ell$, and tensor $T_x$ are, respectively

$$
\Phi_i = (\varphi_i, \varphi_j)^T, \quad A^\ell = \begin{bmatrix} 0 & h \\ g & 0 \end{bmatrix} \quad \text{and} \quad T_x = \begin{bmatrix} 2 & 0 \\ 0 & 0 \end{bmatrix}
$$

(19)

The basis functions $\varphi_i$ are

$$
\varphi_3 = 6N_1 \frac{\hat{t}}{\Delta t} \left( 1 - \frac{\hat{t}}{\Delta t} \right) \quad \text{and} \quad \varphi_4 = 6N_2 \frac{\hat{t}}{\Delta t} \left( 1 - \frac{\hat{t}}{\Delta t} \right)
$$

(20)
This statement can be re-written as a system of two scalar equations becoming: find functions \( \hat{\xi} \) and \( \hat{u} \) such that

\[
\int_{t}^{t+\Delta t} \int_{0}^{L} \left( \frac{\partial \hat{\xi}}{\partial t} + \hat{\phi} \frac{\partial \hat{\xi}}{\partial x} + \hat{\xi} \frac{\partial \hat{\phi}}{\partial t} + \hat{\xi} \frac{\partial \hat{\phi}}{\partial x} + h \frac{\partial^2 \hat{\phi}}{\partial x \partial t} \right) \, dx \, dt = 0 \quad \forall \hat{\phi}
\]

\[
\int_{t}^{t+\Delta t} \int_{0}^{L} \left( \frac{\partial \hat{u}}{\partial t} + \hat{\phi} \frac{\partial \hat{u}}{\partial x} + \hat{u} \frac{\partial \hat{\phi}}{\partial t} + \hat{u} \frac{\partial \hat{\phi}}{\partial x} + h \frac{\partial^2 \hat{\phi}}{\partial x \partial t} \right) \, dx \, dt = 0 \quad \forall \hat{\phi}
\]

Figure 3. Basis functions \( \phi_3 \) and \( \phi_4 \), and their derivatives.
and

\[
\int_0^{t+\Delta t} \int_0^L \left( \frac{\partial \hat{c} \hat{u}}{\partial t} + \frac{\partial \hat{q}}{\partial x} + \frac{h^2}{3} \frac{\partial \hat{c}}{\partial x} \frac{\partial^2 \hat{u}}{\partial x \partial t} - \frac{h}{3} \frac{\partial \hat{c}}{\partial x} \frac{\partial^2 \hat{u}}{\partial x \partial t} \right) \, dx \, dt
\]

\[
+ \int_0^{t+\Delta t} \int_0^L \frac{\Delta x}{C_0} g \left( \frac{\partial \hat{c}}{\partial x} \frac{\partial \hat{c}^2 \hat{u}}{\partial x \partial t} + \frac{\partial \hat{c}}{\partial x} \frac{\partial \hat{q}}{\partial x} \right) \, dx \, dt
\]

\[
+ \int_0^{t+\Delta t} \int_0^L \frac{\Delta x \Delta t}{4C_0} \frac{\partial^2 \hat{c}}{\partial x \partial t} \frac{\partial \hat{q}}{\partial x} \, dx \, dt - \int_0^{t+\Delta t} \left[ \phi \frac{h^2}{3} \frac{\partial^2 \hat{u}}{\partial x \partial t} \right]_0^L \, dt = 0 \quad \forall \hat{\phi} \quad (22b)
\]

where \( \hat{p} \) and \( \hat{q} \) are, respectively, the depth-integrated local horizontal momentum density and the local wave energy density:

\[
\hat{p} = (h + \hat{z}) \hat{u} \quad \text{and} \quad \hat{q} = \frac{\hat{u}^2}{2} + g \hat{z}
\]

Within each element these quantities are approximated as

\[
\hat{p} = \sum_{i=1}^4 M_i (h_i + \hat{z}_i) \hat{u}_i \quad \text{and} \quad \hat{q} = \sum_{i=1}^4 M_i \left( \frac{\hat{u}_i^2}{2} + g \hat{z}_i \right)
\]

The second and third terms in the second integral in Equation (22a) and the third integral in the same equation can be disposed of in at least two ways of reasoning:

(a) when depth is constant in time, the integral of the product of two time derivatives of the shape and weighting functions, \( M_i \) and \( \phi_i \), will always be null;

(b) if \( \Delta x \sim \Delta t \sim \sigma \), then the terms in \( h^3 / 3 \) will be at least \( O(\sigma^4) \). Hence, they are of the same order of magnitude of the analytical error of the Boussinesq equations (8a) and (10a).

Therefore, we can replace Equation (22a) by

\[
\int_0^{t+\Delta t} \int_0^L \left( \frac{\partial \hat{c} \hat{u}}{\partial t} + \frac{\partial \hat{q}}{\partial x} \right) \, dx \, dt + \int_0^{t+\Delta t} \int_0^L \frac{\Delta x \Delta t}{4C_0} h \frac{\partial^2 \hat{c}}{\partial x \partial t} \frac{\partial \hat{q}}{\partial x} \, dx \, dt = 0 \quad \forall \hat{\phi} \quad (22c)
\]

Let us now discretize Equations (22b) and (22c) by means of the element shape functions (16) and of the weighting functions (20). The original set of partial differential equations may now be recast as a set of algebraic equations. We chose to consider the non-linear term, the bottom gradient term, and the \( \alpha \) and \( \beta \)-terms, as forcing terms. In this manner, the system matrices are linear, symmetric, and time independent. In a matrix-like fashion and neglecting the contribution of the boundary terms we may write that

\[
M \Delta \zeta = -\frac{\Delta t}{2} C(p^{(n+1)} + p^{(n)}) + \beta \frac{\Delta x \Delta t}{4C_0} K_h \Delta q \quad (23a)
\]

\[
(M + K_p) \Delta u = -\frac{\Delta t}{2} \left[ C(q^{(n+1)} + q^{(n)}) + \frac{\Delta x}{C_0} g K(p^{(n+1)} + p^{(n)}) \right]
\]

\[
+ C_h \Delta u - \frac{\Delta x}{C_0} g C^T \Delta \zeta + \beta \frac{\Delta x \Delta t}{4C_0} g K \Delta p \quad (23b)
\]
Herein $\zeta^{(n)}$, $u^{(n)}$, $p^{(n)}$, and $q^{(n)}$ stand for the nodal value vectors for functions $\zeta$, $u$, $p$, and $q$, respectively, computed at the time level $t_n$. The vectors of nodal increments, $\Delta \zeta$ and $\Delta u$, are
\begin{equation}
\Delta \zeta = \zeta^{(n+1)} - \zeta^{(n)} \quad \text{and} \quad \Delta u = u^{(n+1)} - u^{(n)}
\end{equation}

$M$, $C$, and $K$ are the usual element mass, convection, and diffusion matrices with entries, respectively,
\begin{equation}
M_{ij} = \langle N_i N_j \rangle, \quad C_{ij} = \left\langle \frac{dN_i}{dx} \frac{dN_j}{dx} \right\rangle \quad \text{and} \quad K_{ij} = \left\langle \frac{d^2N_i}{dx^2} \frac{d^2N_j}{dx^2} \right\rangle
\end{equation}

where $\langle \cdot \rangle$ stands for $\int_{x_j}^{x_{j+1}} (\cdot) \, dx$. Matrices $K_h$, $K_\sigma$, and $C_h$ have entries
\begin{align}
(K_h)_{ij} &= \sum_{k=1}^{2} \left\langle \frac{dN_i}{dx} \frac{dN_j}{dx} N_k \right\rangle h_k \\
(K_\sigma)_{ij} &= \frac{1}{3} \sum_{k=1}^{2} \sum_{\ell=1}^{2} \left\langle \frac{dN_i}{dx} N_k \frac{dN_j}{dx} N_\ell \right\rangle h_k h_\ell \\
(C_h)_{ij} &= \frac{1}{3} \sum_{k=1}^{2} \sum_{\ell=1}^{2} \left\langle N_i N_k \frac{dN_j}{dx} \right\rangle h_k h_\ell
\end{align}

In Equations (23), $C_0$, $\alpha$, and $\beta$ are computed assuming a constant mean depth over the element length.

3.1. Predictor–corrector

Having applied a bilinear FEM for the space and time discretization, an integration over each time slab is necessary. This is essentially equivalent to a one-step time integration scheme. Nevertheless, the non-linear nature of the Boussinesq equations still requires an iterative solution for this integration.

We propose a predictor–corrector scheme with two or three corrector steps. As we will show later, the optimal values for the coefficients $\alpha$ and $\beta$ will change at each step of this inner iteration.

**Predictor step:** Assuming that $p^{(n+1)} = p^{(n)}$ and $q^{(n+1)} = q^{(n)}$, and that $u^{(n+1)} = u^{(n)}$ in the slope induced term, the set of algebraic equations (23) may be recast as
\begin{align}
(M\Delta \zeta_0) &= -\Delta t C p^{(n)} \\
(M + K_\sigma)\Delta u_0 &= -\Delta t \left( C q^{(n)} + \frac{\alpha}{C_0} g K p^{(n)} \right)
\end{align}

The vectors of nodal increments, $\Delta \zeta_0$ and $\Delta u_0$, are, respectively,
\begin{equation}
\Delta \zeta_0 = \zeta_0^{(n+1)} - \zeta_0^{(n)} \quad \text{and} \quad \Delta u_0 = u_0^{(n+1)} - u_0^{(n)}
\end{equation}

The subscript ‘0’ indicates values computed at the predictor step.
Corrector steps: The system of equations to be solved at the $k$th corrector step are

$$\mathbf{M}\Delta \zeta_k = -\frac{\Delta t}{2} \mathbf{C}(p_{k-1}^{(n+1)} + p^{(n)}) + \beta_k \frac{\Delta x \Delta t}{4C_0} \mathbf{K} \Delta q_{k-1}$$  \hspace{1cm} (29a)

$$(\mathbf{M} + \mathbf{K}_\sigma) \Delta u_k = -\frac{\Delta t}{2} \left[ \mathbf{C}(q_{k-1}^{(n+1)} + q^{(n)}) + \alpha_k \frac{\Delta x}{C_0} g \mathbf{K}(p_{k-1}^{(n+1)} + p^{(n)}) \right]$$

$$+ C_h \Delta u_{k-1} - \alpha_k \frac{\Delta x}{C_0} g \mathbf{C}^T \Delta \zeta_{k-1} - \beta_k \frac{\Delta x \Delta t}{4C_0} g \mathbf{K} \Delta p_{k-1}$$  \hspace{1cm} (29b)

where

$$\Delta \zeta_k = \zeta^{(n+1)}_k - \zeta^{(n)}_k$$ and $$\Delta u_k = u^{(n+1)}_k - u^{(n)}_k$$  \hspace{1cm} (30)

The subscript ‘$k$’ denotes values computed at the $k$th corrector step.

4. ACCURACY AND STABILITY ANALYSIS

The accuracy and stability of the proposed PG FEM depend on the coefficients $\alpha$ and $\beta$ on the weighting functions. The values these coefficients shall assume will depend on the inner iterations strategy adopted to deal with the non-linear term. We shall begin by analysing the truncation error of the non-linear system of discrete equations (23) by means of the equivalent differential equation method (see Reference [42, Chapter 9]). Later we shall resort to a von Neumann analysis in the spectral space (see Reference [42, Chapter 8]) to establish the minimal number of corrector steps to be performed during the iterative solution within each time-slab.

4.1. Non-linear analysis

Let us write the non-dimensional counterpart of Equations (23), assuming a constant depth $h_0$, on a regular space–time finite element mesh, in what follows and for the sake of brevity, the prime will be dropped:

$$\mathbf{M}\Delta \hat{\zeta} = -\frac{\Delta t}{2} \mathbf{C}(p^{(n+1)} + p^{(n)}) + \beta \frac{\Delta x \Delta t}{4} \mathbf{K} \Delta \hat{q}$$  \hspace{1cm} (31a)

$$\left( \mathbf{M} + \frac{\sigma^2}{3} \mathbf{K} \right) \Delta \hat{u} = -\frac{\Delta t}{2} \left[ \mathbf{C}(q^{(n+1)} + q^{(n)}) + \alpha \Delta x \mathbf{K}(p^{(n+1)} + p^{(n)}) \right]$$

$$- \alpha \Delta x \mathbf{C}^T \Delta \hat{\zeta} + \beta \frac{\Delta x \Delta t}{4} \mathbf{K} \Delta \hat{p}$$  \hspace{1cm} (31b)

In Equations (31), the dimensionless momentum and wave energy densities are

$$\hat{p} = (1 + \hat{\zeta}) \hat{u} \quad \text{and} \quad \hat{q} = \frac{\hat{u}^2}{2} + \hat{\zeta}$$  \hspace{1cm} (32)
Assembling Equations (31) over the entire computational domain leads us to the following discrete equations for the \( i \)th node, away from the boundaries:

\[
\mathcal{L}_\xi = \frac{\Delta t}{6} \left[ (\hat{\zeta}_{i+1}^{n+1} + 4\hat{\zeta}_{i}^{n+1} + \hat{\zeta}_{i-1}^{n+1} - (\hat{\zeta}_{i+1}^{n} + 4\hat{\zeta}_{i}^{n} + \hat{\zeta}_{i-1}^{n}) \right] \\
+ \frac{\Delta t}{4} \left[ [(1 + \hat{\epsilon}_{i+1}^{n+1}) u_{i+1}^{n+1} - (1 + \hat{\epsilon}_{i-1}^{n+1}) u_{i-1}^{n+1}] \\
+ [(1 + \hat{\epsilon}_{i}^{n}) u_{i}^{n} - (1 + \hat{\epsilon}_{i}^{n}) u_{i}^{n}] \right] \\
+ \frac{\Delta t}{8} \left[ [(u_{i+1}^{n+1})^2 - 2(u_{i}^{n+1})^2 + (u_{i-1}^{n+1})^2] \\
- [(u_{i+1}^{n})^2 - 2(u_{i}^{n})^2 + (u_{i-1}^{n})^2] \right] \\
+ \beta \frac{\Delta t}{4} \left[ (\hat{\zeta}_{i+1}^{n+1} - 2\hat{\zeta}_{i}^{n+1} + \hat{\zeta}_{i-1}^{n+1}) - (\hat{\zeta}_{i+1}^{n} - 2\hat{\zeta}_{i}^{n} + \hat{\zeta}_{i-1}^{n}) \right] = 0 \quad (33a)
\]

and

\[
\mathcal{L}_{\bar{u}} = \frac{\Delta t}{6} \left[ (\hat{u}_{i+1}^{n+1} + 4\hat{u}_{i}^{n+1} + \hat{u}_{i-1}^{n+1} - (\hat{u}_{i+1}^{n} + 4\hat{u}_{i}^{n} + \hat{u}_{i-1}^{n}) \right] \\
+ \frac{\Delta t}{4} \left[ [(u_{i+1}^{n+1})^2 - (u_{i-1}^{n+1})^2] \\
+ [(u_{i+1}^{n})^2 - (u_{i-1}^{n})^2] \right] \\
+ \frac{\Delta t}{4} \left[ (\hat{\zeta}_{i+1}^{n} - \hat{\zeta}_{i}^{n} + \hat{\zeta}_{i-1}^{n}) \right] \\
- \frac{\sigma^2}{3\Delta x} [(u_{i+1}^{n+1} - 2\hat{u}_{i}^{n+1} + \hat{u}_{i-1}^{n+1}) - (u_{i+1}^{n} - 2\hat{u}_{i}^{n} + \hat{u}_{i-1}^{n})] \\
- \frac{\Delta x}{2} [(\hat{\zeta}_{i+1}^{n} - \hat{\zeta}_{i}^{n} + \hat{\zeta}_{i-1}^{n})] \\
- \frac{\Delta t}{2} \left[ [(1 + \hat{\epsilon}_{i+1}^{n+1}) u_{i+1}^{n+1} - 2(1 + \hat{\epsilon}_{i}^{n+1}) u_{i}^{n+1} + (1 + \hat{\epsilon}_{i-1}^{n+1}) u_{i-1}^{n+1}] \right] \\
+ [(1 + \hat{\epsilon}_{i}^{n}) u_{i}^{n} - 2(1 + \hat{\epsilon}_{i-1}^{n}) u_{i-1}^{n}] \\
+ \beta \frac{\Delta t}{4} \left[ [(1 + \hat{\epsilon}_{i}^{n+1}) u_{i+1}^{n+1} - 2(1 + \hat{\epsilon}_{i}^{n+1}) u_{i}^{n+1} + (1 + \hat{\epsilon}_{i-1}^{n+1}) u_{i-1}^{n+1}] \right] \\
- [(1 + \hat{\epsilon}_{i}^{n}) u_{i+1}^{n} - 2(1 + \hat{\epsilon}_{i}^{n}) u_{i}^{n} + (1 + \hat{\epsilon}_{i-1}^{n}) u_{i-1}^{n}] = 0 \quad (33b)
\]

where \( \hat{\zeta}_{i}^{n} = \hat{\zeta}(x_{i},t_{n}), \hat{u}_{i}^{n} = \hat{u}(x_{i},t_{n}), \) and \( (\hat{u}_{i}^{n})^2 = (\hat{u}(x_{i},t_{n}))^2. \)

Owing to the finite element truncation errors, the discrete algebraic operators \( \mathcal{L}_\xi \) and \( \mathcal{L}_{\bar{u}} \) are indeed better approximations for a set of differential equations other than (8a) and (10b). A new set of equations, the so-called equivalent differential equations of the numerical scheme, can be obtained from the discrete algebraic operators \( \mathcal{L}_\xi \) and \( \mathcal{L}_{\bar{u}} \), after replacing \( \hat{\zeta}_{i+\ell}^{(n+1/2+m)} \) and \( \hat{u}_{i+\ell}^{(n+1/2+m)} \), for \( m = -\frac{1}{2}, \frac{1}{2} \) and \( \ell = -1, 0, 1 \), by their fifth-order Taylor series approximation around \( \hat{\zeta}_{i}^{(n+1/2)} \) and \( \hat{u}_{i}^{(n+1/2)} \), respectively.

This new set of differential equations must be rearranged in order to replace higher time derivatives and/or cross time–space derivatives by equivalent space derivatives, except for \( \partial^3 \hat{u} / \partial x^2 \partial t \). This can be accomplished through recursive differentiation of the new equations and substitution.
onto themselves. Such a procedure will eventually lead us to the following set of equivalent
differential equations of which the proposed numerical scheme is a better approximation:

\[
\frac{\partial \hat{\zeta}}{\partial t} + \frac{\partial}{\partial x} \left[ (1 + \varepsilon \hat{\zeta}) \hat{u} \right] = \frac{1}{4} Cr \Delta x^2 \left( \beta - \frac{Cr}{3} \right) \frac{\partial^3 \hat{u}}{\partial x^3} + \mathcal{O}(\Delta x^4, \varepsilon \Delta x^2, \sigma^2 \Delta x^2) \tag{34a}
\]

and

\[
\frac{\partial \hat{u}}{\partial t} + \hat{u} \frac{\partial \hat{u}}{\partial x} + \frac{\partial \hat{\zeta}}{\partial x} \frac{\sigma^2}{3} \frac{\partial^3 \hat{u}}{\partial x^2 \partial t} = \frac{1}{4} Cr \Delta x^2 \left( \beta - \frac{Cr}{3} \right) \frac{\partial^3 \hat{\zeta}}{\partial x^3} - \frac{1}{12} \Delta x^3 \varepsilon (1 - 3 \beta Cr) \frac{\partial^4 \hat{u}}{\partial x^4} + \mathcal{O}(\Delta x^4, \varepsilon \Delta x^2, \sigma^2 \Delta x^2) \tag{34b}
\]

In Equations (34), \( Cr \) is the Courant number, defined as

\[
Cr = \frac{\Delta t'}{\Delta x'} \quad \text{or} \quad Cr = C_0 \frac{\Delta t}{\Delta x} \tag{35}
\]

It could be shown that for \( \beta = 0 \) and \( \varepsilon = 0 \), the proposed scheme is equivalent to the usual BG
finite element formulation in space, with trial and weighting functions defined in the same space
of linear polynomial functions, associated with a Crank–Nicholson finite difference scheme for
time integration. Comparison of Equations (34), and Equations (8a) and (10b), shows that for \( \beta = 0 \)
and \( \varepsilon = 0 \) the scheme would be affected by a second-order dispersion error and would possess no
dissipative character.

**Dispersion correction:** The proposed PG formulation can be made fourth-order accurate by
setting

\[
\beta = \frac{Cr}{3} \quad \text{and} \quad \varepsilon = 0 \tag{36}
\]

Such a choice for the coefficients eliminates the second-order numerical terms in Equations (34),
and the associated dispersion error, while no dissipation mechanism is added. The equivalent
differential equation is now a fourth-order approximation of the Boussinesq equations, provided that \( \varepsilon \sim \sigma^2 \sim \Delta x^2 \sim \Delta t^2 \):

\[
\frac{\partial \hat{\zeta}}{\partial t} + \frac{\partial}{\partial x} \left[ (1 + \varepsilon \hat{\zeta}) \hat{u} \right] = \mathcal{O}(\Delta x^4, \varepsilon \Delta x^2, \sigma^2 \Delta x^2) \tag{37a}
\]

and

\[
\frac{\partial \hat{u}}{\partial t} + \hat{u} \frac{\partial \hat{u}}{\partial x} + \frac{\partial \hat{\zeta}}{\partial x} \frac{\sigma^2}{3} \frac{\partial^3 \hat{u}}{\partial x^2 \partial t} = \mathcal{O}(\Delta x^4, \varepsilon \Delta x^2, \sigma^2 \Delta x^2) \tag{37b}
\]

Such a formulation, although highly accurate, does not possess any dissipative term, which are
associated with odd powers of \( \Delta x \). Therefore, some kind of filtering will be necessary for the
actual numerical code to be stable.

**Stability criterion:** Let us assume that \( \beta = Cr/3 \), and \( \varepsilon \neq 0 \). In this case the equivalent
differential equations read

\[
\frac{\partial \hat{\zeta}}{\partial t} + \frac{\partial}{\partial x} \left[ (1 + \varepsilon \hat{\zeta}) \hat{u} \right] = \mathcal{O}(\Delta x^4, \varepsilon \Delta x^2, \sigma^2 \Delta x^2) \tag{38a}
\]
For the scheme to be stable, the third-order linear term associated with the fourth derivative \( \partial^4 u / \partial x^4 \) in Equation (38b) shall have a negative coefficient. Several expressions could be chosen for \( \zeta \) to fulfil this condition. We propose

\[
\zeta = \frac{Cr^3}{1 - Cr^2} \quad \text{for } Cr < 1
\]

Hence, the equivalent differential equations become

\[
\frac{\partial \hat{u}}{\partial t} + \frac{\partial \hat{u}}{\partial x} + \frac{\partial \hat{\zeta}}{\partial x} - \frac{\sigma^2}{3} \frac{\partial^3 \hat{u}}{\partial x^3} = - \frac{1}{12} \Delta x^3 \zeta (1 - Cr^2) \frac{\partial^4 \hat{u}}{\partial x^4} + \mathcal{O} (\Delta x^4, \varepsilon \Delta x^2, \sigma^2 \Delta x^2)
\]

and

\[
\frac{\partial \hat{u}}{\partial t} + \frac{\partial \hat{u}}{\partial x} + \frac{\partial \hat{\zeta}}{\partial x} - \frac{\sigma^2}{3} \frac{\partial^3 \hat{u}}{\partial x^3} = - \frac{1}{12} Cr^3 \Delta x^3 \frac{\partial^4 \hat{u}}{\partial x^4} + \mathcal{O} (\Delta x^4, \varepsilon \Delta x^2, \sigma^2 \Delta x^2)
\]

Clearly, for stability to be attained the Courant number shall be smaller than 1. Nevertheless, nothing can be said on the higher-order terms that will also be a function of \( \zeta \) and \( \beta \). Their behaviour shall be investigated by means of a linear analysis in the spectral space.

### 4.2. Linear analysis

The equivalent differential equation method, although applicable to non-linear differential equations, is not convenient when a higher-order analysis is sought. For that purpose, a von Neumann analysis on the spectral space will be used. This analysis is restricted to the linearized equations.

Let us assume that a plane wave solution of the linearized, i.e. \( \varepsilon = 0 \), version of the discrete equations (31), at the time instant \( t_n = n \Delta t \) and at the \( j \)th node, can be expressed by the individual Fourier components:

\[
\begin{align*}
\hat{\zeta}_j^{(n)} &= G^n \hat{\zeta}_0^{(0)} e^{i j \Delta x} \\
\hat{u}_j^{(n)} &= G^n \hat{u}_0^{(0)} e^{i j \Delta x}
\end{align*}
\]

Herein, \( G \) is a complex propagation factor defined as

\[
G = e^{-(\hat{c}_t + \hat{s}) \Delta t}
\]

where \( \hat{c} \) and \( \hat{s} \) are the linear phase velocity and the damping ratio of the numerical wave, respectively. Under such conditions, a linear scheme is neutrally stable if \( |G| = 1 \), stable and dissipative if \( |G| < 1 \), and unstable if \( |G| > 1 \).

The complex propagation factor is computed by replacing expressions (41) into the linear version of Equations (31) and algebraically solving the resulting eigenvalue problem for \( G \). Two distinct
complex conjugate modes, \( G_1 \) and \( G_2 \), are obtained which correspond to two waves propagating in opposite directions:

\[
G = \frac{A\sigma^2 + B\Delta x^2 \pm 6\sqrt{C\Delta x^2\sigma^2 + (F + D^2\sigma^2)\Delta x^4}}{A\sigma^2 + (H - 6D\sigma)\Delta x^2}
\]  

(43)

where

\[
E = 3\beta Cr(1 - \cos \Delta x) - 2(1 + \cos \Delta x) - 2
\]

\[
A = 4E(1 - \cos \Delta x)
\]

\[
B = 4E - 9 Cr^2\beta^2(1 - \cos \Delta x)^2 + 3 Cr(4\beta + 3 Cr) \sin \Delta x^2 - 4(1 + \cos \Delta x)^2 + 4
\]

\[
C = 4E Cr^2 \sin^2 \Delta x (1 - \cos \Delta x)
\]

\[
D = Cr(1 - 3\beta Cr)(1 - \cos \Delta x)^2
\]

\[
F = -Cr^2 \sin^2 \Delta x E^2
\]

\[
H = 4E - 9 Cr^2\beta^2(1 - \cos \Delta x)^2 + 3 Cr(4\beta - 3 Cr) \sin \Delta x^2 - 4(1 + \cos \Delta x)^2 + 4
\]

(44g)

The phase velocity and the damping ratio of the numerical wave can be computed from \( G \) as

\[
\hat{c} = \text{Im} \left[ \frac{1}{Cr\Delta x} \log G \right] \quad \text{or} \quad \hat{c} = \frac{1}{Cr\Delta x} \arctan \left( \frac{-\text{Im} G}{\text{Re} G} \right)
\]

(45a)

\[
\hat{s} = \text{Re} \left[ \frac{1}{Cr\Delta x} \log G \right]
\]

(45b)

where \( \text{Re} \) and \( \text{Im} \) stand for the real and imaginary parts of a complex number, respectively. The numerical group velocity, \( \hat{c}_g \), is given by

\[
\hat{c}_g = \hat{c} + \sigma \frac{\hat{c}\hat{c}}{\partial \sigma} + \Delta x \frac{\hat{c}\hat{c}}{\partial \Delta x}
\]

(45c)

The general discrete expressions for \( \hat{c}, \hat{s}, \) and \( \hat{c}_g \) will depend on \( x \) and \( \beta \). The MacLaurin series of these dispersion parameters, for the positive direction propagation mode, \( G_1 \), are

\[
\hat{c} = 1 - \frac{1}{6} \sigma^2 + \frac{1}{24} \sigma^4 + \frac{1}{4} Cr\left( \beta - \frac{Cr}{3} \right) \Delta x^2 + \frac{1}{12} \left( \frac{Cr^2}{2} - \beta Cr - \frac{1}{6} \right) \Delta x^2\sigma^2
\]

+ \frac{1}{16} \left[ \beta^2 Cr^2 + \beta Cr \left( \frac{1}{3} - Cr^2 \right) + \frac{Cr^4}{5} + \frac{4}{45} \right] \Delta x^4 + \mathcal{O}(\sigma^6, \Delta x^6, \Delta x^4 \sigma^2, \Delta x^2 \sigma^4)
\]

(46a)

\[
\hat{c}_g = 1 - \frac{1}{2} \sigma^2 + \frac{5}{24} \sigma^4 + \frac{3}{4} Cr\left( \beta - \frac{Cr}{3} \right) \Delta x^2 + \frac{5}{12} \left( \frac{Cr^2}{2} - \beta Cr - \frac{1}{6} \right) \Delta x^2\sigma^2
\]

+ \frac{5}{16} \left[ \beta^2 Cr^2 + \beta Cr \left( \frac{1}{3} - Cr^2 \right) + \frac{Cr^4}{5} + \frac{5}{45} \right] \Delta x^4 + \mathcal{O}(\sigma^6, \Delta x^6, \Delta x^4 \sigma^2, \Delta x^2 \sigma^4)
\]

(46b)
and
\[ \hat{s} = \frac{1}{24} x (1 - 3 \beta Cr) \Delta x^3 + \mathcal{O} (\Delta x^5, \Delta x^3 \sigma^2) \] (46c)

These will be compared to their analytical counterparts. For this purpose, we notice that the MacLaurin series expansion of expressions (7) are
\[ c = 1 - \frac{1}{6} \sigma^2 + \frac{1}{24} \sigma^4 + \mathcal{O} (\sigma^6) \] (47a)
and
\[ c_g = 1 - \frac{1}{2} \sigma^2 + \frac{5}{24} \sigma^4 + \mathcal{O} (\sigma^6) \] (47b)
while the analytical damping ratio is null, i.e. \( s = 0 \).

After setting the \( \alpha \) and \( \beta \) coefficients to the previously proposed values (see Section 4.1):
\[ \beta = \frac{Cr}{3} \text{ and } \alpha = \frac{Cr^3}{1 - Cr^2} \] (48)
we obtain
\[ \hat{c} = 1 - \frac{1}{6} \sigma^2 + \frac{1}{24} \sigma^4 - \frac{1}{12} (1 - Cr^2) \Delta x^2 \sigma^2 - \frac{1}{144} (Cr^4 - 5 Cr^2 + 4) \Delta x^4 + \mathcal{O} (\sigma^6, \Delta x^6, \Delta x^4 \sigma^2, \Delta x^2 \sigma^4) \] (49a)
\[ \hat{c}_g = 1 - \frac{1}{2} \sigma^2 + \frac{5}{24} \sigma^4 - \frac{5}{144} (1 - Cr^2) \Delta x^2 \sigma^2 - \frac{1}{144} (Cr^4 - 5 Cr^2 + 4) \Delta x^4 + \mathcal{O} (\sigma^6, \Delta x^6, \Delta x^4 \sigma^2, \Delta x^2 \sigma^4) \] (49b)
and
\[ \hat{s} = \frac{1}{24} Cr^3 \Delta x^3 + \mathcal{O} (\Delta x^5, \Delta x^3 \sigma^2) \] (49c)

If we define \( \theta = \sigma / \Delta x' = h / \Delta x \) as a discretization parameter, we might see that
\[ \frac{\hat{c}}{c} = 1 - \frac{1}{36} \left( \frac{1}{20} Cr^4 - \frac{1}{2} Cr^2 \theta^2 - \frac{1}{4} Cr^2 + \frac{1}{2} \theta^2 + \frac{1}{5} \right) \Delta x^4 + \mathcal{O} (\Delta x^6) \] (50a)
\[ \frac{\hat{c}_g}{c_g} = 1 - \frac{5}{36} \left( \frac{1}{20} Cr^4 - \frac{1}{2} Cr^2 \theta^2 - \frac{1}{4} Cr^2 + \frac{1}{2} \theta^2 + \frac{1}{5} \right) \Delta x^4 + \mathcal{O} (\Delta x^6) \] (50b)

This shows us that the leading order truncation terms are fourth order in \( \Delta x \) for both the phase velocity and the group velocity, although five times larger for the latter. Both the amplitude and the phase accuracy depend on the wave number and on the depth, as \( \Delta x' = k \Delta x \) and \( \theta = \sigma / \Delta x' = h / \Delta x \).

For a coarse mesh, or near the shallow water limit, \( \theta \to 0 \), and for a relatively high Courant number, below 1, the phase velocity might become negative for the first propagation mode, while being null for the second propagation mode (see Figure 4 for \( \theta = 2 \)). As \( |G_2| = 1 \) for \( k \Delta x = \pi \), this might result in a non-damped and non-propagating wave for the shortest resolved wavelength, \( \lambda = 2 \Delta x \), which will induce the production of numerical noise. Close observation of the real and imaginary parts of \( G_1 \) and \( G_2 \) (see Figure 5) shows us that non-negative phase velocities for the first mode can be enforced provided that the real part of \( G_1 \) is positive or null for \( k \Delta x = \pi \). This
results in the following stability condition:

\[ Cr \leq 0.881 \]

This is not a very restrictive condition. Indeed in the shallow water limit, \( \theta \to 0 \), \( Cr < 0.538 \), and for \( \theta = 2 \), a usual minimal refinement in dispersive wave modelling, \( Cr \) can reach values up to 0.881 (cf. Figure 6).

We investigated the amplitude and phase accuracy of the scheme for three meshes: a very coarse mesh, \( \theta = 2 \), for which \( Cr_{\text{max}} = 0.881 \); a regular mesh, \( \theta = 5 \), for which \( Cr_{\text{max}} = 0.972 \); and a refined mesh, \( \theta = 10 \), for which \( Cr_{\text{max}} = 0.992 \). From the analysis of Figures 7–9, a first conclusion can be drawn: the choice of a time step will always be a balance between phase and amplitude accuracy. A higher Courant number will induce a higher phase accuracy, but also a larger amplitude error, as it will increase the amplitude dissipation. A detailed analysis will now be worked out for each of the referred discretizations.

For the very coarse mesh, \( \theta = 2 \), the range of validity of the Boussinesq model extends up to \( k\Delta x = \pi/4 \) (\( kh = \pi/2 \)), and waves are well resolved up to \( k\Delta x = \pi/2 \) (\( kh = \pi \)). We might expect such a low mesh resolution not to be found on any operational simulation but for a very shallow water, where a small depth will induce a small wave celerity and thus a low Courant number. For the waves in the Boussinesq range of validity, the amplitude error will stay below 0.5% for \( Cr < 0.8 \) (cf. Figure 7(a)). Shorter waves, those in the well-resolved range of wave numbers, suffer a amplitude reduction below 1% for \( Cr < 0.6 \), and below 3.5% for \( 0.6 < Cr < 0.8 \). Higher wave
numbers will be quickly dissipated. Phase accuracy is somehow worse: the phase error stays below 1% for \( Cr > 0.8 \), and between 1 and 2% for \( 0.4 < Cr < 0.8 \), in the model range of validity; for the shorter but well-resolved waves, the phase error will attain a maximum between 5 and 10% for \( 0.4 < Cr < 0.8 \) (cf. Figure 7(b)).

Figure 5. Real (—) and imaginary (– –) parts of the amplification factor at \( \theta = 2 \) and \( Cr = 0.9 \): (a) first mode, \( G_1 \), and (b) second mode, \( G_2 \).

Figure 6. Relationship between maximum Courant number and spatial mesh size \( \theta = h/\Delta x \).
4.3. Predictor–corrector

A von Neumann stability analysis is performed for the predictor–corrector scheme to be used for integration within a time-slab. The value for $G$ at each corrector step depends on the adopted
expressions for $\alpha$ and $\beta$, i.e. $\alpha_k$ and $\beta_k$, in the predictor step and in the previous corrector step. We analyse the MacLaurin series expansions of $\hat{c}$ and $\hat{s}$ at each inner iteration step.

**Predictor step:** For this step, the MacLaurin expansions of the numerical phase velocity and damping ratio are

$$\hat{c}_0 = 1 - \frac{1}{6} \sigma^2 - \left( \frac{1}{3} Cr^2 - \frac{1}{2} \alpha_0 Cr + \frac{1}{8} \alpha_0^2 \right) \Delta x^2 + \mathcal{O}(\Delta x^4, \Delta x^2 \sigma^2, \sigma^4)$$

(52a)

$$\hat{s}_0 = \frac{1}{2} (\alpha_0 - Cr) \Delta x + \left( \frac{1}{24} \alpha_0 + \frac{1}{4} Cr \alpha_0^2 - \frac{1}{2} Cr^2 \alpha_0 + \frac{1}{2} Cr^3 \right) \Delta x^3 - \frac{1}{6} (\alpha_0 - Cr) \Delta x \sigma^2 + \mathcal{O}(\Delta x^5, \Delta x^3 \sigma^2)$$

(52b)

Choosing

$$\alpha_0 = Cr$$

(53)

optimizes the damping ratio in the predictor step making it third order, while a second-order dispersion error stills exists. It is obvious from Equation (27) that the coefficient $\beta$ does not play any role on this step, and therefore $\beta_0 = 0$. The phase velocity and the damping ratio are now such that

$$\hat{c}_0 = 1 - \frac{1}{6} \sigma^2 + \frac{1}{24} Cr^2 \Delta x^2 + \mathcal{O}(\Delta x^4, \Delta x^2 \sigma^2, \sigma^4)$$

(54a)

$$\hat{s}_0 = \frac{1}{24} \Delta x^3 + \mathcal{O}(\Delta x^5, \Delta x^3 \sigma^2)$$

(54b)
To avoid negative phase velocities for the first mode of propagation, we impose that $\text{Re} G_1 \geq 0$ for $k x = \pi$, from where a new stability condition arises:

$$Cr < \frac{1}{6} \sqrt{3 + 12 \theta^2}$$

This is a much less restrictive condition than (51), except for $\theta < \sqrt{1955/34} \approx 1.3$. As in actual computations $\theta \geq 2$, condition (51) still applies.

First corrector step: In this step, both the $x_1$ and $\beta_1$ coefficients play an active role. The MacLaurin expansions for the wave velocity and damping ratio are now

$$\hat{c}_1 = 1 - \frac{1}{6} \sigma^2 + \frac{Cr}{4} \left( \beta_1 - \frac{Cr}{3} \right) \Delta x^2 + O(\Delta x^4, \Delta x^2 \sigma^2, \sigma^4)$$

(56a)

$$\hat{s}_1 = \frac{1}{8} \left[ \left( \frac{1}{3} - \frac{Cr^2}{2} \right) x_1 - Cr^2 \left( \beta_1 - \frac{Cr}{2} \right) \right] \Delta x^3 + O(\Delta x^5, \Delta x^3 \sigma^2)$$

(56b)

It is easy to see that the choice of

$$\beta_1 = \frac{Cr}{3}$$

(57)
will lead to a fourth-order approximation for the phase velocity. On the other hand, the dissipation term is not yet similar to the one in (46c). Hence, we preferred to set
\[ x_1 = 0 \]
which still keeps a third-order dissipative term in the first corrector step. The resulting MacLaurin expansions are now
\[
\dot{c}_1 = 1 - \frac{1}{6} \sigma^2 + \frac{1}{24} \sigma^4 - \frac{1}{72} (1 - Cr^2) \sigma^2 \Delta x^2 + \frac{1}{1440} (3 Cr^4 - 8 Cr^2 - 20) \Delta x^4 + \mathcal{O}(\Delta x^6, \Delta x^4 \sigma^2, \Delta x^2 \sigma^4, \sigma^6)
\]
\[ \hat{\sigma}_1 = \frac{1}{48} Cr^3 \Delta x^3 + \mathcal{O}(\Delta x^5, \Delta x^3 \sigma^2) \tag{59a} \]
\[ \hat{\sigma}_2 = \frac{1}{24} \left[ (1 - Cr^2) x_2 - 3 Cr^2 \left( \beta_2 - \frac{Cr}{3} \right) \right] \Delta x^3 + \mathcal{O}(\Delta x^5, \Delta x^3 \sigma^2) \tag{59b} \]
The leading dissipative term is positive for any value of the Courant number. In order to avoid non-positive phase velocities for the first mode of propagation, the stability condition for the first predictor step is
\[ Cr \lesssim \frac{1}{12} (1728 + 6912 \theta^2)^{1/4} \tag{60} \]
which is less restrictive than (51) for all \( \theta \), but \( \theta < \sqrt{3}/6 \approx 0.288 \). Thus, for operational conditions, \( \theta \geq 2 \), condition (51) still applies.

**Second corrector step**: At this step, the MacLaurin expansions of the linear phase velocity and damping ratio are
\[
\dot{c}_2 = 1 - \frac{1}{6} \sigma^2 + \frac{Cr}{4} \left( \beta_2 - \frac{Cr}{3} \right) \Delta x^2 + \mathcal{O}(\Delta x^4, \Delta x^2 \sigma^2, \sigma^4) \tag{61a} 
\]
\[
\hat{\sigma}_2 = \frac{1}{24} \left[ (1 - Cr^2) x_2 - 3 Cr^2 \left( \beta_2 - \frac{Cr}{3} \right) \right] \Delta x^3 + \mathcal{O}(\Delta x^5, \Delta x^3 \sigma^2) 
\]
Comparing these results with those found in Section 4.1 shows that the second corrector step already achieves the same accuracy of the equivalent differential equations, for similar \( \alpha \) and \( \beta \) coefficients:
\[ \beta_2 = \frac{Cr}{3} \quad \text{and} \quad x_2 = \frac{Cr^3}{1 - Cr^2} \tag{62} \]
Therefore, one finally obtains
\[
\dot{c}_2 = 1 - \frac{1}{6} \sigma^2 + \frac{1}{24} \sigma^4 - \frac{1}{72} (1 - Cr^2) \sigma^2 \Delta x^2 - \frac{1}{1440} \frac{28 Cr^6 + 5 Cr^4 - 34 Cr^2 + 8}{1 - Cr^2} \Delta x^4 + \mathcal{O}(\Delta x^6, \Delta x^4 \sigma^2, \Delta x^2 \sigma^4, \sigma^6)
\]
\[ \hat{\sigma}_2 = \frac{1}{24} Cr^3 \Delta x^3 + \mathcal{O}(\Delta x^5, \Delta x^3 \sigma^2) \tag{63b} \]
To avoid non-positive phase velocities for the first mode of propagation combined with zero phase velocities for the second propagation mode, the stability condition for the second predictor step is
\[ Cr \lesssim \frac{1}{12} (248832 + 995328 \theta^2)^{1/6} \tag{64} \]
which is less restrictive than (51) for all \( \theta \), and hence (51) still applies.
Figure 10. Numerical dissipation and phase velocity error for the second corrector step, at $\theta=10$ and $Cr=0.7$. First propagation mode (---) and second propagation mode (---): (a) amplification factor and (b) ratio between analytical and numerical phase velocity.

The behaviour of the higher-order terms in the predictor-corrector scheme is somehow different from the behaviour expected from the linear analysis conducted in Section 4.2. In the predictor-corrector scheme, a change in signal always occurs for the phase velocity due to a change in signal in the imaginary parts of the propagation factors $G_1$ and $G_2$. Nevertheless, the fact that this change occurs simultaneously on both modes guarantees the continuity of both the phase velocity and the amplification factor (see Figure 10). For large values of $Cr$ (below 1), the first propagation mode might even become negative for all values of $k\Delta x$. Analysis of the combined $G_1-G_2$ positive propagating modes shows us that on the second corrector step the phase velocity is null only for $k\Delta x = \pi$ (cf. Figure 11). This is somehow an improvement over the behaviour of the numerical scheme as predicted in Section 4.2.

Third corrector step: The MAPLE$^\text{TM}$ software was used for the symbolic computations, and it was impossible to get results for a third corrector step as the memory allocation failed. Nevertheless, in an earlier work [43] the authors showed that a similar scheme for the RLW equation would display the same leading error terms for both the second and the third corrector steps. The RLW model is the Boussinesq model counterpart for kinematic waves, and therefore one might expect that a similar behaviour will be found within the framework of the latter model. Besides that, comparison with the non-linear analysis in Section 4.1 allows us to conclude that the $\alpha$ and $\beta$ coefficients correction terms have already reached their final form and that further corrector steps shall use the same coefficients. Thus, a third corrector step with

$$\beta_3 = \beta_2 = \frac{Cr}{3} \quad \text{and} \quad \alpha_3 = \alpha_2 = \frac{Cr^3}{1-Cr^2}$$

(65)
shall keep the accuracy and stability of the scheme, while enhancing the precision of the non-linear terms. Although further analysis is still necessary, the results obtained herein for this formulation (see Section 5) seem to confirm this assumption.

5. NUMERICAL EXPERIMENTS AND CONVERGENCE RESULTS

Four numerical experiments are presented: the propagation of a solitary wave, the oscillation of a flat bottom closed basin, the oscillation of a non-flat bottom closed basin, and the propagation of a periodic wave over a submerged bar. Mass conservation of the numerical scheme is analysed, along with some accuracy and convergence properties. Unless stated otherwise, one predictor + two corrector steps were used for inner iteration within each time step.

5.1. Propagation of a solitary wave

For a flat bottom, the Boussinesq model (2) has a solitary wave solution [44] with a closed form given by [45]

\[ \zeta = \frac{a \text{sech}^2[\kappa(x-ct-x_0)]}{1+a \tanh^2[\kappa(x-ct-x_0)]} \]  
\[ \bar{u} = c \frac{\zeta}{h_0 + \zeta} \]  

Figure 11. Numerical dissipation and phase velocity error for the second corrector step, at \( \theta = 10 \) and \( Cr = 0.5 \) (- -), \( Cr = 0.7 \) (- -), and \( Cr = 0.9 \) (- -); (a) amplification factor and (b) ratio between analytical and numerical phase velocity.
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with

\[ \kappa = \frac{3a}{4h_0^2(h_0 + 0.68a)} \]  

(66c)

and

\[ c = \sqrt{gh_0} \frac{\sqrt{\frac{6(h_0 + a)^2}{a^2(3h_0 + 2a)}}}{(h_0 + a) \ln \left(1 + \frac{a}{h_0}\right) - a} \]  

(66d)

where \( a \) is the wave amplitude, \( h_0 \) is the water depth at rest, \( c \) is the wave velocity, and \( \kappa \) is the outskirt decay parameter.

The computational domain is long enough so that both \( \zeta \) and \( \tilde{u} \) vanish at the boundaries throughout the entire numerical simulation: \( x \in [-50, 1050] \) m. The water depth at rest is \( h_0 = 1.0 \) m and \( g = 9.81 \) m/s\(^2\). The finite element mesh size is \( \Delta x = 0.1 \) m, hence \( \theta = 10 \) and \( \Delta t = 0.025 \) s. The Courant number is \( Cr = \sqrt{gh_0 \Delta t / \Delta x} = 0.783 \). Two solitary waves, a weakly non-linear one, and a strongly non-linear one will be simulated.

The \( L_2 \)- and \( L_\infty \)-norms,

\[ L_2 = \left( \int_0^L (\hat{\zeta}^{(n)} - \zeta^{(exact)})^2 \, dx \right)^{1/2} \approx \left( \frac{\sum_1^N (\hat{\zeta}^{(n)}_j - \zeta^{(exact)}_j)^2}{\sum_1^N \zeta^{(exact)}_j} \right)^{1/2} \]  

(67a)

\[ L_\infty = \max_j \frac{|\hat{\zeta}^{(n)}_j - \zeta^{(exact)}_j|}{\max_j |\zeta^{(exact)}_j|} \approx \max_j \frac{|\hat{\zeta}^{(n)}_j - \zeta^{(exact)}_j|}{\max_j |\zeta^{(exact)}_j|} \]  

(67b)

measuring the mean and maximum differences between the analytical and numerical solution, will show how well the numerical scheme predicts the amplitude and position of the solitary wave along its propagation.

For the weakly non-linear wave, \( a = 0.1 \) m, hence \( \varepsilon = 0.1 \), one has that \( c = 3.282 \) m/s and \( \kappa = 0.2650 \) m\(^{-1}\). A characteristic wavelength is defined as \( \lambda = 2\pi / \kappa \) and calculated as 23.71 m, thus \( \lambda / \Delta x = 237 \), and the corresponding wave period, \( T = \lambda / c \), is estimated as 7.223 s. The initial wave crest is located at \( x_0 = 0 \). The numerical experiment is run up to \( t = 300 \) s, i.e. over 40 wave periods. An excellent match is found between the numerical results and the closed-form solution (cf. Figure 12(a)). Close observation of the wave properties (see Table I) shows that the total amplitude decrease stays below 0.05\% while the wave velocity is reproduced with an error below \( 0.5 \times 10^{-4} \) m/s. Mass is conserved throughout the simulation. This is consistent with the introduced stability mechanism showing that stability can be achieved without any mass loss. The evolution of the \( L_2 \)- and \( L_\infty \)-error norms, which display a monotonic increase at a very slow rate, demonstrate that the scheme is both stable and accurate, providing a good capture of both shape and position of the disturbance.

For the strongly non-linear wave, \( a = 0.6 \) m, hence \( \varepsilon = 0.6 \), one has that \( c = 3.892 \) m/s and \( \kappa = 0.5653 \) m\(^{-1}\). The estimated wavelength is \( \lambda = 11.11 \) m, thus \( \lambda / \Delta x = 111 \), and the wave period is \( T = 2.8556 \) s. The wave crest is located at \( x_0 = 0 \) for \( t = 0 \), and the numerical experiment is run...
up to $t = 150$ s, i.e. over 50 wave periods. Two runs were executed: the first run with one predictor + two corrector steps; the second run with one predictor + three corrector steps.

For the first run, the wave amplitude is underpredicted, and a phase error is evident (cf. Figure 13(a)). Nevertheless, the amplitude decrease is only ca. 2.1% after 50 wave periods (see Table I). The phase error is a result of the small decrease in the wave velocity, induced by the diminishing wave amplitude. In Table I one can also see that mass is conserved throughout the experiment, while the $L_2$- and $L_\infty$-error norms increase at a high rate, reaching 0.26 and 0.46 at $t = 150$ s, respectively.

For the second run, the computation registered a small phase error (cf. Figure 13(a)) although the wave velocity seems to be mostly well resolved (cf. Table I) throughout the experiment. The final wave amplitude shows a decrease below 0.6%. Mass is conserved throughout the experiment. The $L_2$- and $L_\infty$-error norms, although very small after the 150 s long simulation, respectively, 0.082 and 0.145, are an order of magnitude larger than the values registered for the 0.1 m amplitude wave. This is an expected feature as a non-linear truncation error of $\mathcal{O}(\varepsilon \Delta x^2)$ exists in the formulation (see Section 4.1).

A slower dispersive wave was detected trailing behind the solitary wave for both cases (cf. Figures 12(b) and 13(b)). The constant velocity and amplitude displayed by these dispersive waves seem to indicate that they result from an adjustment of the initial closed-form wave profile to the final numerical wave profile.
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Table I. Solitary wave propagation.

<table>
<thead>
<tr>
<th>t</th>
<th>a</th>
<th>(x_{\text{crest}})</th>
<th>(c_{\text{mean}})</th>
<th>Mass</th>
<th>(L_2)-norm</th>
<th>(L_\infty)-norm</th>
</tr>
</thead>
<tbody>
<tr>
<td>(s)</td>
<td>(m)</td>
<td>(m)</td>
<td>(m/s)</td>
<td>(m(^2))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\varepsilon=0.1), One predictor + two correctors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.1</td>
<td>0</td>
<td>0</td>
<td>0.73097</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>50</td>
<td>0.09982</td>
<td>164.1</td>
<td>3.282</td>
<td>0.73097</td>
<td>0.00181819</td>
<td>0.00448528</td>
</tr>
<tr>
<td>100</td>
<td>0.09972</td>
<td>328.2</td>
<td>3.282</td>
<td>0.73097</td>
<td>0.00303793</td>
<td>0.00798591</td>
</tr>
<tr>
<td>150</td>
<td>0.09968</td>
<td>492.3</td>
<td>3.282</td>
<td>0.73097</td>
<td>0.00392112</td>
<td>0.01031842</td>
</tr>
<tr>
<td>200</td>
<td>0.09965</td>
<td>656.4</td>
<td>3.282</td>
<td>0.73097</td>
<td>0.00468373</td>
<td>0.01236748</td>
</tr>
<tr>
<td>250</td>
<td>0.09962</td>
<td>820.5</td>
<td>3.282</td>
<td>0.73097</td>
<td>0.00542512</td>
<td>0.01441408</td>
</tr>
<tr>
<td>300</td>
<td>0.09959</td>
<td>984.6</td>
<td>3.282</td>
<td>0.73097</td>
<td>0.00618484</td>
<td>0.01654256</td>
</tr>
<tr>
<td>(\varepsilon=0.6), One predictor + two correctors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.6</td>
<td>0</td>
<td>0</td>
<td>1.8060</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>25</td>
<td>0.5965</td>
<td>97.2</td>
<td>3.889</td>
<td>1.8060</td>
<td>0.0220270</td>
<td>0.0304642</td>
</tr>
<tr>
<td>50</td>
<td>0.5943</td>
<td>194.4</td>
<td>3.889</td>
<td>1.8060</td>
<td>0.0448079</td>
<td>0.0729648</td>
</tr>
<tr>
<td>75</td>
<td>0.5930</td>
<td>291.6</td>
<td>3.884</td>
<td>1.8060</td>
<td>0.0813827</td>
<td>0.1403265</td>
</tr>
<tr>
<td>100</td>
<td>0.5909</td>
<td>388.7</td>
<td>3.884</td>
<td>1.8060</td>
<td>0.1304228</td>
<td>0.2297555</td>
</tr>
<tr>
<td>125</td>
<td>0.5894</td>
<td>485.8</td>
<td>3.884</td>
<td>1.8060</td>
<td>0.1900138</td>
<td>0.3377902</td>
</tr>
<tr>
<td>150</td>
<td>0.5874</td>
<td>582.8</td>
<td>3.880</td>
<td>1.8060</td>
<td>0.2571908</td>
<td>0.4557935</td>
</tr>
<tr>
<td>(\varepsilon=0.6), One predictor + three correctors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.6</td>
<td>0</td>
<td>0</td>
<td>1.8060</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>25</td>
<td>0.5977</td>
<td>97.2</td>
<td>3.888</td>
<td>1.8060</td>
<td>0.0176478</td>
<td>0.0229320</td>
</tr>
<tr>
<td>50</td>
<td>0.5980</td>
<td>194.5</td>
<td>3.892</td>
<td>1.8060</td>
<td>0.0248693</td>
<td>0.0368565</td>
</tr>
<tr>
<td>75</td>
<td>0.5977</td>
<td>291.8</td>
<td>3.892</td>
<td>1.8060</td>
<td>0.0350702</td>
<td>0.0565730</td>
</tr>
<tr>
<td>100</td>
<td>0.5969</td>
<td>389.0</td>
<td>3.888</td>
<td>1.8060</td>
<td>0.0481238</td>
<td>0.0812710</td>
</tr>
<tr>
<td>125</td>
<td>0.5969</td>
<td>486.3</td>
<td>3.892</td>
<td>1.8060</td>
<td>0.0638958</td>
<td>0.1107875</td>
</tr>
<tr>
<td>150</td>
<td>0.5965</td>
<td>583.5</td>
<td>3.888</td>
<td>1.8060</td>
<td>0.0822760</td>
<td>0.1448000</td>
</tr>
</tbody>
</table>

**Convergence:** The difference between two numerical solutions is measured by the \(L_1\)-error norm as

\[
L_1^{(n)} = \frac{\sum_{j=1}^{N^{(n)}} \| \zeta_j^{(n)} - \zeta_j^{(n+1)} \|}{\sum_{j=1}^{N^{(n)}} \| h_0 + \zeta_j \|}
\]

(68)

where \(\zeta^{(n)}\) and \(\zeta^{(n+1)}\) are the numerical solutions for the \(n\)th and \((n+1)\)th meshes, respectively, \(N^{(n)}\) is the number of points in the \(n\)th mesh, and \(h_0\) is the water depth at rest. The Cauchy convergence rate for mesh (or time) refinement can be estimated experimentally from a geometric sequence of \(L_1\)-norms, by successively refining the numerical resolution, i.e.

\[
r = \frac{\log[(L_1^{(n)} - L_1^{(n+1)})/(L_1^{(n+1)} - L_1^{(n+2)})]}{\log Q}
\]

(69a)

where

\[
Q = \frac{\Delta t^{(n)}}{\Delta t^{(n+1)}} = \frac{\Delta t^{(n+1)}}{\Delta t^{(n+2)}} \quad \text{or} \quad Q = \frac{\Delta t^{(n)}}{\Delta t^{(n+1)}} = \frac{\Delta t^{(n+1)}}{\Delta t^{(n+2)}}
\]

(69b)

Computations were carried out for about two wave periods.

Figure 13. Strongly non-linear solitary wave, $\varepsilon=0.6$, propagating over 50 wavelengths: (a) numerical solution for one predictor + three corrector steps (---); numerical solution for one predictor + two corrector steps (--); closed form (···) and (b) dispersive tails at $t=0$, 50, 100, and 150 s, for one predictor + three corrector steps. Results for $t=100$, 200, and 300 s are shifted with 0.1, 0.2, and 0.3 m, respectively, relative to the vertical axis.

The spatial discretization convergence was analysed using a fixed time step $\Delta t=0.0075$ s and two geometric sequences for $\Delta x$: $\Delta x=0.1/2^{n-1}$ m, $n=1\ldots6$, and $\Delta x=0.6667/2^{n-1}$ m, $n=1\ldots5$. Results are presented in Figure 14(a). For the weakly non-linear wave, $\varepsilon=0.1$, the mean convergence rate for spatial discretization is $\bar{r}=2.09$, while for the strongly non-linear wave, $\varepsilon=0.6$, $\bar{r}=2.19$. The ideal slope for a second-order spatial discretization convergence is well recovered, except for the very coarse mesh with $\theta=1$. The results clearly show that the truncation error associated with the spatial discretization is $O(\Delta x^2)$. As a truncation error term of $O(\varepsilon\Delta x^2, \sigma^2\Delta x^2)$ exists, mesh or time-step refinement can only lead to a second-order rate of convergence, as $\varepsilon$ and $\sigma$ remain constant.

A similar convergence test was performed for time discretization. A constant mesh size, $\Delta x=\frac{1}{8}$ m, hence $\theta=6$, was used, along with two geometric sequences for $\Delta t$: $\Delta t=0.05/2^{n-1}$ s, $n=1\ldots6$, and $\Delta t=0.03333/2^{n-1}$ s, $n=1\ldots5$. Results are presented in Figure 14(b). Again the second-order ideal slope is well recovered except for the first time-step size, for which $Cr=0.94$, which might be too close to the scheme stability limit. The computed mean convergence rates were $\bar{r}=2.81$ and $\bar{r}=2.51$ for $\varepsilon=0.1$ and 0.6, respectively. These values were corrected to $\bar{r}^*=2.30$ and 2.40 after removal of the results for the coarser time-step size, confirming that the truncation error related to the time discretization is $O(\Delta t^2)$. As expected, a strong non-linearity does not affect the convergence rate of the formulation.
5.2. Closed basin oscillation

We analyse the convergence of the scheme and its conservation properties for the oscillation of a closed flat basin.

For the convergence test, the basin is 9 m long and 0.45 m deep. The boundaries are closed, hence the boundary conditions are \( \bar{u}(-4.5, t) = \bar{u}(4.5, t) = 0 \). The initial condition is a free-surface Gaussian-shaped hump, with null velocity in the whole domain. The hump is centred at \( x_0 \)

\[
\zeta(x) = a \exp \left[ -\frac{1}{2\mu^2} (x - x_0)^2 \right]
\]  

(70)

where \( a \) is the hump amplitude, \( \mu = 0.5 \text{ m} \) is the shape parameter, and \( x_0 = 0 \). The behaviour of the solution is analysed for two waves: a weakly non-linear wave with \( a = 0.045 \text{ m} \), hence \( \varepsilon = 0.1 \); a strongly non-linear wave with \( a = 0.225 \text{ m} \), hence \( \varepsilon = 0.5 \). The linear oscillation modes of the basin have wave numbers

\[
k_n = \frac{n\pi}{L} \quad \text{for } n = 1 \ldots \infty
\]  

(71)

where \( L \) is the basin length. The natural frequencies, \( \omega_n \), are given by the Boussinesq dispersion relation:

\[
\omega_n^2 = gk_n \frac{k_nh_0}{1 + (k_nh_0)^2/3}
\]  

(72)
Figure 15. Closed basin free-surface profiles: (a) $\varepsilon = 0.1$ and (b) $\varepsilon = 0.5$. 

Figure 16. Discretization errors for the oscillation of a closed basin. Ideal second-order slope (– –); numerical errors for $\varepsilon = 0.1$ (●); and numerical errors for $\varepsilon = 0.5$ (▲). Convergence for (a) mesh refinement and (b) time-step refinement.

where $h_0$ is the basin depth. The lowest resonance period, corresponding to the first symmetric mode, $n = 2$, is $T_2 = 4.3534 \text{s}$. The simulations were run up to $t = 9 \text{s} \approx 2T_2$. In Figure 15 the free-surface profiles are shown when a regular finite element mesh with $\Delta x = 0.045 \text{m}$ and a time step $\Delta t = 0.017 \text{s}$ ($Cr = 0.79$ and $\theta = 10$) is used.

The spatial discretization convergence was analysed using a fixed time step $\Delta t = 0.005 \text{s}$ and two geometric sequences for $\Delta x$: $\Delta x = 0.45/2^n \text{m}$, $n = 1 \ldots 6$, and $\Delta x = 0.3/2^n \text{m}$, $n = 1 \ldots 5$. Results are presented in Figure 16(a). For the weakly non-linear wave, the mean convergence rate for spatial discretization is $\bar{r} = 2.18$, while for the strongly non-linear wave it is $\bar{r} = 1.88$. The ideal slope for a second-order spatial discretization convergence is well recovered, except for the
strongly non-linear wave in a very coarse mesh with $\theta = 1$. Removal of this mesh from the analysis improves the Cauchy convergence rate to $\bar{r}^* = 2.03$. The spatial discretization is clearly $O(\Delta x^2)$ accurate.

The convergence test was also performed for time discretization. A constant mesh size, $\Delta x = 0.075\text{m}$, hence $\theta = 6$, was used, along with two geometric sequences for $\Delta t$: $\Delta t = 0.0345/2^{n-1}\text{s}$, $n = 1 \ldots 6$, and $\Delta t = 0.023/2^{n-1}\text{s}$, $n = 1 \ldots 5$. Results are presented in Figure 16(b). The second-order ideal slope is well recovered except for the first time step size, for which $Cr = 0.97$, which might be too close to the scheme stability limit. The computed mean convergence rates were $\bar{r} = 2.49$ and 2.59 for $\varepsilon = 0.1$ and 0.6, respectively. These values were corrected to $\bar{r}^* = 2.05$ and 2.12 after removal of the results for the coarser time step size, confirming that the time discretization error is $O(\Delta t^2)$.

As previously shown in Section 2.2, the present Boussinesq model is not energy conservative. Nevertheless, in the closed basin problem the extra terms in (12a) have an oscillating behaviour and some averaged energy conservation behaviour might be displayed. Let us consider again the basin oscillation case for an initial Gaussian hump located at its centre. Following Reference [27] the basin length was set to $L = 20\text{m}$ with depth $h_0 = 1\text{m}$. The shape parameter was set to $\mu = 0.3\text{m}$ and the amplitude was $a = 0.3\text{m}$, thus ensuring some non-linearity, $\varepsilon = 0.3$, while dispersion will also have an influence. Two numerical discretizations were used: $\Delta x_1 = 0.05\text{m}$ and $\Delta t_1 = 0.01268\text{s}$; and $\Delta x_2 = 0.025\text{m}$ and $\Delta t_2 = 0.00634\text{s}$. Thus, $Cr_1 = Cr_2 = 0.794$, and $\theta_1 = 20$ and $\theta_2 = 40$. The basin’s first symmetric resonance mode is $T_2 = 6.490\text{s}$, and the simulation was run up to $t = 40960\Delta t \approx 80T_2$. During the simulations, non-linearity and dispersion will favour the wave–wave interaction and the redistribution of energy at several wave numbers, thus allowing the observation of the effect of the proposed dissipation mechanism.

Again the scheme showed very good mass conservation properties. In both runs wave mass was preserved: a constant figure (up to nine significant digits) was registered.

A fine discretization is necessary for good wave profile description. Comparison of the free-surface profiles for both meshes shows that already at $t \approx T_2$ (see Figure 17) the short length features of the wave are not well reproduced by the coarser mesh. This might be due to a stronger energy dissipation on this mesh.

Time histories of total energy are depicted in Figure 18. The registered high-frequency oscillations in total energy are an intrinsic property of Boussinesq model and do not result from any
feature of the numerical scheme. The least-squares method was used to find a best fit for a linear mean energy dissipation rate. For the coarse mesh, mean energy dissipation stands about 14% after 519 s, while for the refined mesh dissipation is reduced to just 2.1%.

In Figure 19 the power density spectra obtained at $x=0$ are shown (averaged for four time-series of length $\approx 20T_2$). It is clear that the basin oscillates with its natural frequencies (symmetric modes only). The first 24 modes are identified in the figure. The modes higher than the 24th lay in the region $[0.79, 0.86]$ Hz and are not identified in the figure. The dissipation mechanism prevents energy from concentrating on the shortest wavelengths, thus inhibiting the blow-up of the simulations. Comparison of the results for the coarse and the refined meshes clearly shows that the third-order dissipation mechanism only affects the highest wavelengths: those with frequencies above 0.5 Hz on this case, and that only the frequencies above 0.7 Hz show a significant decrease in energy density.

5.3. Closed non-flat basin oscillation

Let us consider again a 9 m long basin. The combined effect of a sinusoidal-like bottom shape and of a non-uniform finite element mesh upon convergence will be considered. The basin depth is 0.45 m at the deepest points and 0.225 m at the shallowest one (see Figure 20).

The initial condition is the free-surface Gaussian-shaped hump described by Equation (70) and centred at $x_0=0$, with amplitude $a=0.09$ m, and shape parameter $\mu=0.5$ m. Initial velocity is null.
all over the domain. The non-linearity parameter varies from \( \varepsilon = 0.2 \) at \( x = \pm 4.5 \) m to \( \varepsilon = 0.4 \) at \( x = 0 \). Within each time step, one predictor + two corrector steps were used.

The spatial discretization convergence was analysed using two sequences of non-uniform meshes. For the first sequence, the initial mesh was such that \( 0.218 \leq x_1 \leq 0.45 \) m (cf. Figure 20), and the geometric sequence was \( \Delta x = x_{1n} / 2^{n-1} \) m, \( n = 1 \ldots 6 \). For the second sequence, the initial mesh was such that \( 0.145 \leq x_1 \leq 0.3 \) m, and the geometric sequence was \( \Delta x = x_{1n} / 2^{n-1} \) m, \( n = 1 \ldots 5 \). The results are represented in Figure 21(a). The mean convergence rate for spatial discretization is \( \bar{r} = 1.84 \). The ideal slope for second-order convergence is well recovered, but for the very coarse mesh (\( \theta = 1 \)). Removal of this mesh from the analysis improves the Cauchy convergence rate to \( \bar{r}^* = 1.97 \), showing that a \( O(\Delta x^2) \) accuracy is achieved.

The convergence rate was also analysed for the time discretization. A non-uniform mesh such that \( 0.03625 \leq x \leq 0.075 \) m was used, along with two geometric sequences for \( \Delta t: \Delta t = 0.01725 / 2^{n-1} \) s, \( n = 1 \ldots 6 \), and \( \Delta t = 0.0115 / 2^{n-1} \) s, \( n = 1 \ldots 5 \). The ideal slope for second-order convergence is well recovered. The results are represented in Figure 21(b). The mean convergence rate for time discretization is \( \bar{r} = 1.99 \), confirming the \( O(\Delta t^2) \) accuracy. These results allow us to conclude that a non-flat bottom or a non-uniform mesh does not affect the convergence rate of the proposed finite element scheme.

### 5.4. Wave propagation over a submerged bar

We simulate the propagation of a periodic sinusoidal wave over a submerged bar. The numerical results for both the proposed PG scheme and a BG scheme for which the weighting function coefficients, \( \alpha \) and \( \beta \) are identically null are compared with experimental data [46].

Water depth is 0.86 m away from the bar and 0.20 m over the bar crest. The numerical channel is 43 m long. The wave amplitude is \( a = 0.02 \) m, the wave period is \( T = 2.857 \) s, and the wavelength is \( \lambda = 7.709 \) m according to Airy’s linear theory (or \( \lambda = 7.689 \) m, according to the Boussinesq model). \( \Delta x = 0.1 \) m and \( \Delta t = 1 / 30 \) s, so that \( \theta = 8.6 \), \( Cr = 0.97 \) and \( kh = 0.70 \approx \pi / 5 \) at the wave inlet, thus in the Boussinesq validity range, and \( \theta = 2 \) and \( Cr = 0.47 \) over the bar crest.

Eleven wave gauges were used (cf. Table II and Figure 22). The boundary conditions were: on the seaward side

\[
\hat{\zeta}(0, t) = c \zeta^*(0, t) \quad \text{and} \quad \hat{u}(0, t) = c \frac{\zeta^*_1(0, t)}{h + \zeta^*_1(0, t)}
\]  

\( (73a) \)
where $\tilde{\zeta}_{1}^e$ stands for the experimental signal at Gauge 1; on the leeward side, a radiation condition was imposed

$$\hat{u}(43, t) = c \frac{\tilde{\zeta}(43, t)}{h + \tilde{\zeta}(43, t)}$$

(73b)

At both boundaries, $c$ is the wave velocity for $T = 2.857 s$ according to the Boussinesq dispersion relation (6).

During propagation on the seaward side of the bar, the wave is essentially made up of only one harmonic. At the upward slope, higher harmonics are generated due to the increasing non-linear interaction. Over the bar crest dispersion and non-linearity effects are in balance, and the different harmonics become locked and propagate in phase in a solitary wave fashion. These harmonics are quickly set free on the downward slope, where dispersion dominates.

In Figure 23, the non-dissipative and oscillation prone character of the BG scheme is clearly shown: a very short length non-propagating disturbance is polluting the numerical solution. On the
other hand, the PG solution does not display any such numerical noise, while still capturing the main wave features.

Figure 24 displays the comparison of time histories of the free-surface elevation between numerical results and experimental data at Gauges 4–6 and 9–11. A small phase correction due to the $\beta$-coefficient is apparent in the PG solution from Gauge 5 downwards. Wave phase and amplitude are well captured, except for the last three gauges. Spectral analysis (see Figure 25) shows us that for Gauges 9–11 the third and higher harmonics are not reproduced. This is due to the fact that these harmonics have frequencies higher than 0.93 Hz which, for $h=0.86\,\text{m}$, is the asymptotic limit of the Boussinesq equations (the limit for the discrete equations is even lower). On the other hand, the second component, for which $T=1.428\,\text{s}$, is actually larger than the first component at the outward boundary. This might lead to an error of at most 3.6% in the wave velocity in boundary condition (73b). However, tests performed using a domain long enough for boundary reflection not to occur showed this error to be negligible.

6. CONCLUSIONS

We presented a PG method for the one-dimensional depth-integrated weakly non-linear and dispersive Boussinesq wave equations. Space–time finite elements are used for a full discretization. The
shape functions are bilinear in space and time, and the weighting functions are linear in space and quadratic in time. Both the shape and the weighting functions have \( C^0 \)-continuity. Inclusion of extra upwind terms in the weighting functions allowed for dispersion correction and for the introduction of a high-order dissipation mechanism. Accuracy and stability were deeply investigated using numerical analysis: truncation analysis and von Neumann’s spectral analysis showed the scheme to be fourth-order phase accurate with a third-order highly selective dissipation mechanism. Four applications were addressed that showed the numerical scheme to be able to accurately reproduce the expected features of the Boussinesq model for solitary wave propagation, closed basin oscillation for both a flat bottom and a non-flat bottom basin, and propagation of a periodic wave over a submerged bar. In the latter case study, laboratory experiments were used for comparison and the Boussinesq model shortcomings became immediately evident. A convergence analysis showed the scheme to possess a full second-order convergence rate for both element size and time-step discretization. The system matrix is symmetric and constant throughout the simulations. This is an important feature of the scheme because extensions in two horizontal dimensions with relatively large-scale domains to be discretized will be affordable in terms of computational cost. An extension of the scheme to two horizontal dimensions, using bilinear quadrilateral unstructured meshes in space, can be obtained, based on the weighting function suggested in Reference [47].
Figure 25. Amplitude spectra of experimental data (···) and numerical PG results (—).

Nevertheless, special care must be taken due to the presence of cross derivatives in the stabilizing term. An application of a similar scheme to the enhanced Boussinesq models is being investigated, although accuracy might still be restricted to the third order.

APPENDIX A

For a non-flat bottom, the derivation of the equivalent differential equations is slightly more complex, but a system of equations with a third-order truncation error can also obtained.
Let us write the non-dimensional counterpart of Equations (23):

\[ M \Delta \zeta = -\frac{\Delta t}{2} C (p^{(n+1)} + p^{(n)}) + \beta \frac{\Delta x \Delta t}{4 \sqrt{h}} K_h \Delta q \]  

(A1a)

\[ M + \sigma^2 K_{\sigma} \Delta u = -\frac{\Delta t}{2} \left[ C (q^{(n+1)} + q^{(n)}) + \frac{\Delta x}{\sqrt{h}} K (p^{(n+1)} + p^{(n)}) \right] + \beta \epsilon C_h^u \Delta u - \frac{\Delta x}{\sqrt{h}} C^T \Delta \zeta + \beta \frac{\Delta x \Delta t}{4 \sqrt{h}} K \Delta p \]  

(A1b)

In Equations (A1), \( h \) is the element dimensionless mean depth, while the dimensionless momentum and wave energy densities are

\[ \hat{p} = (h + \epsilon \hat{\zeta}) \hat{u} \quad \text{and} \quad \hat{q} = \epsilon \hat{u}^2 + \hat{\zeta} \]  

(A2)

and matrix \( C_h^u \) has entries

\[ (C_h^u)_{ij} = \frac{1}{3} \sum_{k=1}^{2} \sum_{\ell=1}^{2} \left( N_i N_k \frac{dN_i}{dx} \frac{dN_j}{dx} \right) h_k h_\ell \]  

(A3)

Assuming a regular finite element mesh and assembling Equations (A1) over the entire computational domain lead us to the following discrete equations for the \( i \)th node away from the boundaries:

\[ \mathcal{L}_{\zeta} = \frac{\Delta x}{6} \left[ \left( \hat{\zeta}_{i+1}^{(n+1)} + 4 \hat{\zeta}_i^{(n+1)} + \hat{\zeta}_{i-1}^{(n+1)} \right) - \left( \hat{\zeta}_{i+1}^{(n)} + 4 \hat{\zeta}_i^{(n)} + \hat{\zeta}_{i-1}^{(n)} \right) \right] 

+ \frac{\Delta t}{4} \left[ \left( h_{i+1} + 2 h_i + h_{i-1} \right) \hat{u}_i^{(n+1)} - \left( h_{i+1} + \epsilon \hat{\zeta}_{i+1}^{(n+1)} \right) \hat{u}_{i+1}^{(n+1)} \right] 

+ \left[ \left( h_{i+1} + \epsilon \hat{\zeta}_{i+1}^{(n)} \right) \hat{u}_{i+1}^{(n)} - \left( h_{i-1} + \epsilon \hat{\zeta}_{i-1}^{(n)} \right) \hat{u}_{i-1}^{(n)} \right] 

\left( \frac{\Delta \zeta}{\Delta t} \right) - \frac{\Delta x}{24 \Delta t} \left( \hat{h}_{i-1} + h_i \right) \left( \hat{\zeta}_{i-1}^{(n+1)} - \hat{\zeta}_{i-1}^{(n)} \right) - \left( h_{i-1} + 2 h_i + h_{i+1} \right) \left( \hat{\zeta}_i^{(n+1)} - \hat{\zeta}_i^{(n)} \right) 

+ \left( h_i + h_{i+1} \right) \left( \hat{\zeta}_{i+1}^{(n+1)} - \hat{\zeta}_{i+1}^{(n)} \right) 

\left( \frac{\Delta \zeta}{\Delta t} \right) - \frac{\epsilon \Delta t^2}{48 \Delta x} \left( \hat{h}_{i-1} + h_i \right) \left[ \left( \hat{u}_{i-1}^{(n+1)} \right)^2 - \left( \hat{u}_{i-1}^{(n)} \right)^2 \right] - \left( h_{i-1} + 2 h_i + h_{i+1} \right) \left[ \left( \hat{u}_i^{(n+1)} \right)^2 - \left( \hat{u}_i^{(n)} \right)^2 \right] 

+ \left( h_i + h_{i+1} \right) \left[ \left( \hat{u}_{i+1}^{(n+1)} \right)^2 - \left( \hat{u}_{i+1}^{(n)} \right)^2 \right] = 0 \]  

(A4a)

and

\[ \mathcal{L}_{\hat{u}} = \frac{\Delta x}{6} \left[ \left( \hat{u}_{i+1}^{(n+1)} + 4 \hat{u}_i^{(n+1)} + \hat{u}_{i-1}^{(n+1)} \right) - \left( \hat{u}_{i+1}^{(n)} + 4 \hat{u}_i^{(n)} + \hat{u}_{i-1}^{(n)} \right) \right] 

+ \frac{\epsilon \Delta t^2}{4} \left[ \left( \hat{u}_{i+1}^{(n+1)} \right)^2 - \left( \hat{u}_{i-1}^{(n+1)} \right)^2 \right] + \left[ \left( \hat{u}_i^{(n+1)} \right)^2 - \left( \hat{u}_i^{(n)} \right)^2 \right] \]  

(A4b)
\[ + \frac{\Delta t}{4} \left( \frac{\hat{\xi}(n+1)_{i+1}}{\xi(n+1)_{i-1}} + \frac{\hat{\xi}(n+1)_{i+1} - \hat{\xi}(n)_{i-1}}{\xi(n+1)_{i-1}} \right) \]

\[ - \frac{\sigma^2}{9 \Delta x} \left( (h_{i+1}^2 + h_{i-1} h_i + h_i^2)(\hat{u}^{(n+1)}_{i-1} - u^{(n)}_i) \right) \]

\[ - (h_{i+1}^2 + h_{i-1} h_i + 2h_i^2 + h_i h_{i+1} + h_{i+1}^2)(\hat{u}^{(n+1)}_i - \hat{u}^{(n)}_i) \]

\[ + (h_i^2 + h_i h_{i+1} + h_{i+1}^2)(\hat{u}^{(n+1)}_{i+1} - \hat{u}^{(n)}_{i+1}) \]

\[ - \left( \frac{\Delta t^2}{2 \Delta x} \left( 2h_{i-1} + \varepsilon(\hat{\xi}^{(n+1)}_{i-1} u^{(n+1)}_{i-1}) + \hat{\xi}^{(n)}_{i-1} \hat{u}^{(n)}_i \right) \right) \]

\[ + (\hat{\xi}^{(n+1)}_{i-1} u^{(n+1)}_{i-1}) \left( 2h_i + \varepsilon(\hat{\xi}^{(n+1)}_{i-1} u^{(n+1)}_{i-1}) + \hat{\xi}^{(n)}_{i-1} \hat{u}^{(n)}_i \right) \]

\[ - \left( \frac{\Delta t^2}{2 \Delta x} \left( 2h_{i+1} + \varepsilon(\hat{\xi}^{(n+1)}_{i+1} u^{(n+1)}_{i+1}) + \hat{\xi}^{(n)}_{i+1} \hat{u}^{(n)}_{i+1} \right) \right) \]

\[ + \frac{\Delta t^2}{2 \Delta x} \left( 2h_{i+1} + \varepsilon(\hat{\xi}^{(n+1)}_{i+1} u^{(n+1)}_{i+1}) + \hat{\xi}^{(n)}_{i+1} \hat{u}^{(n)}_{i+1} \right) \]

\[ + \frac{\Delta t^2}{12 \Delta x} \left[ (h_{i+1} + \varepsilon \hat{\xi}^{(n+1)}_{i+1} u^{(n+1)}_{i+1}) - 2(h_i + \varepsilon \hat{\xi}^{(n+1)}_{i-1} u^{(n+1)}_{i-1}) + (h_{i-1} + \varepsilon \hat{\xi}^{(n+1)}_{i-1} u^{(n+1)}_{i-1}) \right] \]

\[ = 0 \quad (A4b) \]

where \( \hat{\xi}^{(n)}_i = \hat{\xi}(x_i, t_n) \), \( \hat{u}^{(n)}_i = \hat{u}(x_i, t_n) \), \( \hat{u}^{(n)}_i = (\hat{u}(x_i, t_n))^2 \), and \( h_i = h(x_i) \). The coefficients \( \xi^{(1)}_i \) and \( \xi^{(2)}_i \) are defined as \( \xi/\Delta x \) at the neighbouring elements, i.e.

\[ \xi^{(1)}_i = \frac{h_{i-1} + h_i}{2 \Delta x} \frac{\Delta t^2}{h_{i-1} + h_i} \quad \text{and} \quad \xi^{(2)}_i = \frac{h_{i+1} + h_i}{2 \Delta x} \frac{\Delta t^2}{h_{i+1} + h_i} \quad (A5) \]

The equivalent differential equations for these algebraic equations are a third-order approximation of the Boussinesq equations for mild bottom curvature (8a) and (10a), provided that \( \varepsilon \sim \sigma^2 \sim \beta^2 \sim \Delta x^2 \sim \Delta t^2 \):

\[ \frac{\partial \hat{\xi}}{\partial t} + \frac{\partial }{\partial x} \left( (h + \varepsilon \hat{\xi}) \hat{u} \right) = \mathcal{C}(\Delta x^4, \varepsilon \Delta x^2, \sigma^2 \Delta x^2, \beta \varepsilon \Delta x^2, \beta \varepsilon \sigma^2 \Delta x^2, \beta \varepsilon \sigma^3 \Delta x^2) \quad (A6a) \]
and
\[
\frac{\partial \hat{u}}{\partial t} + \hat{u} \frac{\partial \hat{u}}{\partial x} + \hat{v} \frac{\partial \hat{u}}{\partial x} - \sigma^2 \left[ \frac{\partial}{\partial x} \left( \frac{h^2}{3} \hat{u}^2 \right) + \beta \frac{h}{3 \Delta x} \frac{\partial h}{\partial x} \hat{u} \right] = - \frac{\Delta x^3}{12} C_r \sqrt{\frac{h}{\Delta t}} \frac{\partial^4 \hat{u}}{\partial x^4} + \mathcal{O}(\Delta x^4, \beta \Delta x^3, \varepsilon \Delta x^2, \sigma^2 \Delta x^2) \tag{A6b}
\]

where \( C_r = \sqrt{h \Delta t / \Delta x} \). Therefore, the proposed scheme achieves the same accuracy and stability characteristics for both flat and mild curvature bottoms.
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