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The diagrams on the cover page (from left to right) sketch the structure of entropy distance
from an exponential family in different settings, starting with probability distributions,
over quantum systems with compatible statistics to quantum systems with incompatible
statistics. More details are explained in Section 1.5.
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Abstract

This work generalizes the interaction measure of multi-information known in probability
theory to finite-level quantum systems. This is done in the more general context of the
entropy distance from an exponential family.

One of the most well-known measures of stochastic dependence is multi-information, ap-
plied in various fields including Neuroscience and Statistical Mechanics. Multi-information
is the entropy distance from an exponential family. In statistics, an exponential family is
a very familiar parametric model, it admits a simple geometric description of entropy dis-
tance and maximum-likelihood estimation by mean values. But a complete description of
these concepts requires to study extensions of a family, an investigation that was started
by N.N. Čencov and O. Barndorff-Nielsen and continued principally by I. Csiszár and F.
Matúš.

Very little is known about extensions of an exponential family for a finite-level quantum
system. In this thesis we consider mean value parameters of the statistic of such a family
and a suitable extension thereof. Generalizing probability theory, we prove that the
parameters describe the entropy distance from the family and they parametrize its rI -
closure consisting of the points approximated in relative entropy. The dimension function
of a local maximizer of entropy distance is bounded by the dimension of the family. We
show that the rI -closure of a Gibbs family consists of the maximum entropy ensembles.

A new and generic phenomenon of a non-abelian exponential family is the appearance
of non-exposed faces of the convex mean value set. We prove that mean values of the
closure of an e-geodesic included in the family meet only the relative interior of exposed
faces. Unlike in finite probability spaces there are examples with a discontinuous entropy
distance, the continuity being equivalent to equality of rI -closure and topological closure
of the family. Examples suggest that the topology of an exponential family is related to
the topology of associated projector lattices and to open projections and symmetrizations
of state spaces.

We conclude that multi-information for a quantum system is a continuous function equal
to the entropy distance from a factorizable family. For analysis of a factorizable family
we supply a partial classification of convex exponential families. As a perspective to a
dynamical situation we examine a measure of temporal interaction for abelian systems,
which is related to multi-information.
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Zusammenfassung

Diese Arbeit verallgemeinert das aus der Wahrscheinlichkeitstheorie bekannte Interak-
tionsmaß der Multi-Information auf endlichdimensionale Quantensysteme. Dies geschieht
im allgemeineren Rahmen des Entropieabstandes zu einer Exponentialfamilie.

Eines der bekanntesten Maße für stochastische Abhängigkeit ist die Multi-Information mit
Anwendungen in Gebieten wie den Neurowissenschaften oder der Statistischen Mechanik.
Multi-Information ist der Entropieabstand zu einer Exponentialfamilie. In der Statistik ist
eine Exponentialfamilie ein vertrautes parametrisches Modell mit einfacher geometrischer
Beschreibung von Entropieabstand und Maximum-Likelihood Schätzung durch Mittel-
werte. Aber eine vollständige Beschreibung dieser Begriffe verlangt die Betrachtung von
Erweiterungen einer Familie. Deren Erforschung wurde begonnen von N.N. Čencov und
O. Barndorff-Nielsen und fortgeführt hauptsächlich von I. Csiszár and F. Matúš.

Nur sehr wenig ist bekannt über Erweiterungen einer Exponentialfamilie bei endlich-
dimensionalen Quantensystemen. In dieser Arbeit betrachten wir Mittelwertparame-
ter der Statistik einer solchen Familie und geeignete Erweiterungen davon. In Verall-
gemeinerung der Wahrscheinlichkeitstheorie beweisen wir, dass die Parameter den Ent-
ropieabstand zur Familie beschreiben und sie ihren rI -Abschluss, bestehend aus den Punk-
ten approximiert in relativer Entropie, parametrisieren. Die Dimensionsfunktion eines
lokalen Maximierers des Entropieabstandes ist durch die Dimension der Exponentialfam-
ilie beschränkt. Wir zeigen, dass der rI -Abschluss einer Gibbsfamilie aus den Maximum-
Entropie Ensembles besteht.

Ein neues und generisches Phänomen bei einer nicht-abelschen Exponentialfamilie ist das
Auftreten von nicht-exponierten Seiten der konvexen Menge der Mittelwerte. Wir zeigen,
dass Mittelwerte des Abschlusses einer e-Geodäten in der Familie nur im relativ Inneren
von exponierten Seiten liegen. Anders als bei endlichen Wahrscheinlichkeitsräumen gibt es
Beispiele mit unstetigem Entropieabstand, die Stetigkeit ist äquivalent zur Gleichheit von
rI -Abschluss und topologischem Abschluss der Familie. Beispiele deuten Verbindungen
an von der Topologie einer Exponentialfamilie zur Topologie zugehöriger Projektorenver-
bände und zu offenen Projektionen und Symmetrisierungen von Zustandsräumen.

Wir folgern, dass Multi-Information für Quantensysteme eine stetige Funktion ist und
dem Entropieabstand zu einer Produktfamilie gleicht. Zur Untersuchung einer Produkt-
familie stellen wir eine teilweise algebraische Klassifikation von konvexen Exponentialfa-
milien bereit. Als Ausblick auf eine dynamische Situation betrachten wir ein Maß für die
zeitliche Interaktion in abelschen Systemen, das verwandt ist mit Multi-Information.

ii
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1 Introduction

Measures of stochastic dependence are used in the field of Neural Networks to describe cor-
relations between neural spikes, see Linsker [Lin] or Tononi et al. [To]. Infomax principles
are regarded as fundamental structuring rules where the typical result is the emergence of
determinism through maximization of a stochastic interaction measure. Multi-information
is a very prominent measure of stochastic interaction. We will introduce this measure in
Section 1.1 after a few remarks on independence. The emergence of determinism through
maximization of multi-information is confirmed, see Ay and Knauf [AK]. As a second
area to apply multi-information we mention Statistical Mechanics, see e.g. Ruelle [Ru]. It
is believed that stochastic dependencies are large at a point of a phase coexistence of a
thermodynamic system. Matsuda et al. [Ma] and Erb and Ay [Er] have proved for Ising
systems that multi-information has large values and singular derivatives at a point of a
phase coexistence.

Multi-information is the relative entropy distance D from independent systems. These
independent systems form an exponential family E . For a probability distribution p
representing a given system, we can write multi-information as the entropy distance (1.4)

DE(p) := inf
q∈E

D(p||q),

see Amari [Am01] or Geiger, Meek and Sturmfels [Ge]. An example including a maximizer
of multi-information is depicted in Figure 1.1. The geometry of exponential families of
probability distributions and the geometry of entropy distance from an exponential family
are recalled in Section 1.2 and in Section 1.3. The pioneers in this field are Csiszár and
Matúš [Cs03].

From the Statistical Mechanics point of view, it is natural to study composite quantum
systems, see e.g. Bratteli and Robinson [Bra]. This leads us to the question how multi-
information and entropy distance generalize to quantum systems. In this thesis we treat
the finite-dimensional case. Quantum systems are introduced in Section 1.4. In Section 1.5
we discuss special cases of entropy distance from a quantum exponential family. The
chapter closes with an overview of the whole thesis and with a questionnaire.

1



CHAPTER 1. INTRODUCTION 2

1.1 Measures of stochastic dependence

We want to quantify stochastic dependence between stochastic units so we start by recall-
ing what independence means. For our context finite probability spaces will suffice. For
general notions see Bauer [BaW], Chapt. II.6., II.9. The event space when throwing a fair
die is {1, 2, 3, 4, 5, 6} with the outcome governed by the uniform probability distribution.
Two events A,B ⊂ {1, 2, 3, 4, 5, 6} occur with probabilities P (A) = |A|

6
and P (B) = |B|

6
.

If P (B) > 0 then the conditional probability of A given B is

P (A|B) =
P (A ∩B)

P (B)
.

This is interpreted as the probability of A if it is known that B has occurred [BaW]. For
example we can ask what is the probability of obtaining a 3 when the outcome is an odd
number. We take A = {3}, B = {1, 3, 5} and obtain P (A|B) = 1

3
which is larger than the

probability 1
6

to obtain 3 without the information that the outcome is odd. It can happen
that additional information from B may have no influence on A. Then P (A) = P (A|B)
or likewise

P (A ∩B) = P (A)P (B).

As an example we can ask what is the probability of obtaining a result greater than
2 if the outcome is known to be odd. Taking A = {3, 4, 5, 6} and B = {1, 3, 5} one
obtains equality P (A ∩ B) = 1

3
= P (A)P (B). In this case we say the events A and B

are stochastically independent. More generally, three events A,B,C ⊂ {1, 2, 3, 4, 5, 6} are
stochastically independent if

P (A ∩B ∩ C) = P (A)P (B)P (C)

and similarly the concept of independence is applied to a larger number of events.

Let us make precise what is understood by independence of multiple experiments, that
may be run in parallel. We consider three stochastic units with finite configuration spaces
Ω1, Ω2 and Ω3. The whole experiment has configuration space Ω := Ω1 × Ω2 × Ω3 and
a realization is governed by a probability distribution p on Ω with probability P (A) =∑

a∈A p(a) for an event A ⊂ Ω. The probability P1(A1) of observing in unit 1 an event
A1 ⊂ Ω1 is the probability of the local event Ã1 := A1 × Ω2 × Ω3,

P1(A1) = P (Ã1),

the unit 1 being governed by the marginal probability distribution p1(ω1) = P1({ω1}) for
ω1 ∈ Ω1. With the analogue definitions for unit 2 and 3, it is known [BaM] that the local
events

Ã1, Ã2 and Ã3
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δ0,0

δ0,1

δ1,0

δ1,1

1
2
(δ0,0 + δ1,1)

F

Figure 1.1: The set of factorizable probability distributions F on two units Ω1 = Ω2 =
{0, 1} is depicted within the probability simplex having the Dirac measures δσ1,σ2 concen-
trated on (σ1, σ2) for σi ∈ Ωi and i = 1, 2 as extreme points. The distribution 1

2
(δ0,0 +δ1,1)

is a global maximizer of multi-information.

are stochastically independent for arbitrary Ai ⊂ Ωi (i = 1, 2, 3), only for a probability
distribution p on Ω satisfying

p(ω1, ω2, ω3) = p1(ω1)p2(ω2)p3(ω3) (1.1)

for ωi ∈ Ωi and i = 1, . . . , 3. We have arrived at the concept of stochastic independence
for stochastic units: local events in distinct units are stochastically independent. This is
a special case of independence for families of events, see [BaW] Def. 6.2. A probability
distribution p satisfying (1.1) is called factorizable. The set of factorizable probability
distributions is denoted F . An example of F is depicted in Figure 1.1 with two units
Ω1 = Ω2 = {0, 1} that could represent two independently thrown loaded coins.

The first method used to quantify a stochastic dependence between units is to measure
correlations between pairs of units. Let us consider two units with configuration spaces Ω1,
Ω2 and Ω := Ω1 ×Ω2. Observations can be made through a random variable X : Ω → R.
Local random variables observe only one sub-system. We use for σ1 ∈ Ω1 and σ2 ∈ Ω2

the local random variables (ω1 ∈ Ω1, ω2 ∈ Ω2)

Xσ1(ω1, ω2) :=

{
1 if ω1 = σ1,

0 otherwise,
and Yσ2(ω1, ω2) :=

{
1 if ω2 = σ2,

0 otherwise.
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The expectation of X : Ω → R with respect to a probability distribution p on Ω is defined
by

Ep[X] :=
∑
ω∈Ω

p(ω)X(ω).

The expectations of local random variables are the unit marginals, one has Ep(Xσ1) =
p1(σ1) and Ep(Yσ2) = p2(σ2) for σ1 ∈ Ω1, σ2 ∈ Ω2. The covariance of two random variables
X, Y : Ω → R with respect to p is

Covp[X, Y ] := Ep [(X − Ep[X])(Y − Ep[Y ])] .

The covariance of local random variables for σ1 ∈ Ω1 and σ2 ∈ Ω2 is

Covp[Xσ1 , Yσ2 ] = p(σ1, σ2)− p1(σ1)p2(σ2)

so the vanishing covariance of local random variables is equivalent to stochastic indepen-
dence of the two units: a sum of moduli of these covariances can be used to quantify
stochastic dependence.

We must keep in mind that covariances between local random variables do not capture all
statistical dependencies between units if there are more than two units. As an example
we consider the case of three units Ωi := {0, 1} for i = 1, 2, 3 with p the probability
distribution on Ω := {0, 1} × {0, 1} × {0, 1} being identically distributed on the event
that an even number of 1’s is observed. The local random variables X(ω1, ω2, ω3) :=
ω1, Y (ω1, ω2, ω3) := ω2 and Z(ω1, ω2, ω3) := ω3 for ωi ∈ Ωi and i = 1, 2, 3 have the
expectations Ep[X] = Ep[Y ] = Ep[Z] = 1

2
and Ep[XY ] = Ep[Y Z] = Ep[ZX] = 1

4
so the

covariances vanish,

Covp[X, Y ] = Covp[Y, Z] = Covp[Z,X] = 0.

On the other hand there is the functional dependence Z = X+Y mod 2 with respect to p
which gives rise to a stochastic dependence between the units. One has p1(1)p2(1)p3(1) =
1
8
6= 0 = p(1, 1, 1). As a preview of the general situation, there is a decompositions of

stochastic dependencies into a hierarchy of interactions. This is treated in information
geometry, see Amari [Am01].

One way to quantify stochastic dependence between three units, suitable for generalization
to an arbitrary number of units, is to use a distance of a probability distribution from the
set F of factorizable probability distributions. Let p, q be probability distributions on Ω.
The Kullback-Leibler distance [Ku], also called relative entropy, of p from q

D(p||q) :=
∑
ω∈Ω

p(ω) ln(
p(ω)

q(ω)
) (1.2)
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is a natural measure of distance between probability distributions (see Remark 1.1) being
non-negative and with value zero only if p = q. The relative entropy distance of p from
F has an entropic representation. The Shannon entropy [Sh] of p is1

H(X) :=
∑
ω∈Ω

η(p(ω)) (1.3)

with η : [0, 1] → [0, 1
e
], x 7→ −x ln(x). One has2 [Am01]

I(X) :=
3∑
i=1

H(Xi)−H(X) = inf
q∈F

D(p||q) (1.4)

where H(X1) =
∑

ω1∈Ω1
η(p1(ω1)) and similarly for unit 2 and 3. This is a (non-negative)

measure of stochastic dependence between the three units, vanishing only if p is factoriz-
able. The functional I(X) is called multi-information.

Remark 1.1 Shannon entropy is a measure of the uncertainty of a probability distribu-
tion. In information theory it is the average description length of repeated independent
experiments, see Shannon [Sh]. A generalization, using entropy rates, is possible to er-
godic information source, see Cover and Thomas [Co]. Yet, the average coding length
of an ergodic information source is treated in quantum theory, see Bjelaković and Szkoła
[BS]. The relative entropy, too, has a meaning in information theory. It is the exponent
in the probability of error in hypothesis testing between two distributions [Co]. Quantum
mechanical generalizations of hypothesis testing are treated by Bjelaković et al. [Bj05] or
Petz [Pe08].

1.2 Exponential families in statistics

We introduce exponential families of probability distributions and comment on their
geometry—including maximum-likelihood estimation and entropy distance. Geometric
specialties of exponential families are the Pythagorean theorem of relative entropy and
the mean value parametrization. We recall the situation for a general measurable space

1By custom, if only one probability distribution p on Ω is used then a random variable X stands for
p while the variables Xi stands for the marginal distributions pi for i = 1, 2, 3.

2The article is based on dually flat structures in differential geometry. The representation (1.4) is
treated in the article only for probability distributions p that agree with a probability distribution of full
support in a certain mean. The representation (1.4) is a special case of our results in Section 8.3.
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and in more restrictive settings we also recall that an exponential family is characterized
as a parametric statistical model having an efficient estimator, the maximum-likelihood
estimator.

A parametric statistical model (X,A,P, θ) consists of a measurable space (X,A) with
σ-algebra A on a set X, called the sample space, and of a real differentiable manifold P

of probability measures on A. We assume that P has a global chart θ : P → Θ to an
open subset Θ ⊂ Rd. We take the parametrization Θ → P with respect to a dominating
measure µ on A. Given θ ∈ Θ we denote pθ : X → R the probability density function for
the measure Pθ := pθµ, 3

P = {pθµ : θ ∈ Θ}.

Often we denote a parametric statistical model by P and specify further components as
required. The expectation (if it exists) of a measurable function f : X → R with respect
to a probability measure P on A is given by

EP [f ] :=

∫
X

f(x)dP (x). (1.5)

If we assume for a parametric statistical model P smoothness of the density function
θ 7→ pθ(x) for each x ∈ X and provided the following expectations exist then the Fisher
information matrix is defined by

gij(θ) := EPθ
[
∂

∂θi
ln(pθ)

∂

∂θj
ln(pθ)]. (1.6)

In many applications, the Fisher information matrix gij induces a Riemannian metric on
P. Then the inverse is denoted gij. Fisher information is the starting point for information
geometry, where more general affine geometries on P are studied in relation to statistical
properties, see Amari and Nagaoka [AN] or Murray and Rice [MR].

Remark 1.2 Čencov [Ce] characterized Fisher information as the unique Riemannian
metric that is monotone under certain natural transformations. Petz [Pe08] has proved
that a whole family of monotone metrics exist for the quantum case. A popular one of
these is the BKM-metric, see Petz [Pe94], where the acronym BKM stands for Bogoliubov,
Kubo and Mori. We are using this metric in the context of a quantum exponential family.
Grasselli and Streater [Gra] have shown that the BKM-metric is the unique monotone
metric that satisfies an important duality in information geometry, which holds for the
Fisher metric.

3It is custom in statistics that θ denotes both a chart and a point in the image of the chart.
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Remark 1.3 (Cramér-Rao inequality) One of the most basic links between Fisher infor-
mation and a statistical quantity is the Cramér-Rao inequality about efficiency of an
unbiased estimator. We summarize the proof from [MR]. An estimator for the model
(X,A,P, θ) is a measurable function θ̂ : X → Θ. An estimator θ̂ is unbiased if for θ ∈ Θ
EPθ

(θ̂) = θ holds. The covariance (if it exists) of measurable functions f, g : X → R
with respect to a probability measure P on A is given by the number

CovP [f, g] := EP [(f − EP [f ])(g − EP [g])] . (1.7)

The variance (if it exists) of a measurable function f : X → R with respect to a
probability measure P on A is given by the number

VarP [f ] := CovP [f, f ]. (1.8)

Under the assumptions of (1.6) and that Fisher information is invertible let us differentiate
the equation EPθ

(θ̂) = θ. If partial derivatives commute with the integral then one obtains
for i, j = 1, . . . , d

EPθ

[
∂ ln(pθ)

∂θj
θ̂ i
]

= δij :=

{
1 if i = j,

0 otherwise.
(1.9)

Using Einstein summation, the positive semi-definite matrix

EPθ

[(
θ̂ i − EPθ

[θ̂ i]− ∂ ln(pθ)

∂θk
gik
)(

θ̂ j − EPθ
[θ̂ j]− ∂ ln(pθ)

∂θl
gjl
)]

simplifies (with a possibly infinite covariance) to

CovPθ

[
θ̂ i, θ̂ j

]
− 2 EPθ

[
(θ̂ i − E[θ̂ i])

∂ ln(pθ)

∂θl
gjl
]

+ gij.

Using (1.9) one obtains EPθ

[
(θ̂ i − E[θ̂ i])∂ ln(pθ)

θl gil
]

= δil g
jl = gij. This implies the famous

Cramér-Rao inequality, that is, the matrix

CovPθ

[
θ̂ i, θ̂ j

]
− gij

is positive semi-definite. If the equality CovPθ

[
θ̂ i, θ̂ j

]
= gij occurs then the unbiased

estimator θ̂ is called efficient. If d = 1 then the Cramér-Rao inequality is VarPθ
[θ̂] ≥ g11.

One of the simplest parametric models are exponential families.
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Definition 1.4 (Exponential families) An exponential family is a parametric statistical
model on a measurable space (X,A) with probability density functions pθ : X → R

pθ(x) := exp(C(x) +
d∑
i=1

θiFi(x)− Λ(θ))

with respect to a dominating measure µ. The measurable functions C,F1, . . . , Fd : X →
R include the statistic {F1, . . . , Fd} and the parameters θ1, . . . , θd are the canonical
parameters. For normalization the log-Laplace transform for θ ∈ Θ

Λ(θ) := ln

∫
X

eC(x)+
Pd

i=1 θ
iFi(x) dµ(x)

is used and it is assumed that Λ(θ) < ∞ for θ ∈ Θ. An exponential family is full if
Θ = {θ ∈ Rd : Λ(θ) <∞}.

Example 1.5 (Gauss distributions) For d = 2, the normal distribution with mean µ ∈ R
and standard deviation 0 < σ < ∞ is defined with respect to Lebesgue measure dx on
X := R by the probability density

p(x) =
1√

2πσ2
exp

(
−(x− µ)2

2σ2

)
.

The set of normal distributions is a full exponential family with C(x) := 0, statistic
F1(x) := x, F2(x) := x2 for x ∈ R and with canonical parameters θ1 := µ

σ2 and θ2 := − 1
2σ2 .

More generally, for k ≥ 1 and d = k + k(k+1)
2

the multivariate normal distribution with
mean µ ∈ Rk and for a positive definite matrix Σ ∈ Rk×k is defined with respect to
Lebesgue measure dx on X := Rk by the probability density

p(x) := (2π)−
k
2 det(Σ)−

1
2 exp

(
−1

2
〈(x− µ),Σ−1(x− µ)〉

)
using the standard scalar product 〈·, ·〉 on Rk. The set of multivariate normal distributions
is a full exponential family with C(x) := 0 and with statistic Fi(x) := xi and Fi,j(x) = xixj
for 1 ≤ i ≤ j ≤ k. The canonical parameters are θi :=

∑k
j=1(Σ

−1)i,jµj and θi,i :=

−1
2
(Σ−1)i,i for 1 ≤ i ≤ k as well as θi,j := −(Σ−1)i,j for 1 ≤ i < j ≤ k.

Example 1.6 (Poisson distributions) For d = 1 the Poisson distribution with parameter
ξ > 0 is defined with respect to counting measure µ onX := {0, 1, 2, . . .} by the probability
density

p(x) := e−ξ
ξx

x!
.
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The set of Poisson distributions is a full exponential family with C(x) := − ln(x!), identity
statistic F (x) = x and canonical parameter θ := ln(ξ).

Relative entropy was defined for probability measures P,Q on an arbitrary measurable
space (X,A) by Kullback and Leibler [Ku]. It is non-negative and is zero if and only
if P = Q. References indicating that relative entropy is a natural distance measure in
information theory, are given in Remark 1.1.

As opposed to relative entropy, we can not generalize the Shannon entropy (1.3) in the
same way, e.g. see the discussion in Reed and Simon [Ree4] (2.2;6). Also in the quantum
case, relative entropy has a much simpler structure compared to the von Neumann entropy.
This is demonstrated under the aspect of general relations for composite systems by
Ibinson, Linden and Winter [Ib].

Definition 1.7 (Relative entropy) For two probability measures P,Q on a measurable
space (X,A) the relative entropy of P from Q is defined by

D(P ||Q) :=

{ ∫
X

ln
(

dP
dQ

)
dP, if P � Q,

+∞, otherwise,

with dP
dQ

the Radon-Nikodym derivative. The entropy distance of P from a statistical
model P on (X,A) is defined by

DP(P ) := inf
Q∈P

D(P ||Q).

Given statistics (measurable functions) F1, . . . , Fd : X → R and a vector a ∈ Rd, a linear
family is defined by

La,F := {P a probability measure on A with EP [F ] = a}.

The following Pythagorean theorem is the deeper reason why relative entropy as a distance
measure is very well compatible with an exponential family.

Remark 1.8 (Pythagorean theorem of relative entropy) On a sample space (X,A) we con-
sider an exponential family E with statistics F1, . . . , Fd. We assume C = 0, absorbing the
function C into the dominating measure µ if necessary.



CHAPTER 1. INTRODUCTION 10

δ1

δ2

δ3
E

L1,F

Q
R

P

Figure 1.2: For three Dirac measures δ1, δ2, δ3 on the sample space X = {1, 2, 3} we
consider the exponential family E having density functions eθF (x)−Λ(θ) for θ ∈ R with
respect to the dominating counting measure µ = δ1 + δ2 + δ3. The statistic is F (1) =
−3, F (2) = 1, F (3) = 2, the linear family L1,F is depicted together with E inside the
probability simplex on X. The two families meet orthogonally with respect to Fisher
information, and the Pythagorean relation D(P ||Q) +D(Q||R) = D(P ||R) holds.
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(a) Let us consider a linear family La,F for some a ∈ Rd and choose P ∈ La,F and R ∈ E
arbitrarily. If Q ∈ La,F ∩ E , then the Pythagorean theorem of relative entropy

D(P ||Q) +D(Q||R) = D(P ||R) (1.10)

holds [Cs03]. Below we comment on consequences and extensions in the literature.

(b) First, let us recall the proof of (1.10). For the probability measure Q resp. R we
denote by q resp. r the density function with respect to µ and we denote by θq resp. θr
the canonical parameter. Since P,Q ∈ La,F is a probability measure, the expectations
EP [ln(q)], EP [ln(r)], EQ[ln(q)] and EQ[ln(r)] are finite. If P 6� µ then both sides of (1.10)
are +∞. Otherwise let p := dP

dµ
denote the probability density function of P . Since

D(P ||Q) ≥ 0, see Kullback and Leibler [Ku], the expectation EP [ln(p)] is finite or −∞.
The latter case implies that both sides of (1.10) are +∞. Otherwise we obtain

D(P ||Q) +D(Q||R)−D(P ||R) = EP [ln(p
q
)] + EQ[ln( q

r
)]− EP [ln(p

r
)]

=
∫
X

(ln(r)− ln(q)) (p− q) dµ = 〈θr − θq,EP [F ]− EQ[F ]〉 = 0

where 〈·, ·〉 denotes the standard scalar product on Rk.

(c) The geometry of entropy distance from E is described by linear families. If a ∈ Rd

then the linear family La,F intersects E in at most one probability measure. Otherwise, if
P,Q ∈ La,F ∩ E and P 6= Q then by the Pythagorean theorem of relative entropy follows
the contradiction

D(P ||P ) = D(P ||Q) +D(Q||P ) > 0.

In the case that every probability measure in P ∈ E has a mean EPθ
[F ] ∈ Rd, this implies

the mean value parametrization of E

{EP [F ] : P ∈ E} −→ E , a 7−→ La,F ∩ E (1.11)

identifying a one-element set with the element. By the Pythagorean theorem, every
probability measure P in the cylinder

{P̃ a probability measure on A : E eP [F ] = E eQ[F ] for some Q̃ ∈ E}

there is a unique probability measure ΠP→E ∈ E , called the rI-projection of P to E ,
such that

DE(P ) = D(P ||ΠP→E). (1.12)

The rI -projection is generalized to the case of a missing intersection La,F ∩ E = ∅ by
Csiszár and Matúš [Cs03] using a theory of extensions of an exponential family. We will
present details to the construction of an extension only for the case of a finite sample
space X in the following section.
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(d) The Pythagorean theorem of relative entropy owes its name to the fact that a linear
family La,F and the exponential family E intersect orthogonally with respect to Fisher
information. We assume P ∈ La,F such that P � µ and Q ∈ La,F ∩ E and further
∂
∂θi |θ=θqΛ(θ) < ∞. Let p, q denote the probability density functions of P,Q respectively
and θq denotes the canonical parameter of Q. The tangent vector of the linear curve from
Q to P and the tangent vector of a canonical coordinate curve i = 1, . . . , d of E emanating
from Q are orthogonal for Fisher information:∫

X
∂
∂t
|t=0 ln(q + t(p− q)) ∂

∂θi |θ=θq ln(pθ) dQ =
∫
X

1
q
(p− q)

(
Fi − ∂

∂θi |θ=θqΛ(θ)
)
q dµ

=
∫
X

(p− q)Fi dµ = EP [Fi]− EQ[Fi] = 0.

An example for the Pythagorean theorem of relative entropy is depicted in Figure 1.2.
There exist Pythagorean theorems in information geometry for divergences generalizing
the relative entropy, see Amari and Nagaoka [AN].

Still, a theoretical foundation of maximum-likelihood estimation is discussed controver-
sially, see Efron [Ef]. The quantum mechanical generalization is rather involved even
in the simplest cases, if the statistics do not commute, see Petz [Pe08]. We mention
maximum-likelihood estimation because its calculation for an exponential family is equiv-
alent to minimization of relative entropy from the exponential family. In addition, it
makes the mean value parametrization more natural from the statistical point of view.

Definition 1.9 (Maximum-likelihood estimation for exponential families) We consider the
full exponential family E on a sample space (X,A) with statistic F : X → Rd. Given the
sample mean

a :=
1

N

N∑
i=1

F (xi) ∈ Rd

of an i.i.d. sample x1, . . . , xN from a probability measure Pθ ∈ E with θ ∈ Θ unknown, a
maximizer θ∗ ∈ Θ of the log-likelihood function

θ 7→ 〈θ, a〉 − Λ(θ)

is called a maximum-likelihood estimate of the unknown parameter.

Remark 1.10 (Maximum-likelihood for exponential families) As is well-known, see e.g.
Csiszár and Matúš [Cs08], any θ∗ ∈ Θ with mean a = EPθ∗ [F ] ∈ Rd is a maximum-
likelihood estimate in the above sense. Indeed, if C = 0 (absorbed into the dominating
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measure µ) then a direct calculation gives for arbitrary θ ∈ Θ

[〈θ∗, a〉 − Λ(θ∗)]− [〈θ, a〉 − Λ(θ)] = D(Pθ∗||Pθ) ≥ 0.

As pointed out in Remark 1.8 (c), the linear family La,F intersects E only in Pθ∗ , so the
estimate is unique. We can see here a connection between maximum likelihood estimation,
mean value parametrization (1.11) and minimization of entropy distance: if P ∈ La,F then
the rI -projection of P to E is ΠP→E = Pθ∗ , so the entropy distance of P from E is (1.12)

inf
Q∈E

D(P ||Q) = D(P ||Pθ∗).

Remark 1.11 (Efficient estimators for exponential families) Under suitable assumption one
can prove that maximum-likelihood estimation provides an efficient unbiased estimator
for an exponential family, see Section 7.4 in [MR]. Conversely, the existence of an effi-
cient unbiased estimator for a parametric statistical model implies that the model is an
exponential family parametrized by mean values, see e.g. Sections 2.5 and 3.5 in [AN].

1.3 Example: mean value chart and closure

With little effort we have found a maximum-likelihood estimate and we have controlled
the entropy distance from an exponential family in Remark 1.10 in case of presence of
a suitable mean from the exponential family. Now we give an example of the rI -closure
of an exponential family and we show how the mean value parametrization (1.11) of the
family is extended to define maximum-likelihood estimates for arbitrary sample means
and to describe entropy distance for arbitrary probability distributions. The theoretical
prerequisites are found in Barndorff-Nielsen [Bar] or in Csiszár and Matúš [Cs03].

The understanding of a finite sample space is sufficient for generalization to finite-level
quantum systems. We study the finite sample space X := {1, 2, 3, 4}, and with respect to
a non-zero dominating measure µ on X the full exponential family E := {Pµ,θ(x) : θ ∈ Θ}
with d = 2 statistics F1, F2 : X → R and Θ := R2. We denote a density function by
pµ,θ(x) :=

dPµ,θ(x)

dµ
having Λµ(θ) := ln

∫
X

exp(θ1F1(x) + θ2F2(x)) dµ and

pµ,θ(x) = exp(θ1F1(x) + θ2F2(x)− Λµ(θ)), x ∈ X, (1.13)

see also Definition 1.4. Let us choose the counting measure µ on X. Then the probability
density functions pµ,θ belong to the probability simplex P4 := {p ∈ R4 : p1, p2, p3, p4 ≥
0 and p1 + p2 + p3 + p4 = 1}.



CHAPTER 1. INTRODUCTION 14

Some arguments can be understood without differential calculus. Every probability mea-
sure P ∈ E has a mean with respect to F , so the mean value parameters (1.11) for
p := dP

dµ

EP [F ] = p(1)F (1) + p(2)F (2) + p(3)F (3) + p(4)F (4) ∈ R2

parametrize E . More generally, for a probability measure P on X, the mean EP [F ] is a
convex combination of the values of the statistic F (i) ∈ R and the F (i)’s are the support
points of the push-forward measure F∗P on R2

F∗P (A) := P (F−1(A)), A ⊂ R2.

Hence every mean EP [F ] of a probability measure P on X with respect to the statistic F
belongs to the convex support

cs(F∗µ) := conv(supp(F∗µ)), (1.14)

which is convex hull of the support supp(F∗µ) = {F (1), F (2), F (3), F (4)} of F∗µ. The
convex support as the convex hull of finitely many points is polytope4.

For a quantum generalization, we assume the statistics F1 and F2 are orthonormal in
RX ∼= R4. This condition does not restrict the choice of families: a linear change of the
statistic neither affects sample means nor means from a measure in E . Using R2 as a
coordinate vector space for U := Lin{F1, F2} with respect to the basis F1, F2 we have

EP [F ] = 〈F1, p〉F1 + 〈F2, p〉F2 = πU(p) ∈ U

where πU is the orthogonal projection from RX to U . In this thesis we prefer the coordinate
free description by U . The results are translated back to an actual statistic at the relevant
places in Remark 6.32, Remark 7.19 and Section 8.1. We notice

cs(F∗µ) = πU(P4). (1.15)

Let us also assume that (F1, F2, Id |X) are linearly independent. Then the canonical
parametrization Θ → E , θ 7→ Pµ,θ is a diffeomorphism and the inverse of the mean
value parametrization (1.11) is the mean value chart

πE : E −→ int(cs(F∗µ)), P 7−→ EP [F ],

4A polytope is defined as the convex hull of finitely many points. The convex support is not neces-
sarily a polytope for infinite sample space X. For example, if we consider the normal distributions in
Example 1.5, then the convex support is the convex hull of a parabola.
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see [Bar]. Here, int denotes the interior of a subset of R2. We give now some of the
arguments to establish the mean value chart since they are used in Section 6.3 for quantum
systems. For i, j = 1, 2

∂

∂θi
Λµ(θ) = EPµ,θ

[Fi]

holds and

∂

∂θj
EPµ,θ

(Fi) =
∂2

∂θi∂θj
Λµ(θ) = EPµ,θ

[
(Fi − EPµ,θ

[Fi])(Fj − EPµ,θ
[Fj])

]
. (1.16)

The Jacobian of θ 7→ EPµ,θ
[F ] is the positive definite Fisher information matrix (1.6)

because ∂
∂θi ln(pµ,θ) = Fi − EPµ,θ

[Fi]. Here the Fisher information matrix is positive
definite, since it is the Gram matrix of the linearly independent vectors F1−EPµ,θ

[F1] and
F2 − EPµ,θ

[F2]. In the quantum case, the BKM-metric will replace Fisher information.
Since the Jacobian is invertible, the mean value chart is a local diffeomorphism. The
proof that the image of the mean value chart is int(cs(F∗µ))), but not smaller, requires
more effort and is only written in Section 6.3.

The reader is invited to identify constructions around the mean value chart in Figure 1.3
on page 27. There are optimization principles implicit in the mean value chart described
in Remark 1.8 and Remark 1.10: if a probability measure P on X has mean a := EP [F ]
equal to the mean a = EQ[F ] of a member Q ∈ E , then the rI -projection ΠP→E of P to E
is the intersection of the linear family La,F with E . The mean value parametrization π−1

E
is the maximum-likelihood estimator for E . The rI -projection may be written

ΠP→E = π−1
E ◦ πU(p)

and uniquely minimizes relative entropy infQ∈E D(P ||Q) = D(P ||ΠP→E).

The need for an extension of E arises for two reasons. Firstly, concerning the maximum-
likelihood estimation, if a finite i.i.d. sample x1, . . . , xN is drawn from a probability mea-
sure Q ∈ E then there is a non-zero probability that the sample mean

a :=
1

N

N∑
i=1

F (xi) ∈ R2

belongs to the boundary of the convex support. But there the mean value parametrization
of E is not defined; indeed the log-likelihood function L(θ) := 〈θ, a〉 − Λµ(θ) has no
maximum for θ ∈ R2 because the function L is strictly convex (1.16) while the gradient

∇L(θ) = F1
∂

∂θ1
L(θ) + F2

∂

∂θ2
L(θ) = a− EPµ,θ

[F ] 6= 0.
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In Figure 1.3 this corresponds to a sample mean a on a side of the triangular convex
support. Secondly, we want to control the entropy distanceDE(P ) from E for a probability
measure P on X, not necessarily coinciding with the probability measure of E . We notice
for arbitrary θ ∈ Θ that

D(P ||Pθ) = −H(P )− L(θ)

with Shannon entropy H and the log-likelihood function L from above. The missing
maximum-likelihood estimate manifests itself in a missing minimum of E 7→ R ∪ {∞},
Q 7→ D(P ||Q).

A solution to these problems is provided by the rI-closure of E that is defined by

clrI(E) := {Q a probability measure on X : DE(Q) = 0}.

For a finite sample space X this closure is known to be equal to the topological closure,
E = clrI(E), see Barndorff-Nielsen [Bar] and Csiszár and Matúš [Cs03]. In addition, the
projection πE := E(·)[F ]|E

πE : clrI(E) → cs(F∗µ) (1.17)

is a homeomorphism. Using the extended mean value chart (1.17) one can define an
rI -projection for an arbitrary probability measure P on X by

ΠP→E := π−1

E ◦ πU(p) (1.18)

such that the entropy distance is

DE(P ) = D(P ||ΠP→E).

It turns out for a finite sample space X that the closure E = clrI(E) is an extension of E
appropriate also for maximum-likelihood estimation, see [Bar] and see Csiszár and Matúš
[Cs08] for generalizations and recent development. The case of an arbitrary Borel measure
on Rk is much more complex compared to a finite sample space [Cs03]. For instance one
can have E ) clrI(E).

Since the quantum case in Section 7.1 will be analogous, we explain in detail how the
extension E is constructed. We will realize in Section 7.2 that results for a finite-level
quantum system are much richer in structure than the probabilistic case of finite support.
For example, E ) clrI(E) can occur.

The convex support cs(F∗µ) is a polytope, see (1.14). The concept of a face in con-
vex geometry is defined in another chapter. The faces of the triangular convex support
in Figure 1.3 are the empty set ∅, the three vertices F (1), F (2), F (4), the three sides
[F (1), F (2)], [F (2), F (4)], [F (4), F (1)] and the triangular convex support itself. Given



CHAPTER 1. INTRODUCTION 17

a non-empty face G of the convex support, we define µG as the counting measure on
F−1(G) ⊂ X and exponential family

EµG := {PµG,θ : θ ∈ R2}

with the notation from (1.13). Then PµG,θ is the conditional probability measure PµG,θ(A) =
Pµ,θ(A|F−1(G)) and in particular, E = Eµ = EµG if G is the convex support. If G is a
smaller face then the canonical parametrization of the exponential family EµG is not dif-
feomorphic, but the expectation with respect to F still is. One has

E =
⋃
G

EµG

with the union running over the non-empty faces G of the convex support cs(F∗µ). An
example is depicted in Figure 1.4 on page 28.

1.4 Quantum systems and measurement

We define a finite-level quantum systems and explain how information about its state
is obtained from a measurement. A personal recommendation of research monographs
follows, the scope of each one goes far beyond our applications. Minimal sufficient def-
initions for our treatment are found in Petz [Pe08] or Amari and Nagaoka [AN]. The
introduction in Holevo [Ho] develops quantum theory from probability theory in brief,
with analogies and differences. Beltrametti and Cassinelli [Bel] convince with physical
counterparts motivating many mathematical concepts.

Definition 1.12 For a natural number n ∈ N an n-level quantum system is modeled
on the n-dimensional Hilbert space H := Cn. We denote by B(H) the algebra of n × n-
matrices acting as linear operators on H. A state of the quantum system is described by
a density matrix ρ ∈ B(H). By definition, a matrix ρ ∈ B(H) is a density matrix, if ρ
is positive semi-definite (ρ is self-adjoint and has no negative eigenvalues) and has unit
trace tr(ρ) = 1, see e.g. [Ho].

Definition 1.13 [AN] An operator valued measure for a non-empty finite set X is a
mapping E : 2X → B(H) with 2X the power set of X such that

(a) E(
⋃k
i=1Bi) =

∑k
i=1E(Bi) if {Bi}ki=1 are mutually disjoint subsets of X and
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(b)
∑

x∈X E(x)∗E(x) = 1l, with x substituting the one-element set {x},

where the asterisk ∗ denotes the adjoint of a matrix5 and 1l is the identity matrix in B(H).
We call an operator valued measure E a measurement for simplicity. If the state of a
quantum system is represented by the density matrix ρ ∈ B(H) then in the measurement
E an event Y ⊂ X is observed with probability

Pρ(Y ) :=
∑
y∈Y

tr(E(y)ρE(y)∗). (1.19)

If Pρ(Y ) > 0 then the state of the system after observation of Y is

ρY :=

∑
y∈Y E(y)ρE(y)∗∑

y∈Y tr(E(y)ρE(y)∗)
. (1.20)

A particular case is Pρ(X) = 1 and ρX =
∑

x∈X E(x)ρE(x)∗. The density matrix ρY is
called a state reduction of ρ. An important special measurement is a simple or von
Neumann measurement, where the measurement operators are orthogonal projectors
E(x)2 = E(x) = E(x)∗ for x ∈ X.

Some special features of a von Neumann measurement E : 2X → B(H) follow. Given an
arbitrary event Z ⊂ X and a density matrix ρ ∈ B(H), the measurement probability is

Pρ(Z) = tr(E(Z)ρ)

because E(x)E(y) = 0 if x, y ∈ X and x 6= y (Remark 2.16 (b)). The state reduction of
ρ is

ρX =
∑
x∈X

E(x)ρE(x)∗ =
∑
x∈X

Pρ(x)ρ
x (1.21)

where the right-hand side is only defined if Pρ(x) > 0 and x substitutes {x} for x ∈ X.
If the event Z ⊂ X has positive probability Pρ(Z) > 0 then

Pρ( · |Z) = PρZ , (1.22)

the conditional measurement probabilities of ρ given Z are the measurement probabilities
of the state reduction ρZ (the calculation uses E(Y ∩ Z) = E(Y )E(Z)). The formula
(1.21) expresses the notion that a state reduction is a “measurement without selection”
[Bel], that is, ρX is a post-measurement and pre-observation state, likewise, ρX is a density
matrix-valued random variable distributed by the measurement probability.

5In Cn the standard scalar product is 〈x, y〉 := x1y1 + . . . + xnyn for x, y ∈ Cn.
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Definition 1.14 When E is a simple measurement and the possible outcomes of E are
labeled by mutually distinct real numbers {αi}i∈X , we call the pair ({E(i)}, {αi}) an
observable. We may represent an observable ({pi}, {αi}) by the self-adjoint matrix

a =
∑
i∈X

αipi.

Two observables are said to be compatible if the associated self-adjoint matrices, say a
and b commute, i.e.

ab = ba.

Otherwise, the observables are incompatible. An idempotent observable, that is, an
orthogonal projector, is often called an elementary event corresponding to a yes-no
experiment.

For a simple measurement E the numbers {αi}i∈X assigned in Definition 1.14 are the
eigenvalues and {E(i)}i∈X are the orthogonal projectors onto eigenspaces of the observable
a. There is a one-to-one correspondence between hermitian matrices and observables.

Definition 1.15 If the state of a system is represented by the density matrix ρ then
an observable a defines the random variable (ρ, a) of possible measurement results αi
distributed by Pρ (1.19). The random variable (ρ, a) has mean value

Eρ[a] := E[(ρ, a)] =
∑
i∈X

αiPρ(i) = tr(ρa). (1.23)

The special case that density matrices and observables of a quantum system are confined
to the space of diagonal matrices, then we speak of the classical case.

Remark 1.16 (A state space projects to a simplex) If we are given a von Neumann
measurement E : 2X → B(H) with rank-one orthogonal projectors {E(x)}x∈X then
X = {1, . . . , n} and the linear mapping describing the state reduction

B(H) −→ Lin{E(x)}x∈X , a 7−→
∑
x∈X

E(x)aE(x) =
∑
x∈X

tr(E(x)a)E(x)

is the orthogonal projection from B(H) to Lin{E(x)}x∈X with respect to the Hilbert-
Schmidt inner product (a, b) 7→ tr(a∗b) for a, b ∈ B(H). The restriction to density
matrices assigns state reductions (1.21){

density
matrices

}
−→ Pn, ρ 7−→ ρX =

∑
x∈X

Pρ(x)E(x). (1.24)
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When the orthogonal projectors {E(x)}x∈X are identified with the canonical basis of Rn,
this mapping is onto the probability simplex

Pn := {p ∈ Rn :
n∑
i=1

pi = 1, pi ≥ 0 for i = 1, . . . , n}, (1.25)

Surjectivity follows from convex combinations of the fix points E(x)X = E(x) for x ∈ X.

1.5 Entropy distance for quantum systems

We will now explain the diagrams on the cover page and show which special similari-
ties of quantum theory to probability theory can arise for the entropy distance from an
exponential family. The results in this thesis apply to a finite-dimensional C*-algebra
by representation on a matrix algebra. The probabilistic case is included with diagonal
matrices.

We define an exponential family E of density matrices by statistics F1, F2 (for simplicity
now only two) and an affine parameter C, the matrices C,F1, F2 ∈ B(H) being self-adjoint
on H := Cn. The exponential family E consists of density matrices for θ = (θ1, θ2) ∈ R2

ρθ :=
exp(C + θ1F1 + θ2F2)

tr (exp(C + θ1F1 + θ2F2))
.

The left-hand diagram on the cover page describes entropy distance in probability theory
as discussed in Section 1.3. The density matrices in this classical case form the probability
simplex Pn, see (1.25), which is drawn as the top triangle in the diagram. The arc in the
diagram corresponds to the exponential family E and the quadrilateral to the convex
support cs(F∗µ). This is the set of mean values of the simplex Pn with respect to F1 and
F2 and this is a polytope, see (1.14). The arrows are the rI -projection (1.18), and the
extended mean value chart (1.17) with inverse.

The right-hand diagram on the cover page describes entropy distance for finite-level quan-
tum systems as resolved in Theorem 6. Compared to the left-hand diagram, the triangle
is replaced by a circle representing a set of quantum states, for example a Bloch ball.
The quadrilateral is replaced by a cheese-shaped area—it is demonstrated in Figure 5.4
on page 104 that the mean value set of a quantum system can combine flat and curved
components.
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The maximum-likelihood aspect of entropy distance explained in Remark 1.10 disappears
for quantum systems. Empirically, only the measurement probabilities (1.19) can be an-
alyzed and not the proper state. However, the structure of entropy distance is perfectly
analogous to the probabilistic case. This is explained in the preamble to Section 7.1. Dif-
ferences to the probabilistic case include possible discontinuities of entropy distance, that
appear if and only if the rI -closure of E is not the topological closure, see the Staffelberg
family in Example 7.28.

Simplifications can occur if the statistics F1 and F2 are compatible, that is F1F2 = F2F1.
Then F1 and F2 are simultaneously diagonalizable so there exists a sequence of rank-one
orthogonal projectors {pi}ni=1 and real coefficients {ai}ni=1 and {bi}ni=1 such that

∑n
i=1 pi =

1l and such that F1 =
∑n

i=1 aipi and F2 =
∑n

i=1 bipi. We consider the von Neumann
measurement E extending the mapping

{1, . . . , n} → B(H) where i 7→ pi.

The state reduction (1.24) of an arbitrary density matrix ρ ∈ B(H) with respect to the
measurement E is

ρ{1,...,n} =
n∑
i=1

piρpi.

Mean values of the statistics F1 and F2 are the same for ρ and for the state reduction
ρ{1,...,n},

〈F1, ρ
{1,...,n}〉 = 〈F1, ρ〉 and 〈F2, ρ

{1,...,n}〉 = 〈F2, ρ〉.
Then the following diagram commutes.{

density
matrices

}
//

&&NNNNNNNNNNN

{
state reductions

of density matrices

}
∼=

vvmmmmmmmmmmmmm

Pn

{
mean values

of the statistics F1, F2

}
This additional structure arising for compatible statistics is displayed on the cover page
in the third diagram. The set of mean values of density matrices is a polytope because it
is the set of mean values of the simplex Pn of measurement probabilities of E (1.25).

If in addition to compatible statistics F1 and F2 the affine offset C commutes with F1

and with F2, then the exponential family E actually belongs the set of measurement
probabilities of E. One has

E ⊂

{
state reductions

of quantum systems

}
∼= Pn.



CHAPTER 1. INTRODUCTION 22

This situation is displayed on the cover page in the second diagram. In part it can be
dealt with using only probability theory. However, a density matrix need not be a mixture
of post-measurement states, so a probabilistic treatment does not cover the problem in
full. For example it will miss the improved bound on the maximal possible disorder of a
local maximizer of entropy distance from E , see Remark 7.30 on page 162. This justifies
the extensive studies for the main result in Theorem 6 for compatible statistics.

1.6 Overview

This section gives a summary on the purpose of each chapter including only the most
important references to the literature and new results. More details are found in the
introductory parts of some chapters.

Finite-dimensional C*-algebras. Chapter 2 introduces algebraic fundamentals from
the literature. The main focus is on finite-dimensional C*-algebras and their projector
lattices. The representation of a finite-dimensional C*-algebra as a matrix algebra follows
from the Gelfand-Naimark theorem, see e.g. Davidson [Da]. The structure of the projector
lattice as a union of Grassmannian manifolds is recalled and customized.

Convex geometry in Euclidean space. Chapter 3 is two-fold. There is an introduction
of the necessary concepts from convex geometry in finite-dimensional Euclidean spaces by
reference to the literature mainly from Rochafellar [Ro]. Then we prove new results useful
for the study of state spaces. We establish face lattice isomorphisms between a convex set
and an orthogonal projection of the set, the two being linked by the cylinder formed by
the inverse projection. Another subject is the pair (touching cone, normal cone) which
is the dual concept to the pair (face, exposed face), see Schneider [Sch]. A state space
has the special feature of exposed face and this is preserved by intersection with an affine
space. A state space has the special feature of normal cone and this is preserved by
orthogonal projection to a linear space. We note that a projection of a convex set can
have non-exposed faces although the convex set does not have any by itself. We prove a
characterization of exposed faces for a convex set, where every touching cone is a normal
cone.

State spaces. Chapter 4 contains the convex geometric fundamentals of the state space
of a matrix algebra. Here we follow the example set by Alfsen and Schultz [Al] who
compute the face lattice of the state space in a C*-algebra and a von Neumann algebra.
The desired statements about normal cones and relative interiors are easily deduced but
we provide own proofs. An original result is the homeomorphism between the projector
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lattice of the matrix algebra and the face lattice of the state space equipped with Hausdorff
distance.

State reflections. Chapter 5 is a new contribution to the field of state spaces. State
reflections are defined as orthogonal projections of a state space to some vector space.
A state reflection is a generalization of the concept of convex support for a probability
measure, see Barndorff-Nielsen [Bar] or Csiszár and Matúš [Cs03]. While a state space
has only exposed faces, a state reflection can have non-exposed faces. We describe the face
lattices of a state reflection using lattice morphisms to the projector lattice of the algebra.
We use access sequences for characterization and computation of projector lattices of a
state reflection. We start to clear the topology of the projector lattices.

Exponential families. Chapter 6 is a customized collection of known results about expo-
nential families in a matrix algebra. But the examples of the swallow and Staffelberg
family serve subsequently as models to explain new features of quantum exponential
families. We explain geometry of relative entropy including the BKM-metric and the
Pythagorean theorem of relative entropy, see e.g. Petz [Pe94, Pe08]. The mean value
chart for exponential families is explained following Wichmann [Wic].

Entropy distance. Chapter 7 is a new contribution to the field of quantum exponential
families. The rI -closure known from exponential families of probability distributions, see
e.g. Csiszár and Matúš [Cs03], is an appropriate extension for an exponential family in
a matrix algebra to describe entropy distance. A difference with the classical case is
that the rI -closure is not covered by the closures of e-geodesics in the exponential family.
This is related to non-exposed faces of the state reflection. Another difference is that an
exponential family in a matrix algebra can have the rI -closure strictly included in the
topological closure. We prove that the rI -closure is topologically closed if and only if
entropy distance is continuous. We can prove a connection between the topology of an
exponential family and the topology of associated projector lattices. The rank of a local
maximizer of entropy distance is bounded. The bound can improve quadratically in the
quantum case over the classical case.

Some examples. In Chapter 8 the new results are applied to examples. The Gibbs
ensembles with respect to a set of observables are fundamental to Quantum Statistical
Mechanics, see e.g. Ingarden et al. [In]. We prove that the rI -closure of the Gibbs ensem-
bles is the set of maximum entropy ensembles (including singular density matrices). The
second example covers abelian matrix algebras where our results simplify to the case of
probability distributions of finite support. We show continuity of entropy distance. The
initial motivation of this thesis was to study multi-information, see e.g. Ay and Knauf
[AK], which is the entropy distance for factorizable families. We obtain continuity of
multi-information. For a local maximizer of multi-information we prove an upper rank
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bound increasing as the square root of the number of units. This is a quadratic improve-
ment over the classical case. We include a partial classification of convex exponential
families because it is believed that their structure exhibits further information about fac-
torizable families. For the convex subfamilies of factorizable families the classification is
total.

Application: Stationary Markov transitions. In Chapter 9 a dynamical situation is
discussed with an interaction measure related to multi-information, see Ay [Ay01]. Simi-
larly to the case of multi-information, the measure can have applications in Mathematical
Physics, Mathematical Biology and Neuroscience. Using a cyclic decomposition of Markov
chains, we prove the emergence of determinism for Markov transitions of a high temporal
interaction.

1.7 Questions

The following questions, while limiting this work, propose new viewpoints that seem
within reach.

Convex geometry

We have proved Theorem 1 under the condition that every touching cone of a convex set
is a normal cone and we could ask for more:

Question 1 What are the special properties of a convex subset of Rm where every touch-
ing cone is a normal cone?

More generally, we like to know other branches of mathematics where the projection of a
convex set plays a role. An example is the Fourier-Motzkin Elimination [Zi].

Topology of projector lattices

We consider a matrix algebra A. Let V ⊂ A be a vector space of self-adjoint and traceless
matrices. The idea is to get information from the projector lattices about singularities of
an exponential family of the form E := exp1(θ + V ) for θ ∈ A self-adjoint. Question 5,
Question 6 and Question 7 on page 119 are ordered in decreasing strength, the strongest
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one being Question 5 about the inclusion

PV ⊂ PV,⊥. (1.26)

The affirmative to (1.26) is related to a Grassmannian approximation of the rI -closure of
E , see Remark 7.25. A special case of (1.26) is the following.

Question 2 Are isolated points in PV included in the exposed projector lattice PV,⊥?

The attempts made at the end of Section 5.4 to answer Question 7 could be structured
by the following.

Question 3 Is it true that a stable convex set C ⊂ Rm has a homeomorphic symmetriza-
tion map at a vector space W ⊂ Rm if and only if the projection πW |C is open?

To investigate (1.26) one can also study the projector lattice PV geometrically. Is it a
union of pieces of a variety? A simpler question would be: does a "proper quantum case"
have an infinite projector lattice? To answer this, it can help to know about generators
and their algebras (some results are known for 3× 3-matrices [Asl]). Here is the question.

Question 4 If u, v ∈ A0
sa and if PLin{u,v} is finite, do u and v commute?

rI- and variation closures of exponential families

To study the possible discrepancy clrI(E) ( E in Example 7.21 with the Staffelberg family
in a general context, it is necessary to create and evaluate more examples. We do know
that the combinatorial mean value parametrization is discontinuous if and only if clrI(E) (
E (7.28). In Question 8 on page 158 the positions of these discontinuities are proposed.
Question 9 on page 160 and Question 10 on page 161 make shape proposals about the
variation closure E . Question 11 on page 162 is an extension of Question 8 about the
location of discontinuities of entropy distance.

Stochastic dependencies

• Nonseparability [Ho]: a precise knowledge of the set of factorizable states can only be
of advantage when studying entanglement.
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• Is it possible to find a connection between multi-information and phase coexistence
(beyond the Ising model [Ma, Er]) for arbitrary classical and quantum spin systems?

State estimation theory

• Do our geometric results have consequences for quantum state estimation [Pe08]?

• Can a coherent state estimation theory be related to quantum exponential families?
This question requires infinite-dimensional Hilbert spaces.

Information geometry

Can the Pythagorean theorem of relative entropy be extended to the whole state space?
(This is true for probability measures of finite support [Cs03].)

Convex exponential families

What is the meaning of the commutator relation (see Section 8.4) for the algebraic clas-
sification of convex families?
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R2 ∼= U = Lin{F1, F2}

δ1

δ2

δ3

δ4

E

F (1)

F (2)

F (3)

F (4)
cs(F∗µ)

Figure 1.3: The mean value chart in Section 1.3. A probability measure P on X :=
{1, 2, 3, 4} is identified with the density function p := dP

dµ
in the probability simplex P4 ⊂

RX for counting measure µ on X. The drawing is a piece of a hyperplane of RX including
F1 := 1√

2
(1,−1, 0, 0) and F2 := 1

2
√

3
(1, 1, 1,−3) and the probability simplex P4 shifted in

a direction perpendicular to U := Lin{F1, F2}. The mean value of P is the orthogonal
projection EP [F ] = πU(p) to U . Thus, the values of the statistic F (1), F (2), F (3), F (4)
are projections of the vertices of P4 and their convex hull is the convex support cs(F∗µ) =
πU(P4). Here this is a triangle with vertices F (1), F (2), F (4). The exponential family E
with densities pµ,θ(x) := exp(θ1F1(x) + θ2F2(x) − Λ(θ)) is depicted as the gray curved
surface inside P4. The restriction πE = E(·)[F ]|E is the mean value chart for E . The inverse
π−1
E , being defined on the interior int(cs(F∗µ)), is the maximum-likelihood estimator for
E . Provided EP [F ] ∈ int(cs(F∗µ)), the rI -projection of P to E is ΠP→E = π−1

E (EP (F )),
and one has infQ∈E D(P ||Q) = D(P ||ΠP→E) for the entropy distance of P from E .
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R2 ∼= U = Lin{F1, F2}

δ1

δ2

δ3

δ4

E

F (1)

F (2)

F (3)

F (4)
cs(F∗µ)

Figure 1.4: The closure in Section 1.3. The example from Figure 1.3 is completed
to the closure E . The convex support cs(F∗µ) has 8 faces, the empty set ∅, the three
vertices F (1), F (2), F (4), the three sides [F (1), F (2)], [F (2), F (4)], [F (4), F (1)] and the
triangular convex support. To each non-empty face G of cs(F∗µ) there corresponds a
set of conditional probability distributions EµG := {P ( · |F−1(G)) : P ∈ E}. This set
is an exponential family by itself and the union of these “conditional families” for non-
empty faces G is the closure of E . The restriction πE = E(·)[F ]|E is a homeomorphism
E → cs(F∗µ). The inverse π−1

E is suitable to extend the rI -projection. One defines for a
probability measure P on X the projection ΠP→E := π−1

E ◦ πU(p) where p = dP
dµ

is the
Radon-Nikodym derivative with respect to counting measure µ on X. Then, the entropy
distance from E is given by infQ∈E D(P ||Q) = D(P ||ΠP→E).
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1.8 Notation

N := {1, 2, 3, . . .}
N0 := {0, 1, 2, . . .}

Definitions, remarks, examples, lemmas, propositions, corollaries and theorems are la-
beled by two Roman numbers "chapter.number" and are referred to as "Definition chap-
ter.number", and so on. Equations are labeled by two Roman numbers "chapter.number"
and are referred to as "(chapter.number)".

For spatial reasons we write column vectors as rows vectors unless otherwise specified.



2 Finite-dimensional C*-algebras

A C*-algebra is an abstraction of a (closed) algebra of linear operators acting on a Hilbert
space. In the finite-dimensional case it is an appropriate setting to study a finite-level
quantum system. A C*-algebra has the advantages of a greater flexibility through the
axiomatic definition and of the independence of representation compared to an algebra of
matrices.

In this chapter we give proofs only for easy statements that may not be obvious for a
novice. The literature is cited with the corresponding statements.

2.1 The Gelfand-Naimark theorem

We recall the geometry of real and complex Hilbert spaces, the representation theorem
for a C*-algebra and (continuous) functional calculus. We begin with the definition of a
C*-algebra.

Definition 2.1 (a) A (complex) algebra A is a vector space over the complex field C
where a multiplication is defined as a binary operation that satisfies the distributive law
with respect to addition, see 1.1 in [Mu] for more details. The algebra A is called abelian
or commutative if for all elements a, b ∈ A

ab− ba = 0.

In physics language we will sometimes refer to an abelian algebra as the classical case and
to a non-abelian algebra as the quantum case. If the algebra contains a multiplicative
identity 1l then the algebra is called unital. A subalgebra B of an algebra A is a subset
of A closed under the operations in A, except possibly inclusion of the identity 1l. A
subalgebra of A that contains the identity 1l of A is called a unital subalgebra of A.

30



CHAPTER 2. FINITE-DIMENSIONAL C*-ALGEBRAS 31

(b) Let K be the field R of real numbers or the field C of complex numbers. A norm on
a vector space H over K is a mapping ‖ · ‖ : H → R+

0 such that for a, b ∈ H and α ∈ K
hold

(i) ‖a‖ = 0 ⇐⇒ a = 0,

(ii) ‖αa‖ = |α|‖a‖,
(iii) ‖a+ b‖ ≤ ‖a‖+ ‖b‖.

An algebra with a norm is a normed algebra.

We follow the definition of a C*-algebra in [Da].

Definition 2.2 A Banach algebra A is a complex normed algebra which is complete
(as a topological space) and satisfies

‖ab‖ ≤ ‖a‖‖b‖ for all a, b ∈ A.

A Banach *-algebra A is a complex Banach algebra with a conjugate linear involution
* (called the adjoint) which is an anti-isomorphism. That is, for all a, b in A and λ ∈ C,

(a+ b)∗ = a∗ + b∗

(λa)∗ = λa∗

a∗∗ = a

(ab)∗ = b∗a∗.

(2.1)

A C*-algebra A is a Banach *-algebra with the additional norm condition

‖a∗a‖ = ‖a‖2 for all a ∈ A. (2.2)

A norm satisfying (2.2) is a C*-norm. An element a of a C*-algebra A is self-adjoint
if a∗ = a, it is normal if a∗a = aa∗, it is unitary if a∗a = aa∗ = 1l.

We introduce notation and recall frequently used properties of Hilbert spaces.

Definition 2.3 Let H be a K-vector space. A sesquilinear form on H is a mapping
〈·, ·〉 : H ×H → K that is conjugate linear in the first argument and linear in the second.
A sesquilinear form 〈·, ·〉 on H is positive (semidefinite) if 〈x, x〉 ≥ 0 for all x ∈ H. An
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inner product 〈·, ·〉 on H is a positive sesquilinear form on H such that 〈x, x〉 = 0 if
and only if x = 0. Then the tuple (H, 〈·, ·〉) is called an inner product space. If K = R
then an inner product space is called a Euclidean space. If K = C it is a Hermitian
space. A Hermitian space that is complete (as a topological space) is a Hilbert space,
an Euclidean space that is complete is a real Hilbert space. For an inner product 〈·, ·〉
on H we define ‖x‖2 :=

√
〈x, x〉, x ∈ H.

Remark 2.4 For an inner product on a K-vector space H, the Schwarz inequality

|〈x, y〉| ≤ ‖x‖2‖y‖2 (2.3)

and the triangle inequality

‖x+ y‖2 ≤ ‖x‖2 + ‖y‖2, (2.4)

hold for x, y ∈ H. These inequalities are proved in §64 in [Hal].

Definition 2.5 In an inner product space (H, 〈·, ·〉) we call the mapping x 7→ ‖x‖2 for
x ∈ H the two-norm. A vector u ∈ H is normalized and u is a unit vector if ‖u‖2 = 1.
Two vectors u, v ∈ H are orthogonal, written u ⊥ v, if 〈u, v〉 = 0. Two subsets U, V ⊂ H
are orthogonal if each element of U is orthogonal to each element of V , written U ⊥ V .
The orthogonal complement of U in H is the subspace

U⊥ := {v ∈ H : v ⊥ u for all u ∈ U}.

A set S of vectors in H is an orthonormal set if the vectors in S are normalized and
mutually orthogonal. If S is an orthonormal set and no other orthonormal set contains
S as a proper subset then S is called an orthonormal basis for H or an ONB for H.
The operator norm of a linear operator a on H is defined by

‖a‖ := sup
x∈H
‖x‖2≤1

‖a(x)‖2. (2.5)

A linear operator a on H is bounded if the operator norm ‖a‖ if finite. The set of
bounded operators on H is denoted by B(H).

Remark 2.6 (a) In an inner product space (H, 〈·, ·〉) the two-norm x 7→ ‖x‖2 for x ∈ H
is a norm in the sense of Definition 2.1 (b). This follows from the triangle inequality (2.4)
and the definition of an inner product. In all our applications, the space H has finite
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dimension. Then H is complete for the topology of the two-norm, a Hermitian space is a
Hilbert space and an Euclidean space is a real Hilbert space.

(b) For a bounded operator a ∈ B(H) there exists a unique bounded operator a∗ ∈ B(H)
such that 〈a∗(x), y〉 = 〈x, a(y)〉 holds for all x, y ∈ H (Theorem 2.3.1 in [Mu]). We call a∗
the adjoint of a.

(c) The algebra B(H) of bounded operators on a Hilbert space H is a C*-algebra with
C*-norm the operator norm (2.5) and with the adjoint defined in (b), see Lemma 2.1.3
in [Mu]. One can argue as follows. If a ∈ B(H) then the inequality ‖a∗a‖ ≤ ‖a∗‖‖a‖
is elementary to prove. Using the Schwarz inequality (2.3) we have ‖a‖2 ≤ ‖a∗a‖. This
proves ‖a∗‖ = ‖a‖ and one obtains ‖a‖2 = ‖a∗a‖. More general, any closed and self-
adjoint subalgebra of B(H) is a C*-algebra. A closed and self-adjoint subalgebra of B(H)
is called a concrete C*-algebra.

(d) The Gelfand-Naimark theorem (Theorem I.9.12 in [Da]) says a concrete C*-
algebra is the general example of a C*-algebra: Every C*-algebra is isometrically *-
isomorphic to a concrete C*-algebra of operators. A simple example for k ∈ N is the full
matrix algebraMk. This is the space of complex k×k matrices. For completeness we put
M0 = {0}. By Theorem III.1.1 in [Da] a finite-dimensional C*-algebra A is *-isomorphic
to the direct sum of full matrix algebras

A ∼= Mn1 ⊕ · · · ⊕MnN
, (2.6)

where n = (n1, . . . , nN) ∈ NN
0 is a multi-index and N ∈ N.

Definition 2.7 A finite-dimensional concrete C*-algebra A of the form (2.6) will be re-
ferred to as a matrix algebra. We abbreviate |n| :=

∑N
i=1 ni. Then A

� � //M|n| is a
natural embedding and a C*-norm on A is given by ‖a‖ := sup x∈H

‖x‖2=1
‖a(x)‖2. where a

matrix a is considered a linear operator on the Hilbert space

H := H1 ⊕ · · · ⊕HN (2.7)

for Hi := Cni , i = 1, . . . , N such that H = C|n|. The two-norm ‖ · ‖2 above is the norm
on the Hilbert space H = C|n| induced by the inner product for x, y ∈ H

〈x, y〉 :=

|n|∑
i=1

xiyi. (2.8)

The abelian shaping of the Gelfand-Naimark Theorem is the Gelfand transform and it is
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the representation of an abelian C*-algebra as an algebra of complex valued functions.
This is useful to define continuous functional calculus.

Definition 2.8 Let A be a unital C*-algebra. The spectrum of a ∈ A is the set

spec(a) := {λ ∈ C : λ1l− a is not invertible },

the spectral radius of a is the non-negative number spr(a) := max{|λ| : λ ∈ spec(a)}.
The spectral norm of a ∈ A is defined by

√
spr (a∗a). A C*-subalgebra of A is a subset

of A that is closed under the algebraic operations of A. The C*-algebra generated by
an element a ∈ A is the smallest C*-subalgebra of A that contains a and this algebra is
denoted C∗(a). The operator a is positive if spec(a) is non-negative. If a is positive then
we write a ≥ 0.

Remark 2.9 (a) Spectral invariance. Let B be a unital C*-algebra and A ⊂ B be a
unital C*-subalgebra. A priori, the spectrum of an element a ∈ A calculated in A can be
larger than the spectrum of a calculated in B because there are more possible inverses for
a in the larger algebra B. It turns out that the spectrum of an element a in a C*-algebra
is invariant under a unital algebra embedding (Corollary I.5.7 in [Da]).

(b) If a is an element in a unital C*-algebra and a is normal, that is a∗a = aa∗, then
there exists a C*-isomorphism (Corollary I.3.2 in [Da])

Γ : C∗(a) → C(spec(a))

called the Gelfand transform. Here we denote by C(spec(a)) the abelian algebra of con-
tinuous functions spec(a) → C endowed with the supremum norm ‖b‖ := supx∈spec(a) |b(x)|
for b ∈ C(spec(a)).

(c) If a ∈ A for a unital C*-algebra A then the spectral norm and C*-norm are equal,

‖a‖ =
√

spr(a∗a) (2.9)

(Corollary I.3.4). This follows immediately from the Gelfand transform in (b) and from
equality of the spectrum of a in C∗(a) and in A, see (a).

(d) If a is a normal element in a unital C*-algebra and f is a continuous function on
spec(a) then there is an operator f(a) defined f(a) := Γ−1 ◦ f ◦ Γ by the Gelfand trans-
form Γ. The association that transforms a complex valued function on spec(a) into an
operator valued function on C∗(a) is called continuous functional calculus. If g is
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continuous on f(spec(a)) then g(f(a)) = g ◦ f(a). This is proved in in Corollary I.3.3
in [Da]. The continuous functional calculus extends a polynomial definition of operator
functions because the Gelfand transform is an algebra isomorphism. In the case of a finite
dimensional C*-algebra, the spectrum of a is finite. Then it follows that an arbitrary
function on spec(a) is polynomial, for it can be written by interpolation with Newton
polynomials.

(e) If A is a concrete C*-algebra of linear operators on a Hilbert space H then from the
Gelfand-Naimark Theorem and from the Gelfand transform we obtain equality of operator
norm (2.5) and spectral norm. For a ∈ A holds

‖a‖ = sup
x∈H
‖x‖2≤1

‖a(x)‖2 =
√

spr(a∗a).

2.2 Analysis in matrix algebras

A matrix algebra (Definition 2.7) is our working model of a finite-dimensional C*-algebra.
It is specified by a natural number N ∈ N and a multi-index n = (n1, . . . , nN) ∈ NN

0 . A
matrix algebra A is a direct sum of full matrix algebras

A := Mn1 ⊕ · · · ⊕MnN

acting on the Hilbert space H := H1⊕ · · · ⊕HN for Hi := Cni , i = 1, . . . , N . We describe
the most frequently used methods.

The positive cone of a matrix algebra induces a partial ordering on the self-adjoint matri-
ces. We recall the Hilbert-Schmidt inner product and trace norm. Orthogonal projectors
are used to write the spectral theorem and functional calculus. Compressions are intro-
duced in analogy with Alfsen and Schultz [Al]. They can generalize conditional probability
distributions to non-abelian algebras.

Definition 2.10 The positive cone of A consists of positive matrices

A+ := {a ∈ A : a ≥ 0}. (2.10)

Remark 2.11 Let a ∈ A be a matrix. (a) Then a is positive if and only if a = b2 for
some self-adjoint matrix b ∈ A (Lemma I.4.3 in [Da]).
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(b) The matrix a∗a is positive (Theorem I.4.5 in [Da]).

(c) The relation a ≥ 0 implies b∗ab ≥ 0 for every b ∈ A as a consequence of (a) and (b).

(d) One has a ≥ 0 if and only if 〈a(x), x〉 ≥ 0 for all x ∈ H (Theorem 2.3.5 in [Mu]).

(e) If a ≥ 0 then by functional calculus in Remark 2.9 (d) there exists a (positive)
square-root

√
a ∈ C*(a) ⊂ A, that satisfies

√
a ≥ 0 and (

√
a)2 = a.

(f) Every self-adjoint matrix a ∈ Asa has a decomposition a = a+ − a− for two positive
matrices a+, a− ∈ A+. This follows from functional calculus applied to the real functions
x 7→ max(0, x) and x 7→ max(0,−x).

On the matrix algebra A we can use the C*-norm. The following two norms are used,
too. The Hilbert-Schmidt norm is a two-norm, it is induced by an inner product.

Definition 2.12 If {xi} is an ONB of the Hilbert space H = C|n| then the trace of a
matrix a ∈ A is

tr(a) :=
∑
i

〈a(xi), xi〉 (2.11)

The Hilbert-Schmidt inner product or HS inner product for a, b ∈ A is given by

(a, b) 7→ 〈a, b〉 := tr(a∗b)

and the Hilbert-Schmidt norm is ‖a‖2 :=
√
〈a, a〉. The trace norm of a matrix a ∈ A

is given by
‖a‖1 = tr |a|

where |a| :=
√
a∗a is defined by functional calculus.

Remark 2.13 (a) The HS inner product is an inner product on A [Du].

(b) If a, b ∈ A are positive matrices then a ⊥ b if and only if ab = 0. [Proof on page 190]

(c) The trace norm is a norm [Ni]. By Lemma 2.57 in [Al] one has the inequality for
a, b ∈ A

| tr(ab)| ≤ ‖a‖1‖b‖ (2.12)

with trace norm and spectral norm on the right-hand side.
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On the matrix algebra A some special notation is used.

Definition 2.14 The real vector space of self-adjoint matrices is denoted

Asa := {a ∈ A : a∗ = a} (2.13)

The HS inner product on A restricts to the Euclidean inner product (a, b) 7→ 〈a, b〉 = tr(ab)
on Asa. Unless otherwise specified, we understand the orthogonal complement of a subset
U ⊂ Asa as the complement in Asa, that is

U⊥ := {b ∈ Asa : b ⊥ a for all a ∈ U}.

We define the real vector space of traceless self-adjoint matrices (i = 0) and the real
affine space of trace one self-adjoint matrices (i = 1) as

Aisa := {a ∈ Asa : tr(a) = i}. (2.14)

The space of self-adjoint matrices has dimension

dimR(Asa) = dimC(A) =
N∑
i=1

n2
i . (2.15)

Definition 2.15 An orthogonal projector in A is a matrix p ∈ A with p = p∗ = p2.

P(A) := {p ∈ A : p = p∗ = p2} (2.16)

is the projector lattice of A. The projectors 0 and 1l are improper projectors. All other
projectors are proper. A set F ⊂ P(A) of projectors is a complete set of projectors
if
∑
p∈F

p = 1l.

Remark 2.16 (a) Every orthogonal projector p ∈ P(A) is positive. This follows from
p2 = p by Remark 2.11 (a).

(b) Distinct members p, q of a complete set of projectors in A satisfy pq = 0.
[Proof on page 190]
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(c) If a ∈ A is a normal matrix then the spectral theorem holds: there exists a complete
set {pµ(a)}µ∈spec(a) of orthogonal projectors such that

a =
∑

µ∈spec(a)

µpµ(a). (2.17)

This sum is called spectral decomposition of a. For µ ∈ spec(a) the orthogonal
projector pµ(a) is the spectral projector of a for µ. Notice that the projector pµ(a)
belongs to A, indeed it is a polynomial in a, see Satz 5.25 in [Kn01].

(d) If a ∈ A is a normal matrix with spectral decomposition a =
∑

µ∈spec(a) µpµ(a) and
if f is a complex function on the spectrum spec(a) of a, then the continuous functional
calculus in Remark 2.9 (d) is (reasoning with [Da] on page 190)

f(a) =
∑

µ∈spec(a)

f(µ)pµ(a). (2.18)

Definition 2.17 Let a ∈ A be a normal matrix and with spectral decomposition (2.17)
given by a =

∑
µ∈spec(a) µpµ(a). The kernel projector of a is defined as the orthogonal

projector

k(a) :=

{
p0(a) if 0 ∈ spec(a),

0 otherwise.
(2.19)

The support projector of a is the orthogonal projector

s(a) := 1l− k(a). (2.20)

A normal matrix a dominates a normal matrix b if s(b) ≤ s(a). Let a ∈ A be a self-
adjoint matrix. We will use very frequently the minimal eigenvalue and minimal
projector of a,

µ−(a) := min{spec(a)} and p−(a) := pµ−(a)(a), (2.21)

as well as the maximal eigenvalue and maximal eigenprojector of a,

µ+(a) := max{spec(a)} and p+(a) := pµ+(a)(a). (2.22)

Remark 2.18 If a ∈ A is a normal matrix, then kernels and images of a and of the adjoint
a∗ coincide (Satz 8.13 in [Kn01])

Im(a∗) = Im(a) and ker(a∗) = ker(a)
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and the Hilbert space H is the direct orthogonal sum (Satz 8.14 in [Kn01])

H = Im(a)⊕ ker(a).

By the finite dimensionality of H one has

Im(a) = ker(a)⊥ and ker(a) = Im(a)⊥. (2.23)

The image of a and of the support projector s(a) are equal,

Im(s(a)) = Im(a). (2.24)

This equation is not standard in the infinite-dimensional case. Usually, the projector
with image Im(a) is the range projector, whereas the support projector of a has the
image ker(a)⊥ [Al]. Further, from the spectral theorem we get s(a)i = s(ai) for the direct
sum summands i = 1, . . . , N of the matrix algebra A = Mn1 ⊕ · · · ⊕MnN

. Thus by (2.24)
holds

Im(s(a)i) = Im(ai). (2.25)

Another consequence of (2.24) and using (2.23) for normal matrices a, b ∈ A is

ab = 0 ⇐⇒ s(a)s(b) = 0.

If a, b ∈ A+ are positive matrices then by Remark 2.13 (b) one has also

a ⊥ b ⇐⇒ s(a)s(b) = 0. (2.26)

The following concept will be used to describe the generalization of conditional probability
distributions in non-abelian algebras. For an orthogonal projector p ∈ P(A) we consider
the finite dimensional C*-algebra

pAp = {pap : a ∈ A}.

This algebra does not contain the identity 1l of A unless p = 1l. The identity of pAp is p.
The algebra pAp is called compression in [Al]. We give a slightly different definition.

Definition 2.19 For an orthogonal projector p ∈ P(A) we define the compression of A
by p as the matrix algebra

Ap := Mrk(p1) ⊕ · · · ⊕Mrk(pN ) (2.27)
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We denote by 1lp the multiplicative identity of Ap and by 0p the zero element of Ap. The
compression Ap is naturally embedded in the full matrix algebra Mrk(p). The matrices in
Ap are considered linear operators on the Hilbert space

Hp := Hp
1 ⊕ · · · ⊕Hp

N

for Hp
i := Crk(pi), i = 1, . . . , N . On Hp = Crk(p) we use the inner product for x, y ∈ Crk(p)

〈x, y〉 :=

rk(p)∑
i=1

x∗i yi.

For an ONB {xi}rk(p)
i=1 of Hp we use on the compression Ap the trace

tr(a) :=

rk(p)∑
i=1

〈a(xi), xi〉.

Remark 2.20 Modulo a trace-preserving *-automorphism of Ap there exists a unique
trace-preserving *-isomorphism pAp → Ap. To construct one at least, we proceed as
follows. Since dim(Hp

i ) = rk(pi) we can choose an isometric linear bijection ι : Hp →
Im(p) to the image of p such that for i = 1, . . . , N

ι(0⊕ · · · ⊕ 0⊕Hp
i ⊕ 0⊕ · · · ⊕ 0) = Im(0⊕ · · · ⊕ 0⊕ pi ⊕ 0⊕ · · · ⊕ 0)

holds. Then a 7→ ι−1 ◦ a ◦ ι is a trace-preserving *-isomorphism from pAp to Ap. If two
trace-preserving *-isomorphism α, β : pAp→ Ap are given then the concatenation β ◦α−1

is a trace-preserving *-automorphism of Ap.

Definition 2.21 With Remark 2.20 we choose for each orthogonal projector p ∈ P(A) a
trace-preserving *-isomorphism pAp→ Ap and we denote the inverse by

κp : Ap → pAp. (2.28)

The choice of κp is unique modulo a trace-preserving *-automorphism of Ap and κp will
not be specified further than these properties.

Remark 2.22 Let p = p1 ⊕ · · · ⊕ pN ∈ P(A) be an orthogonal projector.

(a) By definition (2.27) of the compression and by the dimension formula (2.15) for the
self-adjoint part of A we have

dimR((Ap)sa) = dimC(Ap) =
N∑
i=1

rk(pi)
2. (2.29)
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(b) By the spectral theorem we have for a normal matrix a ∈ (Ap)sa

κp(s(a)) = s(κp(a)) (2.30)

with the support projector (2.20). Since κp is a *-monomorphism, we obtain the relations

κp ((Ap)sa) = {a ∈ Asa : s(a) ≤ p},
κp ((Ap)+) = {a ∈ A+ : s(a) ≤ p},
κp (P(Ap)) = {q ∈ P(A) : q ≤ p}

(2.31)

for the space of self-adjoint matrices (2.13), the positive cone (2.10) and the projector
lattice (2.16). Since κp is trace-preserving we also find for i = 0, 1

κp
(
(Ap)isa

)
= {a ∈ Aisa : s(a) ≤ p} (2.32)

for the traceless and trace one self-adjoint matrix spaces (2.14).

(c) For a function f : U ⊂ C → C and a normal matrix a ∈ Ap with spec(a) ⊂ U , the
functional calculus (2.18) is transported. Provided that 0 ∈ U one has

κp (f(a)) = p f (κp(a)) . (2.33)

2.3 The Grassmannian

The logic of classical physics is typically the Boolean algebra of subsets of a phase space,
the logic of quantum physics is an orthomodular lattice consisting of closed linear sub-
spaces of a Hilbert space, called the Grassmannian. In general this is not a Boolean
algebra for the missing distributive law, see Figure 2.1. In both cases the logic is a space
of elementary events in the sense introduced in Definition 1.14. Its axiomatization in
lattice theory is due to Birkhoff, von Neumann and Husimi mainly. The lattice theory of
events is treated in Kalmbach [KaG], the operator algebra counterpart including geome-
try of state spaces is treated by Alfsen and Schultz [Al]. Our recommended reference to
general lattice theory is Birkhoff [Bi].

We recall the necessary lattice theory to describe the Grassmannian of a von Neumann
algebra. In the finite dimensional case we recall the structure of the Grassmannian as a
union of compact differentiable manifolds by standard arguments from algebraic geometry
[Har, Wey] and differential topology [Hi]. These are complemented by metric properties
described in Avron, Seiler and Simon [Av].



CHAPTER 2. FINITE-DIMENSIONAL C*-ALGEBRAS 42

0
U

V
W

Figure 2.1: The Grassmannian G(C2) = {linear subspaces of C2} has no distributive law.
Three mutually distinct one-dimensional subspaces U, V,W ⊂ C2 have U + (V ∩W ) = U
and (U + V ) ∩ (U +W ) = C2.

Definition 2.23 The Grassmannian G(H) of a Hilbert space H is the space of all closed
linear subspaces. Denote B(H) the set of bounded operators on a Hilbert space H and let
D′ = {a ∈ B(H) : ab = ba for all b ∈ D} for a subalgebra D of B(H). A C*-subalgebra A
of B(H) is a von Neumann algebra if A = A′′. The projector lattice is denoted

P(A) := {p ∈ A : p2 = p = p∗},

the Grassmannian of A is defined as the set of images of projectors

G(A) := {Im(p) ⊂ H : p ∈ P(A)}. (2.34)

We denote the positive cone of A by A+ := {a ∈ A : a ≥ 0}. The space of self-adjoint
operators is denoted by Asa := {a ∈ A : a∗ = a}.

A partially ordered set or a poset is a tuple (M,≤) consisting of a set M and a relation
≤ on M ×M such that for x, y, z ∈M holds

(a) x ≤ x,

(b) x ≤ y and y ≤ x implies x = y,

(c) x ≤ y and y ≤ z implies x ≤ z.

The relation ≤ is called a partial ordering on M .

Remark 2.24 The positive cone induces a partial ordering on Asa. The relation

a ≤ b : ⇐⇒ b− a ≥ 0 (2.35)
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defined for self-adjoint operators a, b ∈ Asa is a partial ordering on Asa. One way to prove
this is using Remark 2.11 (d) [Mu].

Remark 2.25 (a) By definition, the Grassmannian G(A) of a von Neumann algebra
A ⊂ B(H) for a Hilbert space H consists of the images of orthogonal projectors. Any
projector p2 = p of A induces the direct sum decomposition of the Hilbert space

H = Im(p) + ker(p),

given for a vector x ∈ H by x = p(x) + (1l− p)(x), cf. Dunford and Schwartz [Du], VI.3.
If p is an orthogonal projector, p2 = p = p∗, then one has Im(p) ⊥ ker(p) and this implies

ker(p) = Im(p)⊥ and Im(p) = ker(p)⊥. (2.36)

So
(ker(p)⊥)⊥ = ker(p) and (Im(p)⊥)⊥ = Im(p). (2.37)

We notice from (2.37) that kernel and image of a projector are closed subspaces. Since a
projector p is characterized by the condition p(x) = x for x ∈ Im(p) and by p(x) = 0 for
x ∈ ker(p), we see that the mapping

P(A) → G(A), p 7→ Im(p) (2.38)

from the projector lattice P(A) to the Grassmannian G(A) is a bijection.

(b) While true in the general C*-algebraic context [KaG] we give short proofs in the finite
dimensional case for the following relations of the bijection (2.38). Equivalent are for two
orthogonal projectors p, q ∈ P(A)

(i) Im(p) ⊂ Im(q),

(ii) Im(p) ⊥ Im(q)⊥,

(iii) p ≤ q,

(iv) p ⊥ 1l− q,

(v) pq = p.

(2.39)

The bijection p 7→ Im(p) is an isomorphism of partially ordered sets. The projector lattice
is ordered by the positive cone and the Grassmannian is ordered by set inclusion.

[Proof on page 190]

We discuss the order theoretic structure of the Grassmannian G(A).
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Definition 2.26 A mapping f : X → Y between two posets (X,≤) and (Y,≤) is isotone,
if x1 ≤ x2 implies f(x1) ≤ f(x2) for any x1, x2 ∈ X. The mapping f is antitone if x1 ≤ x2

implies f(x2) ≤ f(x1). In a poset L, a lower bound of a subset X ⊂ L is an element
y ∈ L such that y ≤ x for all x ∈ X. An infimum of X is a lower bound z of X such
that y ≤ z for every lower bound y of X. Dually, an upper bound of a subset X ⊂ L is
an element y ∈ L such that x ≤ y for all x ∈ X. A supremum of X is an upper bound
z of X such that z ≤ y for every upper bound y of X. A lattice (L,≤,∧,∨) is a poset
(L,≤) where any two elements x, y ∈ L have an infimum and a supremum (then being
unique). The infimum of x and y is denoted by x∧ y, the supremum of x and y by x∨ y.
The partial ordering of L restricts to a subset X ⊂ L. We call X a sublattice of L if for
all x, y ∈ X the infimum x ∧ y and the supremum x ∨ y (calculated in L) belongs to X.

A lattice (L,≤,∧,∨) is complete if every subset X of L has an infimum and a supremum.
The infimum of X is denoted inf(X), the supremum of X is denoted sup(X) in case of
existence. The smallest element of L is 0 := inf(L), the greatest element of L is
1 := sup(L). We denote a complete lattice by (L,≤,∧,∨, 0, 1). An element x ∈ L is an
atom if y ≤ x and y 6= x implies y = 0, and x is a coatom if y ≥ x and y 6= x implies
y = 1, for y ∈ L.

If a lattice L has a smallest and a greatest element, then by a complement of x ∈ L
we mean an element y ∈ L such that x ∧ y = 0 and x ∨ y = 1. If every element in L
has a complement then L is a complemented lattice. An ortholattice is a structure
(L,≤,∧,∨,′ , 0, 1) which is a lattice with universal bounds 0 = inf(L), 1 = sup(L) and
with an involution x 7→ x′ on L such that (x′)′ = x and

x ∧ x′ = 0, x ∨ x′ = 1,

(x ∧ y)′ = x′ ∨ y′, (x ∨ y)′ = x′ ∧ y′
(2.40)

holds for all x, y ∈ L.

A lattice (L,≤,∧,∨) is distributive, if the distributive law

x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z),
x ∨ (y ∧ z) = (x ∨ y) ∧ (x ∨ z)

holds for all x, y, z ∈ L. A Boolean lattice is a complemented distributive lattice. A
lattice (L,≤,∧,∨) is modular if the modular law

x ≤ z implies x ∨ (y ∧ z) = (x ∨ y) ∧ z (2.41)

holds for elements x, y, z ∈ L. An orthomodular lattice is an ortholattice where the
orthomodular law

x ≤ y implies x ∨ (x′ ∧ y) = y
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holds for all x, y ∈ L.

The following three lemmas describe the order structure for an infinite dimensional von
Neumann algebra. The Grassmannian is partially ordered by set inclusion. The infimum
of closed linear spaces is their intersection. The orthogonal complement of the inner
product of the Hilbert space is used as involution for an orthomodular lattice structure.

Lemma 2.27 (Proposition 1, page 65 in [KaG]) The Grassmannian (G(H),⊂,∩,∨, ⊥, {0},H)
is a complete orthomodular lattice.

Lemma 2.28 (Theorem 6, page 69 in [KaG]) If A is a von Neumann algebra on a Hilbert
spaceH then the Grassmannian (G(A),⊂,∩,∨, ⊥, {0},H) is a complete sub-orthomodular
lattice of G(H).

The property that G(A) is a sub-orthomodular lattice of G(H) means that G(A) is an
orthomodular lattice by itself and that the lattice operations of G(A) coincide with these
of G(H) obtained by inclusion G(A) ⊂ G(H). The next statement characterizes the order
theoretic qualities of the bijection discussed in Remark 2.25.

Lemma 2.29 (Theorem 2.104, page 112 in [Al]) IfA is a von Neumann algebra on a Hilbert
space H then the projector lattice P(A) is a complete orthomodular lattice isomorphic
to the Grassmannian G(A) under the mapping p 7→ Im(p).

We discuss a few tools from lattice theory.

Definition 2.30 A property of subsets of a set M is a closure property when (i) M
has the property, and (ii) any intersection of subsets having the given property itself has
this property.

Lemma 2.31 (Birkhoff: Corollary in [Bi] on page 7) Those subsets of any set which have a



CHAPTER 2. FINITE-DIMENSIONAL C*-ALGEBRAS 46

given closure property form a complete lattice, in which the lattice infimum of any family
of subsets Sα is their intersection, and their lattice supremum is the intersection of all
subsets Tβ which contain every Sα.

Lemma 2.32 (Birkhoff: Lemma 1 in [Bi] on page 24) An isotone bijection between two
lattices with isotone inverse is a lattice isomorphism.

Definition 2.33 A poset L is a chain if for any two elements x, y ∈ L holds x ≤ y or
y ≤ x. The length of a chain L is |L| − 1. The length of a poset L is the least upper
bound of the lengths of the chains in L.

Remark 2.34 A lattice of finite length is complete. See page 111 in [Bi].

We discuss some connections among the various lattices introduced.

Remark 2.35 (a) If the infimum of a subset X in a poset L exists, then it is unique.
Similarly, the supremum of X is unique [Bi].

(b) A subset X of a lattice L (with the partial ordering induced by L) can be a lattice
without being a sublattice of L, that is, infima and suprema can be different in X and in
L. An example is explained in Figure 3.4 on page 59.

(c) The ordering of a lattice is recovered from infimum and supremum by

x ≤ y ⇐⇒ x ∧ y = x and x ≤ y ⇐⇒ x ∨ y = y, (2.42)

see Lemma 1 on page 8 in [Bi]. In particular a Boolean lattice (L,≤,∧,∨) can be consid-
ered as an algebra (L,∧,∨) with two binary operations and under this aspect it is often
called a Boolean algebra.

(d) In a Boolean algebra (L,∧,∨, 0, 1) there exists a unique complement x′ to each x ∈ L,
see Theorem 10, Chapter I in [Bi], indeed uniqueness is true for every distributive lattice.
As an example, consider Figure 2.1: given a one-dimensional subspace, every distinct one-
dimensional subspace is a complement, hence the lattice cannot be distributive. Moreover,
in a Boolean algebra holds (x′)′ = x and

(x ∧ y)′ = x′ ∨ y′, (x ∨ y)′ = x′ ∧ y′. (2.43)



CHAPTER 2. FINITE-DIMENSIONAL C*-ALGEBRAS 47

In particular, every Boolean algebra is an orthomodular lattice.

Conversely, if every element x in a lattice L has a unique complement x′ and if (2.43)
holds, then L is a distributive lattice, see Theorem 17, Chapter II in [Bi].

(e) If (L,∧,∨,′ ) is a lattice with an arbitrary involution x 7→ x′ then the equations (2.43)
are equivalent to [Bi]

x ≤ y ⇐⇒ x′ ≥ y′. (2.44)

[Proof of (e) on page 191]

(f) Trivially, a distributive lattice is modular, but not conversely, see page 13 in [Bi]. Also,
a modular ortholattice is orthomodular, but not conversely: the Grassmannian G(H) is
modular if and only if the Hilbert space H is finite-dimensional, see Proposition 5 on
page 67 in [KaG]. The modularity for finite dimensional H follows from the fact that the
normal subgroups of any group are a modular lattice, see Theorem 11 on page 13 in [Bi],
and from the fact that every linear subspace is closed in the finite dimensional case.

We comment on the matrix algebra case. For N ∈ N we assume A = A1 ⊕ · · · ⊕ AN is
a direct sum where n = (n1, . . . , nN) ∈ NN

0 is a multi-index and for i = 1, . . . , N we use
full matrix algebras Ai := Mni

. The algebra A is a von Neumann algebra on the Hilbert
space H := H1 ⊕ · · · ⊕HN for Hi := Cni , i = 1, . . . , N .

Remark 2.36 (a) If N ≥ 2 and ni ≥ 1 for two indices i ∈ {1, . . . , N} then the algebra
A is smaller than the algebra of linear operators on H and the Grassmannian is smaller
than the space of all linear subspaces of H.

(b) The Grassmannian of A is the direct sum
⊕N

i=1 G(Ai). For Ui, Vi ⊂ Hi, i = 1, . . . , N

holds
⊕N

i=1 Ui ⊂
⊕N

i=1 Vi if and only if Ui ⊂ Vi for i = 1, . . . , N . Therefore the lattice
operations in G(A) are obtained from the individual direct summands

(
N⊕
i=1

Ui) ∧ (
N⊕
i=1

Vi) =
N⊕
i=1

(Ui ∧ Vi), (
N⊕
i=1

Ui) ∨ (
N⊕
i=1

Vi) =
N⊕
i=1

(Ui ∨ Vi)

(Theorem 7 on page 8 in [Bi]). As a consequence the distributive law (2.41) in G(A) is
equivalent with the distributive law in each direct summand G(Hi), i = 1, . . . , N . The
Grassmannian lattice G(C2) has no distributive law, see Figure 2.1. Thus, the Grassman-
nian G(A) is a Boolean lattice if and only if each summand of A is at most one-dimensional,
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that is, A is abelian. The inner product of two vectors x1 ⊕ · · · ⊕ xN , y1 ⊕ · · · ⊕ yN ∈ H
is
∑N

i=1〈xi, yi〉 so the complement of
⊕N

i=1 Ui in G(A) is (
⊕N

i=1 Ui)
⊥ =

⊕N
i=1(U

⊥
i ).

(c) In the classical commutative case A = CN the Grassmannian is a Boolean algebra
by the previous discussion. There is more additional structure. The support of a vector
x ∈ A = CN is

supp(x) := {i ∈ {1, . . . , N} : xi 6= 0}. (2.45)

The support is a useful generalization from elements of the probability simplex (1.25).
There is a lattice isomorphism between the projector lattice

P(A) = {a1 ⊕ · · · ⊕ aN ∈ CN : ai ∈ {0, 1}, i = 1, . . . , N}

and the power set 2{1,...,N} of {1, . . . , N} given by

supp |P(A) : P(A) → 2{1,...,N}, p 7→ supp(p).

The support is connected to the support projector p ∈ P(A) of x (2.20) which has a zero
coefficient pi if and only if xi is zero for i = 1, . . . , N . One has

supp ◦s(x) = supp(x).

This connection is the reason to prefer the name “support projector” to the name “range
projector”. These distinct concepts in the theory of C*-algebras [Al] coincide in the finite-
dimensional case.

(d) Returning to the general matrix algebra case, the support projector s(a) of a normal
matrix a ∈ A is the infimum [Al]

s(a) =
∧
{p ∈ P(A) : pa = a}. (2.46)

[Proof on page 191]

(e) The infimum and supremum of two projectors p, q ∈ P(A) that commute, pq = qp, is

p ∧ q = pq and p ∨ q = p+ q − pq.

This is proved using only (2.39) (v). See also Theorem 2.104 in [Al] for the von Neumann
algebra case.

We describe the topology of the projector lattice by deduction from the Grassmannian.
The partition of the Grassmannian into analytic manifolds is one of the most popular
examples in algebraic geometry [Har, Wey] and differential topology [Hi]. We formulate
the results at our desire using metric conditions [Av] with C*-norm.
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Definition 2.37 (a) Two matrices a, b ∈ A are conjugate if there is a unitary v ∈ A
such that

b = vav∗. (2.47)
The property to be conjugate defines an equivalence relation on A and the relation restricts
to an equivalence relation on the projector lattice P(A). The equivalence classes are the
conjugation classes.

(b) For two multi-indices k = (k1, . . . , kN), n = (n1, . . . , nN) ∈ NN
0 we say that k is

smaller than n, if ki ≤ ni for i = 1, . . . , N and we denote this by k ≤ n.

(c) For two multi-indices k, n ∈ NN
0 with k ≤ n and for A := Mn1 ⊕ · · · ⊕MnN

we define
the conjugation manifold

Pk(A) := Pk1(Mn1)⊕ · · · ⊕ PkN
(MnN

) (2.48)

where Pki
(Mni

) := {p ∈ P(Mni
) : rk(p) = ki} for i = 1, . . . , N .

Lemma 2.38 If n ∈ NN
0 and A = Mn1 ⊕ · · · ⊕MnN

then the conjugation classes of the
projector lattice P(A) are the conjugation manifolds Pk(A) for the multi-indices k ∈ NN

0

bounded by 0 ≤ k ≤ n. Each Pk(A) is a compact real analytic manifold of dimension
2
∑N

i=1 ki(ni − ki). The diameter of the projector lattice is (for A 6= {0})
sup

p,q∈P(A)

‖p− q‖ = 1.

Distinct conjugation manifolds are maximally separated, for multi-indices k 6= l with
0 ≤ k ≤ n and 0 ≤ l ≤ n holds infp∈Pk(A),q∈Pl(A)) ‖p− q‖ = 1. [Proof on page 191]

Remark 2.39 For a matrix algebra A, if two orthogonal projectors p, q ∈ P(A) satisfy
‖p − q‖ < 1, then they belong to the same conjugation manifold Pk(A) by Lemma 2.38.
Moreover, the unitary v such that q = vpv∗ can be chosen as a hermitean unitary. Using
the signum function sgn : R → {−1, 0, 1} which is −1 for negative numbers, 0 at 0 and
1 for positive numbers, a possible choice for v is

v := sgn(1l− p− q) (2.49)

defined by functional calculus [Av]. Observe the following asymptotic property of v. If
p ∈ P and (pn) is a sequence of orthogonal projectors with limit p = limn→∞ pn then

lim
i→∞

sgn(1l− p− pn) = 1l− 2p. (2.50)

[Proof of (2.50) on page 192]



3 Convex geometry in Euclidean space

This chapter introduces the terms of convex geometry necessary for our work. In the
first two sections most relations are cited by a reference to the monographs [Ro, Sch].
A standard book on the underlying affine geometry is [Kl]. In section three we prove a
number of natural relations for normal cones that were not found in the literature. The
penultimate section on cylinders is original where we study projections of convex sets.
The last section studies two special convex geometric properties of a state space and is
substantially original.

3.1 Convex sets

Consider the Euclidean vector space (Rm, 〈·, ·〉) and an arbitrary subset C ⊂ Rm. We
recall some working concepts of affine and convex geometry.

Definition 3.1 Let A ⊂ Rm be an affine subspace. The translation vector space of A
is defined

lin(A) := {x− y : x, y ∈ A} (3.1)

provided that A 6= ∅. If A 6= ∅ then the orthogonal projection πA : Rm → A, x 7→ πA(x)
is specified by the relation

(x− πA(x)) ⊥ lin(A). (3.2)

Recall that πA is an affine map. The finite (k ∈ N) weighted sum λ1x1 + · · · + λkxk of
points x1, . . . , xk ∈ Rm for real scalars λ1, . . . , λk ∈ R that add up to one, λ1+· · ·+λk = 1,
is an affine combination of the points x1, . . . , xk ∈ Rm. The affine hull aff(C) is the
set of all affine combinations of points in C. The relative interior of C,

ri(C) (3.3)

50
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is the interior of C with respect to the relative topology of the affine hull of C. The
relative boundary of C is

rb(C) := C \ ri(C). (3.4)

The finite (k ∈ N) weighted sum λ1x1 + · · · + λkxk of points x1, . . . , xk ∈ Rm for non-
negative scalars λ1, . . . , λk ∈ R+

0 that add up to one, λ1 + · · · + λk = 1, is a convex
combination of the points x1, . . . , xk ∈ Rm. The convex hull conv(C) is the set of all
convex combinations of points in C. For x, y ∈ Rm we use the short hands

[x, y] := conv{x, y},
]x, y[:= ri(conv{x, y}),

(3.5)

where [x, y] is called the closed segment and ]x, y[ the open segment with endpoints
x, y. The set C is convex if

[x, y] ⊂ C (3.6)

for all x, y ∈ C. If C is convex and non-empty then the translation vector space of C
is defined as the translation vector space of the affine hull

lin(C) := lin(aff(C)) (3.7)

and the dimension of C is
dim(C) := dim(lin(C)), (3.8)

whereas dim(∅) := −1. The codimension of C is

codim(C) := m− dim(lin(C)). (3.9)

For k ∈ N a set of k + 1 points b0, b1, . . . , bk is said to be affinely independent if
aff{b0, b1, . . . , bk} is k-dimensional. A k-dimensional simplex in Rm is the convex hull of
any k + 1 affinely independent points in Rm. The set C is a cone if it is closed under
positive scalar multiplication, that is λx ∈ C when x ∈ C and λ > 0. A convex cone is
a cone which is a convex set.

Example 3.2 For k ∈ N consider the (k − 1)-dimensional probability simplex (1.25)

Pk := {p ∈ Rk : pi ≥ 0 for i = 1, . . . , k and p1 + · · ·+ pk = 1}. (3.10)

This is the convex hull of vectors δi := (0, . . . , 0, 1
i
, 0, . . . , 0) corresponding to the Dirac

measures on {1, . . . , k} for i = 1, . . . , k. The affine hull of Pk is the (k − 1)-dimensional
hyperplane {x ∈ Rk :

∑k
i=1 xi = 1}. Thus, the Dirac measures are affinely independent

and the probability simplex Pk is a simplex in the above definition. The relative interior
of Pk consists of the probability distributions p ∈ Pk with full support | supp(p)| = k.
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This is a special case of (4.27) with the matrix algebra Ck. The relative boundary of Pk
is the set of probability distributions that do not dominate the uniform distribution, this
is an empty set for k = 1.

For graphical applications we seek points bi ∈ Rk−1, i = 1, . . . , k− 1, which together with
the origin bk := 0 ∈ Rk−1 form an isometric copy of the Dirac measures:

‖bi − bj‖2 =
√

2 for 1 ≤ i < j ≤ k, (3.11)

where ‖ · ‖2 denotes the two-norm on Rk−1. Equation (3.11) is solved by the points

(bi)j =

{ 1√
j(j+1)

for 1≤j<i
√

i+1
i

for j=i

0 for j>i

, i, j = 1, . . . , k − 1. (3.12)

For the tetrahedron (k = 4) the vectors in (3.12) are

b1 =
(√

2
0
0

)
, b2 =

(
1√
2√
3
2

0

)
and b3 =

( 1√
2

1√
6

2√
3

)
.

Remark 3.3 (a) Every affine map L : Rm → Rk commutes with assignment of the affine
hull (see page 8 in [Ro]), that is

aff(L(C)) = L(aff(C)). (3.13)

From this it follows that a linear map L commutes with assignment of the translation
vector space,

lin(L(C)) = L(lin(C)). (3.14)

If C is convex then an affine map L commutes with the assignment of the relative interior
(see Theorem 6.6 in [Ro]),

ri(L(C)) = L(ri(C)). (3.15)

(b) For any two convex subset C1, C2 in Rm we have

ri(C1 + C2) = ri(C1) + ri(C2), (3.16)

see Corollary 6.6.2 in [Ro]. Here addition is understood element-wise. If the convex sets
C1 and C2 share a relative interior point then

ri(C1 ∩ C2) = ri(C1) ∩ ri(C2) and C1 ∩ C2 = C1 ∩ C2 (3.17)
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by Theorem 6.5 in [Ro]. On page 192 we prove that if the convex sets C1 and C2 share a
relative interior point then

aff(C1 ∩ C2) = aff(C1) ∩ aff(C2). (3.18)

(c) The convex hull conv(C) of C is the smallest convex set in Rm containing C. The set
C is convex if and only if C = conv(C).

Definition 3.4 An extended real-valued function on C is a function

f : C → R ∪ {−∞,∞}.

Let f be an extended real-valued function on C. The epigraph of f is the set

{(x, µ) : x ∈ C, µ ∈ R, µ ≥ f(x)} ⊂ Rm+1.

The level set of f for α ∈ R ∪ {−∞,∞} is

{x ∈ C : f(x) ≤ α}.

The function f is lower semi-continuous at x ∈ C if

f(x) ≤ lim inf
i→∞

f(xi) (3.19)

for every sequence (xi)i∈N in C that converges to x. The function f is lower semi-
continuous if f is lower semi-continuous at each point x ∈ C. The function f is upper
semi-continuous if −f is lower semi-continuous. A point x ∈ C is a global maximizer
of f if f(y) ≤ f(x) for all y ∈ C. A point x ∈ C is a local maximizer of f if there is a
neighborhood U of x in C such that f(y) ≤ f(x) for all y ∈ U .

Lemma 3.5 ([Ro]) If C is closed then an extended real-valued function f on C is lower
semi-continuous if and only if the level set of f is closed in Rm for each α ∈ R.

[Proof on page 193]

Definition 3.6 An extended real-valued function f on C is convex if the epigraph of f
is a convex subset of Rm+1. The function f is concave if the function −f is convex. Let
C be convex. A real-valued function f on C is strictly convex if for all distinct points
x, y ∈ C and for all λ ∈ (0, 1) we have

f(λx+ (1− λ)y) < λf(x) + (1− λ)f(y).

The function f is strictly concave if −f is strictly convex.
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Remark 3.7 If C is convex then f : C → (−∞,+∞] is convex if and only if for all
x, y ∈ C and all λ ∈ [0, 1] we have

f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y),

see Theorem 4.1 in [Ro].

3.2 Face lattices

Let C be a convex subset of the Euclidean vector space (Rm, 〈·, ·〉). Face and exposed face
structures of a convex set are an important convex geometric property.

Definition 3.8 A convex subset F ⊂ C is a face of C if for all x, y ∈ C

]x, y[∩F 6= ∅ =⇒ [x, y] ⊂ F. (3.20)

The convex set C itself and ∅ are faces of C, the improper faces. All other faces of C are
proper. A faces of dimension zero consists of a single point, which is called an extreme
points of C. The set of faces of C

F(C) (3.21)

is called the face lattice of C.

Remark 3.9 ([Ro, Bi]) (a) For each face F of C we have F = aff(F ) ∩ C.

(b) If F is a face of C and G is a face of F then G is a face of C.

(c) The intersection of an arbitrary family of faces of C is a face of C.

(d) The face lattice is partially ordered by set inclusion. For subsets of C, the property
of being a face is a closure property by (c). Hence by Lemma 2.31 the face lattice

(F(C),⊂,∩,∨, ∅, C) (3.22)

is a complete lattice with smallest element ∅ and greatest element C. Coatoms of the face
lattice are called facets. In detail, the closure property of the face lattice implies for a
family of faces (Fα) of C the infimum∧

α

Fα =
⋂
α

Fα
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and the supremum ∨
α

Fα =
⋂
{F ∈ F(C) : F ⊃ Fα for all α}.

(e) If F is a face of C and if D is a convex subset of C such that ri(D) meets F then
D ⊂ F .

(f) Every convex set C has the decomposition into the disjoint union

C =
•⋃

F∈F(C)

ri(F ) (3.23)

of relative interiors of faces. This decomposition is called stratification. In particu-
lar, the dimension of a proper face F of C is strictly smaller than the dimension of C.

[Proof on page 193]

Definition 3.10 The face of a point x ∈ C is defined as the unique face F ∈ F(C)
with x ∈ ri(F ), and is denoted by

F (C, x). (3.24)

Remark 3.11 ([Ro]) (a) For any x ∈ C and any face G of C the inclusion F (C, x) ⊂ G
is equivalent to x ∈ G.

(b) Let two convex sets C1, C2 ⊂ Rm be given. For every face F of C1 the set F ∩ C2 is
a face of C1 ∩ C2.

Moreover, if C2 is an affine space then the face structure of C1 ∩ C2 is obtained by
intersecting the faces of C1 with C2: for all x ∈ C1 ∩ C2 we have

F (C1 ∩ C2, x) = F (C1, x) ∩ C2. (3.25)

See Figure 3.1 for an example where the equation is wrong under weaker conditions.

(c) The face structure of a face G of C is obtained by restriction. One has F (G, x) =
F (C, x) for all x ∈ G.

(d) The Minkowski theorem says that a compact convex set C ⊂ Rm is the convex
hull of its extreme points,

C = conv({x ∈ C : {x} is a face of C}). (3.26)
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x y z

C1 C2C1 ∩ C2

Figure 3.1: The rectangles C1 and C2 have F (C1, y) ∩ C2 = [x, z] ∩ C2 = [y, z] and
F (C1 ∩ C2, y) = {y}. The equation F (C1, y) ∩ C2 = F (C1 ∩ C2, y) in (3.25) is violated.

This is a special case of the famous Krein-Milman theorem [Wer]. [Proof on page 193]

Definition 3.12 The dimension function of C assigns to a point x ∈ C the dimension
of the face F (C, x):

x 7→ dim(F (C, x)). (3.27)

The level set of the dimension function for 0 ≤ d ≤ m is the d-skeleton of C

skel(C, d) := {x ∈ C : dim(F (C, x)) ≤ d}. (3.28)

Remark 3.13 (a) If C is closed then the dimension function of C is lower semi-continuous
if and only if all d-skeletons of C are closed. This follows from Lemma 3.5 because the
skeletons are the level sets of the dimension function.

(b) As an example where the 0-skeleton is not closed consider the skew double cone
C ⊂ R3 defined as the convex hull of the circle c := {(x, y, 0) : (x− 1)2 + y2 = 1} and the
two points (0, 0,±1). Points on the circle c are extreme points of C except for the origin
0, which lies in the relative interior of the one-dimensional face [(0, 0,−1), (0, 0, 1)]. See
Figure 5.8 for a convex set affinely isomorphic to C.

Some faces of C are obtained by intersection of C with a hyperplane. This makes them
special and easier to study.

Definition 3.14 The barrier cone of C is

B(C) := {u ∈ Rm : sup
x∈C

〈u, x〉 <∞}. (3.29)
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x y

Figure 3.2: The extreme point x is an exposed point. The extreme point y is not an
exposed point because every supporting hyperplane through y contains the face {x} ∨
{y} = [x, y]. The face {y} has the same normal cone as [x, y] although [x, y] is strictly
larger than {y}.

The support function of C is defined as h(C) : Rm → R ∪ {±∞},

h(C, u) := sup
x∈C

〈u, x〉. (3.30)

For a non-zero vector u ∈ B(C) \ {0} the supporting half-space of C for u is

H−(C, u) := {x ∈ Rm : 〈u, x〉 ≤ h(C, u)}.

The supporting hyperplane of C for u is

H(C, u) := {x ∈ Rm : 〈u, x〉 = h(C, u)}. (3.31)

The exposed face of C for u is

F⊥(C, u) := H(C, u) ∩ C. (3.32)

For completeness we define for a vector u ∈ Rm \ B(C) the exposed face F⊥(C, u) := ∅.
The improper faces ∅ and C are exposed faces of C by definition. For a non-zero vector
u ∈ Rm we say that F⊥(C, u) is the face exposed by u. An exposed extreme point is
called an exposed point. The exposed face lattice of C is

F⊥(C) := {F ∈ F(C) : F is exposed}. (3.33)

Remark 3.15 (a) If C is bounded then B(C) = Rm and the cylinder C + V has barrier
cone B(C+V ) = V ⊥ for V ⊂ Rm a linear space. The barrier cone is not closed in general:
if C = {(x, y) ∈ R2 : y ≤ −x2} then B(C) = {(x, y) ∈ R2 : y > 0} ∪ {0}.
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C

H(C, u0) H(C, u1)

H(C, u)

u ∈]u0, u1[\{0}

Figure 3.3: The supporting hyperplane H(C, u) of the depicted convex set C meets the
intersection of the two faces exposed by the hyperplanes H(C, u0) and H(C, u1).

(b) The support function h(C) : Rm → R∪{±∞} is convex, see Theorem 13.2 in [Ro]. If
C is non-empty and bounded then h(C) is finite and continuous throughout Rm because
a convex function is continuous on the relative interior of the domain of finiteness, see
Theorem 10.1 in [Ro].

(c) If C is non-empty and closed then for every non-zero vector u ∈ B(C) the exposed
face F⊥(C, u) is non-empty [consider the orthogonal projection of C to Lin(u)].

(d) The face exposed by a non-zero vector u ∈ Rm is the set of maximizers in C of the
linear functional 〈u, ·〉,

F⊥(C, u) = {x ∈ C : 〈u, x〉 = h(C, u)}. (3.34)

(e) Every exposed face of C is a face of C.

(f) The relative boundary of C is the union of proper exposed faces of C, see Theorem
11.6 in [Ro].

(g) The difference between an exposed face an a non-exposed face is explained in Fig-
ure 3.2.

Lemma 3.16 Any intersection of exposed faces of C is an exposed face of C. In detail, for
non-empty U ⊂ Rm \{0} we have ri(conv(U))\{0} 6= ∅ and for any v ∈ ri(conv(U))\{0}
we have

⋂
u∈U F⊥(C, u) = F⊥(C, v) unless the intersection is empty. [Proof on page 194]
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y

x

Figure 3.4: The points x, y are exposed points in the depicted closed and convex set. The
supremum x∨ y in the lattice of all subsets, the face lattice resp. the exposed face lattice
is the two point set {x, y}, the segment [x, y] resp. the top triangle. The lattices are not
sublattices of each other.

Apart from scaling by positive real numbers, the set ri(conv(U)) \ {0} to choose a single
exposing vector is maximal in Lemma 3.16. As an example we can consider the relative
boundary vector u0 ∈ [u0, u1] in Figure 3.3. The face exposed by u0 is larger than the
intersection F⊥(C, u0) ∩ F⊥(C, u1).

Remark 3.17 (a) The exposed face lattice is partially ordered by inclusion of sets. Since
an intersection of exposed faces is an exposed face (Lemma 3.16) the property to be an
exposed face of C is a closure property. Hence by Lemma 2.31

(F⊥(C),⊂,∩,∨, ∅, C) (3.35)

is a complete lattice with smallest element ∅ and greatest element C. From the closure
property follows for a family of exposed faces (Fα) of C the infimum

∧
α

Fα =
⋂
α

Fα and

the supremum
∨
α

Fα =
⋂
{F ∈ F⊥(C) : F ⊃ Fα for all α}.

(b) The exposed face lattice is not a sublattice of the face lattice (3.22) in general. The
supremum taken in the exposed face lattice may be larger than the supremum taken in
the face lattice, see Figure 3.4.
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3.3 The normal cone lattice

Let C be a convex subset of the Euclidean vector space (Rm, 〈·, ·〉). We study normal cones
of C, the dual concept of exposed faces. This section was created at the beginning of the
dissertation project with the intention to prove that a state reflection has only exposed
faces—which is disproved by the simple counter example in Figure 5.4 on page 104.
Existence of non-exposed faces in this context are not documented in the literature as
far as we know. Thus, the section contains many original statements with their proofs.
Luckily the work was not completely in vain, we prove Theorem 1 in the last section of
this chapter.

Definition 3.18 Let x be a point of C. The normal cone of C at x is the set of vectors
u ∈ Rm that do not make an acute angle with any line segment in C with endpoint x,

N(C, x) := {u ∈ Rm : 〈u, y − x〉 ≤ 0 for all y ∈ C}. (3.36)

A vector u ∈ N(C, x) is called a normal vector of C at x.

Remark 3.19 (a) The normal cone of C at x is a closed convex cone and N(C, x) =
N(C, x).

(b) The normal cone of C at x is included in the barrier cone (3.29),

N(C, x) ⊂ B(C) = {u ∈ Rm : h(C, u) <∞}. (3.37)

(c) The normal cone of C at x consists of those vectors u ∈ Rm where x maximizes the
linear functional 〈u, ·〉 on C,

N(C, x) = {u ∈ Rm : 〈u, x〉 = h(C, u)}. (3.38)

(d) The following duality is fundamental. For non-zero vectors u ∈ Rm and x ∈ C we
have

x ∈ F⊥(C, u) ⇐⇒ 〈u, x〉 = h(C, u) ⇐⇒ u ∈ N(C, x). (3.39)

This follows from the maximization principles for exposed faces (3.34) and for normal
cones (3.38).

(e) Let C1, C2 ⊂ Rm be convex sets and x ∈ C1, y ∈ C2. It is elementary to verify that

N(C1 + C2, x+ y) = N(C1, x) ∩ N(C2, y). (3.40)
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(f) Let two convex sets C1, C2 ⊂ Rm share a relative interior point and let x ∈ C1 ∩ C2.
We prove on page 194 ([Ro, Sch]) that

N(C1 ∩ C2, x) = N(C1, x) + N(C2, x). (3.41)

The premise with the common relative interior point can not be left out. Consider the
case of two closed disks in R2 that share a boundary point but no interior point.

(g) The following relations are easy to verify, let x, y ∈ C.

(i) N(C, x) ⊥ lin(F (C, x)),

(ii) if y ∈ F (C, x) then N(C, y) ⊃ N(C, x),

(iii) if y ∈ ri(F (C, x)) then N(C, y) = N(C, x),

(iv) if u,−u ∈ N(C, x) then u ∈ lin(C)⊥.

Lemma 3.20 Let x ∈ C. Then lin(C)⊥ ⊂ N(C, x) ⊂ B(C). Equivalent are

(a) the normal cone N(C, x) is a vector space,
(b) x ∈ ri(C),

(c) N(C, x) = lin(C)⊥.

The equality N(C, x) = B(C) implies that the closure of C is the translate of a convex
cone. [Proof on page 194]

Definition 3.21 The normal cone of a non-empty face F of C is defined as

N(C,F ) := N(C, x) (3.42)

for any x ∈ ri(F ). This definition is consistent by Remark 3.19 (g) (iii). The normal
cone of the empty set is defined as the ambient space

N(C, ∅) := Rm.

The normal cone lattice of a convex set C ⊂ Rm is

N (C) := {N(C,F ) : F ∈ F(C)}. (3.43)

The normal cone lattice is partially ordered by set inclusion.
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Remark 3.22 (a) N(∅, ∅) = Rm so N (∅) = {Rm}.

(b) The assignment of the normal cone to a face, N(C) : F(C) → N (C) is antitone. As
a consequence of Remark 3.19 (g) (ii) we have for all faces F,G ∈ F(C)

F ⊂ G =⇒ N(C,G) ⊂ N(C,F ). (3.44)

(c) The converse to (3.44) is wrong. The faces {x} and {y} in Figure 3.2 on page 57 are
unrelated but N(C, {y}) ⊂ N(C, {x}). In Proposition 3.29 we show that the converse to
(3.44) is true for exposed faces.

(d) On page 195 we prove the following facial variant of the duality (3.39). If F ∈ F(C)
and u ∈ Rm \ {0} then

F ⊂ F⊥(C, u) ⇐⇒ u ∈ N(C,F ). (3.45)

In particular, one has u ∈ N(C,F⊥(C, u)).

Proposition 3.23 For faces F,G of C we have N(C,F ∨ G) = N(C,F ) ∩ N(C,G). The
cone N(C,F ∨G) is a face of N(C,F ) and of N(C,G). [Proof on page 195]

Corollary 3.24 The normal cone lattice N (C) is a complete lattice with smallest element
lin(C)⊥ and greatest element Rm. The infimum of two cones K,L ∈ N (C) is K ∧ L =
K ∩ L. [Proof on page 196]

Definition 3.25 The smallest exposed face of C that contains a face F ∈ F(C) is
denoted by

⊥
F :=

⋂
{G ∈ F⊥(C) : F ⊂ G}. (3.46)

This definition is consistent by completeness of the exposed face lattice F⊥(C), see (3.35).
The dependence on C will be indicated if confusion can arise.

Lemma 3.26 If F ∈ F(C) is a non-empty face with non-zero normal cone then the
smallest exposed face of C containing F is

⊥
F =

⋂
u∈N(C,F )\{0}

F⊥(C, u). (3.47)



CHAPTER 3. CONVEX GEOMETRY IN EUCLIDEAN SPACE 63

In particular, if F is exposed then F =
⋂
u∈N(C,F )\{0} F⊥(C, u). If F ∈ F(C) is a face then

N(C,
⊥
F ) = N(C,F ). (3.48)

[Proof on page 196]

Lemma 3.27 If F 6= ∅ is an exposed face of C and u ∈ ri(N(C,F )) \ {0} then F =
F⊥(C, u). [Proof on page 196]

We addressed some effort to the study of exposed faces producing the following results.

Proposition 3.28 Let F and G denote proper faces of C. Then

(a) ∀F,G : F ⊂ G =⇒ N(G) ⊂ N(F ),

(b) ∀G : G =
⊥
G ⇐⇒ (∀F : N(G) ⊂ N(F ) =⇒ F ⊂ G) ,

(c) ∀F : F =
⊥
F ⇐⇒ (∀G : F ( G =⇒ N(G) ( N(F )) ,

(d) ∀F,G : G =
⊥
G =⇒ (N(G) ( N(F ) =⇒ F ( G)

with abbreviations N(F ) := N(C,F ) and N(G) := N(C,G). [Proof on page 197]

The condition (d) in Proposition 3.28 has no converse. In Figure 3.8 on page 71, left
drawing, the normal cones of all proper faces are one-dimensional rays so the condition is
void but the four corners are non-exposed faces.

Proposition 3.29 Assume that C has not exactly one point. Then the assignment of
normal cones to exposed faces N(C) : F⊥(C) → N (C), F 7→ N(C,F ) is an antitone
lattice isomorphism. [Proof on page 197]
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3.4 Cylinders on a convex set

This section contains a lifting construction to study projections of convex sets. All proofs
are original, no equivalent results in the literature are known to us.

Throughout this section let C be a convex subset of the Euclidean vector space (Rm, 〈·, ·〉)
and let V be a linear subspace of Rm. We study the orthogonal projection of C onto V .
Here we present face lattice isomorphisms and we calculate normal cones. The orthogonal
projection to V (3.2)

πV : Rm → V,

thought of as acting on sets, establishes the identity

πV (M) = (M + V ⊥) ∩ V (3.49)

for arbitrary subsets M ⊂ Rm. In addition to the projection πV (C) we will study the
cylinder C + V ⊥, which connects the convex set C and the projection πV (C).

Remark 3.30 (a) When applied to the Grassmannian (2.34) of a finite-dimensional C*-
algebra, formula (3.49) describes the projection of a subspace to another subspace in pure
lattice terms.

(b) In our application, the convex set C will be the state space of a finite-dimensional
C*-algebra and V will be the tangent space of an exponential family.

We wish to make more transparent a basic tool for the study of cylinders.

Lemma 3.31 Let X, Y, Z ⊂ Rm such that Z±X ⊂ Z. Then (X+Y )∩Z = X+(Y ∩Z).
[Proof on page 198]

Definition 3.32 We want to emphasize two special cases of Lemma 3.31. For a vector
space U ⊂ Rm and arbitrary subsets X, Y,M ⊂ Rm with X ⊂ U we have

(X + Y ) ∩ (M + U) = X + (Y ∩ (M + U)).

This equation is the modular law for cylinders. In the special case |M | = 1 we obtain
the modular law for affine spaces. For an affine space A ⊂ Rm with translation vector
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space lin(A) and under the assumption X ⊂ lin(A) we have

(X + Y ) ∩ A = X + (Y ∩ A).

Definition 3.33 With respect to C and V we define the lift as the mapping

LCV : 2Rm → 2C , M 7→ (M + V ⊥) ∩ C (3.50)

where 2Rm denotes the power set of Rm and 2C the power set of C.

Lemma 3.34 The projection πV is isotone with respect to set inclusion. One has

LCV = LCV ◦ πV = LCV ◦ LCV

on the power set of Rm. If M is a family of subsets of πV (C) then πV is left inverse to
LCV |M. In particular

LCV |M : M→ {LCV (M) : M ∈M}

is a bijection with inverse πV and LCV |M is isotone with respect to set inclusion. The
proofs are elementary.

Remark 3.35 Let C 6= ∅. (a) The support functions of a cylinder and its projection
compare as follows. For v ∈ Rm we have

h(C + V ⊥, v) = h(πV (C) + V ⊥, v) =

{
h(C, v) = h(πV (C), v) if v ∈ V,

∞ otherwise.

(b) If C is bounded then the barrier cone of the cylinder C+V ⊥ is B(C+V ⊥) = V . The
barrier cone of the projection πV (C) is Rm.

(c) Still, if C is unbounded then B(C + V ⊥) ⊂ V . Indeed, B(C + V ⊥) = B(C) ∩ V
and B(πV (C)) = (B(C)∩ V ) + V ⊥. However it may happen that B(πV (C)) 6⊃ B(C), see
Figure 3.5.

Lemma 3.36 (Lifted faces) If F is a face of πV (C) then the lift LCV (F ) is a face of C. For
non-zero v ∈ V we have LCV (F⊥(πV (C), v)) = F⊥(C, v). [Proof on page 198]
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0

C

πV (C)
B(C) \B(πV (C))

Figure 3.5: The closed ray C projects to a distinct ray πV (C) both emanating from the
origin 0. The barrier cones are closed half spaces and they differ according to the angle
between the rays.

Definition 3.37 With respect to C and V , the face LCV (F ) ∈ F(C) is called the lifted
face of F ∈ F(πV (C)). The lifted face lattice is

FC
V := {LCV (F ) : F ∈ F(πV (C))}.

The lifted exposed face lattice is

FC
V,⊥ := {LCV (F ) : F ∈ F⊥(πV (C))} (3.51)

where F(πV (C)) is the face lattice of πV (C) and F⊥(πV (C)) is the exposed face lattice of
πV (C). We consider FC

V and FC
V,⊥ partially ordered by set inclusion.

Proposition 3.38 (Lifted face lattices) The restricted lifts

LCV |F(πV (C)) : F(πV (C)) → FC
V ⊂ F(C),

LCV |F⊥(πV (C)) : F⊥(πV (C)) → FC
V,⊥ ⊂ F⊥(C)

are lattice isomorphisms with inverse πV . One has LCV (F⊥(πV (C), v)) = F⊥(C, v) and
πV (F⊥(C, v)) = F⊥(πV (C), v) for non-zero v ∈ V . The infimum in the lifted face lattices
is given by intersection. [Proof on page 198]

The lifted face lattice and the lifted exposed face lattice need not be sublattices of F(C).
Consider an equilateral tetrahedron C as a convex subset in R3 with V the translation
vector space of a triangular face F of C. Then two different edges s1, s2 of F have

LCV (πV (s1) ∨ πV (s2)) = C ) F = LCV (πV (s1)) ∨ LCV (πV (s2)).

The supremum on the left-hand side is taken in the face lattice of πV (C) and on the
right-hand side in the face lattice of C.
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Proposition 3.39 (Lift invariance) A face F ∈ F(C) belongs to the lifted face lattice FC
V

if and only if LCV (F ) = F . [Proof on page 199]

Lemma 3.40 (Relative boundary) The following statements for a convex subset F ⊂ C
are equivalent:

(a) F projects to the relative boundary rb(πV (C)) under πV ,
(b) F ⊂ G for some proper face G ∈ FC

V,⊥,

(c) F ⊂ G for some proper face G ∈ FC
V .

[Proof on page 200]

Lemma 3.41 (Normal cones) Let a ∈ C + V ⊥. Then N(πV (C), πV (a)) = N(C + V ⊥, a) +
V ⊥. If a belongs to C then N(C + V ⊥, a) = N(C, a) ∩ V . [Proof on page 200]

3.5 Acute relations

Let C be a convex subset of the Euclidean vector space (Rm, 〈·, ·〉). Below we study
modified variants of the duality (3.39):

x ∈ F⊥(C, u) ⇐⇒ u ∈ N(C, x)

for x ∈ C and u ∈ Rm \ {0}. The variants are true for the state spaces of a finite-
dimensional C*-algebra. The relations are sharper than the duality above. One is related
to normal cones, the other to exposed faces.

Definition 3.42 A vector u ∈ Rm \ {0} is acute normal for C if

x ∈ ri(F⊥(C, u)) =⇒ u ∈ ri(N(C, x)). (3.52)

A point x ∈ C is acute exposed for C if

u ∈ ri(N(C, x)) \ {0} =⇒ x ∈ ri(F⊥(C, u)). (3.53)

At first we study acute normal vectors. Related to acute normal vectors only Lemma 3.43
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Figure 3.6: Empty circles denote deleted points, dashed lines denote deleted lines. All
non-zero vectors are acute normal for the convex set on the left-hand side. One can check
Theorem 1, an exposed face is an intersection of coatoms. The convex set on the right-
hand side has an exposed face (the top vertex) which is not an intersection of coatoms.
Thus there is a non-zero vector which is not acute normal. Which one?

and Theorem 1 will be applied in this thesis. They are used to detect non-exposed faces
of a state reflection in Example 5.7 (e) on page 105.

Lemma 3.43 If C 6= ∅ and if the (non-zero) vector u ∈ lin(C) is acute normal for C,
then u is acute normal for the restriction of the ambient space Rm to aff(C). Assume
V ⊂ Rm is a linear subspace. If the (non-zero) vector v ∈ V is acute normal for C then
v is acute normal for πV (C). [Proof on page 200]

Theorem 1 If every vector u ∈ Rm \ {0} is acute normal for C then a proper face F of
C is exposed if and only if F is an intersection of coatoms of the face lattice F(C).

[Proof on page 201]

Remark 3.44 (a) In dimension dim(C) = 2 Theorem 1 assumes an easy statement. If
the premise of the theorem is true then a face F of C is non-exposed if and only if F = {x}
where x is the endpoint of some one-dimensional face of C but x is not the endpoint of
two distinct one-dimensional faces of C.

(b) The characterizations of exposed faces in (a) and in Theorem 1 does not require that
C is closed, see Figure 3.6.

In the following we prove that acute normal vectors have information about the normal
cone lattice of a convex set and they are linked to the concept of a touching cone defined
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Figure 3.7: The normal cones of the quarter disk (left) are sketched on the unit ball
(right). The relative interiors of normal cones do not cover the two dashed rays.

in [Sch]. We want to motivate the definition of a touching cone by the observation that
the relative interiors of normal cones {ri(N(C,F )) : F ∈ F⊥(C) \ {∅}} do not cover the
barrier cone B(C) \ {0} in general. An example is given in Figure 3.7.

Definition 3.45 (Schneider: page 74 in [Sch]) The touching cone of C for a non-zero
vector u ∈ B(C) is defined as

T(C, u) := F (N(C,F⊥(C, u)), u) (3.54)

provided that F⊥(C, u) 6= ∅. This is the face of the normal cone N(C,F⊥(C, u)) that has
u in the relative interior.

Lemma 3.46 Non-zero normal cones of non-empty faces of C are touching cones of C.
If K is a touching cone of C then

(a) K is a closed convex cone included in B(C),

(b) F⊥(C, u) = F⊥(C, v) for all u, v ∈ ri(K) \ {0},

(c) K = T (C, u) for all u ∈ ri(K) \ {0},

(d) if 0 ∈ ri(K) then K = lin(C)⊥.

[Proof on page 202]

Proposition 3.47 Two distinct touching cones of C do not meet in their relative inte-
rior. If C is closed then B(C) \ {0} is covered by relative interiors of touching cones.

[Proof on page 202]
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Proposition 3.48 A touching cone K of C is the normal cone of a non-empty face of
C if and only if there is an acute normal vector in ri(K) \ {0}. Likewise all vectors in
ri(K) \ {0} are acute normal for C. [Proof on page 203]

Corollary 3.49 If C is closed then a vector u ∈ B(C)\{0} belongs to the relative interior
of the normal cone of a non-empty face of C if and only if u is acute normal for C.

[Proof on page 203]

In the following two lemmas we consider acute exposed points.

Lemma 3.50 If x ∈ C ∩A for an affine space A ⊂ Rm and if the face F (C, x) is exposed
then F (C ∩ A, x) is an exposed face of C ∩ A. [Proof on page 203]

Lemma 3.51 A non-empty face F of C is exposed if and only if there is an acute exposed
point in ri(F ). Likewise all points in ri(F ) are acute exposed for C. [Proof on page 203]

There is a connection between acute normal vectors and acute exposed points through
polarity of convex sets. We do not prove this here and conclude with an example. The
stadium in Figure 3.8 has four non-exposed faces. Its polar convex set has four touching
cones, which are not normal cones. The polar is computed in Example 3.54.

Definition 3.52 Let C ⊂ Rm be a convex set. The polar of C is

C◦ := {x ∈ Rm : 〈x, y〉 ≤ 1 for all y ∈ C}. (3.55)

Remark 3.53 • If C is closed and contains the origin 0 then C◦◦ = C, see Theorem 14.5
in [Ro].

• If C is closed then the polar C◦ is bounded if and only if 0 lies in the interior of C, see
Corollary 14.5.1 in [Ro].

• Let C be a compact convex set and 0 ∈ int(C). The radial function of C is

ρ(C, x) := max{λ ≥ 0 : λx ∈ C}
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Figure 3.8: The stadium and its polar (for L = 1)

with x ∈ Rm \ {0}. Using the relation ρ(C, λx) = 1
λ
ρ(C, x) with x ∈ Rm \ {0} and

λ > 0, it follows

C = {x ∈ Rm \ {0} : ‖x‖ ≤ ρ(C,
x

‖x‖
)} ∪ {0}. (3.56)

This is useful for finding the polar of C because the radial function of the polar is
connected to the support function

ρ(C◦, x) =
1

h(C, x)
for ‖x‖ = 1, (3.57)

see Remark 1.7.7 in [Sch].

Example 3.54 We calculate the polar body for the stadium C defined as the union of
the rectangle [−L,L]× [−1, 1] for L ≥ 0 with two semi-circles of radius one attached on
either vertical sides, see Figure 3.8, left drawing. As a coordinate for normal vectors of C
we parametrize the unit circle in R2 by u(φ) =

(
cos(φ)
sin(φ)

)
. By symmetry we restrict to the

first quadrant. Let φ ∈ [0, π
2
]. The support function of C is

h(C, u(φ)) = 〈
(

cos(φ)
sin(φ)

)
,
(
L+cos(φ)

sin(φ)

)
〉 = 1 + L cos(φ). (3.58)

Using (3.56), the polar is given in polar coordinates by

C◦ = {(r, φ) : r ≤ ρ(C◦, u(φ))}

with the radial function (3.57)

ρ(C◦, u(φ)) = h(C, u(φ))−1 = (1 + L cos(φ))−1. (3.59)
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Following the involutive character of polarization by direct calculation, let us derive the
support function of the polar C◦. The slope of the boundary curve of C◦ in the first
quadrant at the intersection point with the ray R+

0 u(φ) is

s(φ) :=
ρ′(C, u(φ)) sin(φ) + ρ(C, u(φ)) cos(φ)

ρ′(C, u(φ)) cos(φ)− ρ(C, u(φ)) sin(φ)
= −L+ cos(φ)

sin(φ)
.

The intersection points of C◦ with the coordinate axes are in polar respectively Cartesian
coordinates

(ρ(C◦, u(0)), 0) '
(

1
1+L

0

)
and (ρ(C◦, u(

π

2
)),

π

2
) ' ( 0

1 ) .

There the slope of the boundary curve of C◦ is s(0) = −∞ and s(π
2
) = −L, see Figure 3.8,

right drawing. Accordingly, we calculate the support function of C◦ separately for slopes
a in the segments [−∞,−L] and [−L, 0].

As a coordinate for a normal vector v(ψ) =
(

cos(ψ)
sin(ψ)

)
of C◦ we use in addition to the angle

ψ ∈ [0, π
2
] also the slope

a = − tan(ψ)−1 ∈ [−∞, 0]

of the supporting hyperplaneH(C◦, v(ψ)) and denote ṽ(a) := v(ψ) with inverse coordinate
transformation ψ = arctan(− 1

a
).

In the case a ∈ [−L, 0], the supporting hyperplane H(C◦, ṽ(a)) intersects C◦ in ( 0
1 ). The

support function is thus

h(C◦, ṽ(a)) = 〈
(

cos(ψ)
sin(ψ)

)
, ( 0

1 )〉 = sin(ψ) =
1√

a2 + 1
. (3.60)

For slopes a ∈ [−∞,−L] the supporting hyperplane H(C◦, ṽ(a)) is a tangent to the
boundary curve of C◦. It meets C◦ at (ρ(C◦, u(φ)), φ) for

φ = s−1(a) = arccos

(
1

a2 + 1

(
−L− a

√
a2 − L2 + 1

))
.

This expression is readily verified. By elementary trigonometry we have

h(C◦, ṽ(a)) = ρ(C◦, u(φ)) cos(φ− ψ) = ρ(C◦, u(φ)) cos

(
s−1(a)− arctan

(
−1

a

))
and easy calculations1 yield

cos(φ− ψ) =

√
1− L

a2 + 1

1It is beneficial to substitute a2 + 1 and
√

a2 − L2 + 1 by single variables.
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and finally

h(C◦, ṽ(a)) =

√
a2 + 1√

a2 − L2 + 1− aL
. (3.61)

Using (3.56) we obtain the radial function of C◦◦ from (3.61) and (3.60):

ρ(C◦◦, ṽ(a)) =

{ √
a2−L2+1−aL√

a2+1
for a ∈ [−∞,−L]√

a2 + 1 for a ∈ [−L, 0]
. (3.62)

This radial function indeed describes the stadium C from the beginning. For a slope
a ∈ [−∞,−L] we have

(ρ(C◦◦, ṽ(a)) cos(ψ)− L)2 + (ρ(C◦◦, ṽ(a)) sin(ψ))2 = 1.

This describes the arc of the stadium. In terms of the angle coordinate ψ ∈ [0, arctan( 1
L
)]

the radial function of C◦◦ is

ρ(C◦◦, v(ψ)) = L cos(ψ) +
√

1− L2 sin2(ψ).

Special cases are ρ(C◦◦, ψ) = 2 cos(ψ) for L = 1 and ρ(C◦◦, ψ) = 1 for the sphere L = 0.
For the slope a ∈ [−L, 0] of a supporting hyperplane of C◦ the radial function of C◦◦

satisfies
ρ(C◦◦, a) cos(ψ) = −a and ρ(C◦◦, a) sin(ψ) = 1

and resembles the straight side of the stadium. We have verified C◦◦ = C. This example
confirms the formula in Remark 3.53.



4 State spaces

In the first section we define the state space in a matrix algebra and give examples.
Encouraged by Alfsen and Schultz [Al] we first study the cone of positive matrices in
Section 4.2 including the isomorphism between orthogonal projectors of the algebra and
faces of the cone. In Section 4.3 the isomorphism is translated to the state space. This
is only a special case of the analogue results for von Neumann and C*-algebras [Al].
We describe relative interiors of faces and normal cones, the latter by duality to faces.
Another news is the homeomorphism between the projector lattice and the face lattice of
the state space equipped with the Hausdorff distance. This is established in Section 4.4.

4.1 Examples and illustrations

The state space in a matrix algebra is defined. Examples provide arithmetics for further
usage and they show common ground and differences for abelian and non-abelian matrix
algebras.

Definition 4.1 A state on a complex unital algebra A is a linear functional f : A → C
that has non-negative (real) values on positive operators and such that f(1l) = 1. Unless
otherwise stated we assume that A is a matrix algebra throughout the thesis.

The assumption that A is a matrix algebra implies significant simplifications. We recall
the definition of a matrix algebra.

Remark 4.2 The following conventions are introduced broadly in Section 2.1. A matrix

74
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algebra is defined for N ∈ N and a multi-index n = (n1, . . . , nN) ∈ NN
0 as

A = Mn1 ⊕ · · · ⊕MnN
.

Here Mk is the full matrix algebra of complex k × k-matrices for k ∈ N and by definition
M0 = {0} holds. The classical case is A = C|n| with indices ni ≤ 1 for i = 1, . . . , N and
with |n| =

∑N
i=1 ni. The algebra A is an algebra of linear operators on the Hilbert space

H = H1 ⊕ · · · ⊕HN

for Hi = Cni , i = 1, . . . , N such that H = C|n|. The inner product

〈x, y〉 =

|n|∑
i=1

xiyi

is used for x, y ∈ H and the trace

tr(a) =

|n|∑
i=1

〈xi, a(xi)〉

is used for a ∈ A, where {xi}|n|i=1 is an arbitrary orthonormal basis of H. The Hilbert-
Schmidt inner product (also HS inner product) is given by

〈a, b〉 = tr(a∗b)

for a, b ∈ A. A matrix algebra A is a Hilbert space with the HS inner product. The
following geometric studies take place mainly in the self-adjoint part (2.13)

Asa = {a ∈ A : a∗ = a}.

This is a Euclidean space with HS inner product 〈a, b〉 = tr(a∗b) = tr(ab) for a, b ∈ Asa.

Remark 4.3 (a) There is a bijection between the states f of A and the positive matrices
ρ in A of trace one. The correspondence is given by the relation f(a) = tr(aρ) for a ∈ A.
See for example Definition (2.2,21) in [Th3] and (2.1,5) in [Th4].

(b) A direct sum representation of a matrix algebra A may seem technical. However
there are physical situations having this structure. In elementary particle physics some
quantities like electric charge have never been observed in a superposition of different
values. The corresponding restriction on the algebra is called a superselection rule, see
[Bel, Ben, Va].
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The following definitions are prepared in Section 2.2.

Definition 4.4 One of the main issues is the study of the projector lattice of A (2.16)
which we abbreviate by

P := P(A) = {p ∈ A : p2 = p = p∗}.

A positive matrix ρ ∈ A with trace one is called a density matrix or a state. The state
space of A is the set of density matrices

S(A) := {ρ ∈ A : ρ ≥ 0, tr(ρ) = 1} = A+ ∩ A1
sa. (4.1)

Here, we use the affine space A1
sa = {a ∈ Asa : tr(a) = 1} of trace one self-adjoint matrices,

see (2.14), and the positive cone (2.10) A+ = {a ∈ A : a ≥ 0}. The space of invertible
density matrices is

S(A) := {ρ ∈ S(A) : s(ρ) = 1l} (4.2)

where s(a) denotes the support projector (2.20) of a normal matrix a ∈ A. A state is
pure, if it is an extreme point of the state space.

The state space S(A) is a compact convex set. A state ρ ∈ S(A) is pure if and only if ρ is
a rank one orthogonal projector. We give two metric properties that are easily deduced
from the literature.

Remark 4.5 (a) The HS distance between two states ρ, σ ∈ S(A) is bounded by

‖ρ− σ‖2 ≤
√

2

with equality if and only if ρ and σ are orthogonal pure states. The HS-norm is the
Euclidean norm for convex geometric analysis of the state space.

(b) The spectral norm plays only a minor role for our analysis of the state space albeit
of great utility for the study of the projector lattice P . We notice for ρ, σ ∈ S(A) the
spectral norm bound

‖ρ− σ‖ ≤ 1

with equality if and only if ρ and σ are orthogonal and one of the states is pure.
[Proof on page 204]
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Before approaching more advanced problems we recall the situation for the algebra M2 of
2× 2 matrices. We will come back frequently to the following example.

Example 4.6 The Pauli matrices [Lev] are the matrices in M2

σ1 := ( 0 1
1 0 ) , σ2 := ( 0 −i

i 0 ) and σ3 := ( 1 0
0 −1 ) . (4.3)

One has σ∗i = σi and σ2
i = 1l for i = 1, 2, 3 so the Pauli matrices are self-adjoint and

unitary. The anti-commutators are σiσj + σjσi = 0 for distinct i, j ∈ {1, 2, 3}. Then
〈σi, σj〉 = 1

2
tr(σiσj + σjσi) = 0 for i 6= j shows that

1√
2
{1l, σ1, σ2, σ3}

is an ONB for the self-adjoint part (M2)sa of the algebra of complex 2× 2 matrices. Let
a, b ∈ R3. The mapping

R× R3 → (M2)sa, (λ, a) 7→ λ1l + aσ̂

is a homothety with ratio
√

2 when the Euclidean scalar product 〈(λ, a), (µ, b)〉 = λµ +
a1b1 + a2b2 + a3b3 is used on on R4 ' R×R3 and when the HS scalar product is used on
(M2)sa. We use the Euclidean scalar product 〈a, b〉 = a1b1 + a2b2 + a3b3 on R3 and the
Euclidean norm |a| :=

√
〈a, a〉. We abbreviate σ̂ := (σ1, σ2, σ3) and define

aσ̂ := a1σ1 + a2σ2 + a3σ3.

Spectral theory of 2 × 2-matrices is easy to describe. Let λ ∈ R and assume b 6= 0. The
matrix λ1l + bσ̂ has eigenvalues and eigenvectors

µ±(λ1l + bσ̂) = λ± |b| and p±(λ1l + bσ̂) =
1

2
(1l± b

|b|
σ̂). (4.4)

It follows that λ1l + aσ̂ is a density matrix if and only if λ = 1
2

and |a| ≤ 1
2
. The state

space of M2 is the Bloch ball

S(M2) =

{
1

2
(1l + aσ̂) : |a| ≤ 1, a ∈ R3

}
, (4.5)

see Figure 4.1. The surface of S(M2) consisting of the pure states in M2 is known [Ni] as
the Bloch sphere. Conjugation by a projector p±(bσ̂) gives

p±(bσ̂)(λ1l + aσ̂)p±(bσ̂) = (λ± 〈a, b
|b|
〉)p±(bσ̂). (4.6)
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This can be proved by orthogonal projection: for v ∈ Asa and for a rank one projector
p = p±(bσ̂) we have pvp = 〈p, v〉p .

By functional calculus for a function f : U → C with {λ+ |b|, λ− |b|} ⊂ U ⊂ C

f(λ1l + bσ̂) =
1

2
(f(λ+ |b|) + f(λ− |b|))1l +

1

2
(f(λ+ |b|)− f(λ− |b|)) b

|b|
σ̂

holds. We have an invariance for a vector space W ⊂ Lin{σ1, σ2, σ3}. If M ⊂ (R1l +W )
and if f is defined on M then

f(M) ⊂ R1l +W. (4.7)

As an example for functional calculus, the exponential function is

exp(λ1l + bσ̂) = eλ
(

cosh(|b|)1l + sinh(|b|) b
|b|
σ̂

)
(4.8)

and for λ > |b| the logarithm is

ln(λ1l + bσ̂) =
1

2

(
ln(λ2 − |b|2)1l + ln

(
λ+ |b|
λ− |b|

)
b

|b|
σ̂

)
. (4.9)

Remark 4.7 The classical resp. quantum state spaces shown in the top row of Figure 4.1
are discussed in Example 4.9 resp. Example 4.6. We notice that the tetrahedron has only
flat boundary components while the Bloch ball has a curved surface.

The images in the bottom row of the figure combine flat and curved shapes. The intersec-
tion S(M3)∩ (1l

3
+V ) for the vector space V specified in the figure is S(M2⊕C)∩ (1l

3
+V )

because V ⊂ M2 ⊕ C. The elliptic shape of the intersection is calculated on page 204.
The transition to the smaller algebra M2 ⊕ C is also possible for the projection. This
fact is proved in Proposition 5.15. The generation of the projection shape is explained in
Example 5.7 where the present case is picked up in (5.36) on page 105. An interesting
quantity calculated in the example is the angle ϕ = ∠(z, V ) ≈ 0.28π between V and the
vector z = (−1l2

2
) ⊕ 1 because ϕ can serve as another argument for the elliptic shape of

the intersection: the conic frustum in Figure 5.2 has angular aperture π
6
< ϕ hence the

conic section is in the elliptic regime.
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v1

v2

Figure 4.1: The top row shows the tetrahedron S(C4) and the state space S(M2) known as
the Bloch ball (from left to right). Below the state space of the algebra S(M3) is shown in
two-dimensional reductions. The left image is the intersection with the affine space 1l

3
+V

and the middle image is the projection to V where V is spanned by the perpendicular
vectors v1 := 1

2
(σ1 − σ2)⊕ 0 and v2 := 1

2
(σ1 + σ2)⊕ 1− 1l

3
with Pauli matrices σ1 and σ2.

On the right the two images are overlaid (1l is perpendicular to V ). See Remark 4.7 for
further details.
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Lemma 4.8 Let A be a matrix algebra A = A1 ⊕ · · · ⊕ AN with matrix algebras Ai
i = 1, . . . , N . Then the state space of A is the convex hull

S(A) = conv

(
N⋃
i=1

0⊕ · · · 0⊕ S(Ai)⊕ 0 · · · ⊕ 0

)
.

[Proof on page 205]

Example 4.9 Lemma 4.8 applied to the classical case CN with state space S(C) = {1}
shows that S(CN) is the probability simplex (1.25) defined on page 20. This is an (N−1)-
dimensional equilateral simplex of edge length

√
2.

4.2 The cone of positive matrices

Here we review and prove relevant issues about the positive cone A+ = {a ∈ A : a ≥ 0}
(2.10) of a matrix algebra A. The isomorphism between the face lattice of A+ (without
∅) and the projector lattice of A is a special case of the situation in a von Neumann
algebra [Al]. Another parallel to Alfsen and Schultz’s work is the usage of compressions
and exposed faces.

As our own contribution we can add a description of the normal cone structure of A+

(which follows from duality) and we include details about the relative interiors and affine
hulls of faces and normal cones. An easy example of a positive cone is depicted in Fig-
ure 4.2.

Remark 4.10 (a) For a normal matrix a ∈ A we denote the kernel projector (2.19) of
a by k(a). This is the eigenprojector of zero in the spectral decomposition (2.17) of a if
zero belongs to the spectrum of a. Otherwise k(a) = 0. The support projector of a is
s(a) = 1l− k(a).

(b) The following notation may seem cryptic but it makes formulas easier to handle. If
the matrix algebra is the direct sum A = Mn1 ⊕ . . .⊕MnN

for a multi-index n ∈ NN
0 and

N ∈ N then for an orthogonal projector p ∈ P = {p ∈ A : p2 = p = p∗} we denote by

κp : Ap → pAp
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1

x

y

z

1

1

Figure 4.2: The octant {(x, y, z) ∈ R3 : x ≥ 0, y ≥ 0, z ≥ 0} is the positive cone of the
algebra C3. The picture shows the state space (triangle) of C3 inside the positive cone
(truncated) inside the space R3 of self-adjoint matrices.

a *-isomorphic and trace-preserving embedding of the compression

Ap = Mrk(p1) ⊕ · · · ⊕Mrk(pN )

into A with image pAp. The morphism κp maps normal matrices of Ap to normal matrices
in A dominated by p, for example

κp((Ap)+) = {a ∈ A+ : s(ρ) ≤ p}. (4.10)

Further relations are summarized at (2.28) and (2.31) on page 40.

Proposition 4.11 The positive cone A+ is a closed convex cone with affine hull and
translation vector space equal to the space of self-adjoint matrices:

aff(A+) = lin(A+) = Asa. (4.11)

The barrier cone (3.29) is
B(A+) = −A+. (4.12)

The support function (3.30) of the positive cone evaluated in b ∈ B(A+) is

h(A+, b) = 0. (4.13)

The relative interior (3.3) of the positive cone is an open set in Asa,

ri(A+) = {a ∈ A+ : s(a) = 1l}. (4.14)
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The exposed face (3.32) of the positive cone, exposed by a vector b ∈ B(A+) \ {0} is

F⊥(A+, b) = κk(b)
(
(Ak(b))+

)
. (4.15)

The affine hull and translation vector space of this face are

aff(F⊥(A+, b)) = lin(F⊥(A+, b)) = κk(b) ((Ap)sa) . (4.16)

The relative interior is

ri
(
F⊥(A+, b)

)
= κk(b)

(
ri
(
(Ak(b))+

))
. (4.17)

[Proof on page 205]

Example 4.12 For A = C3 in Figure 4.2 we consider the proper exposed faces. These
are exposed by the vectors −p for non-zero orthogonal projectors p, see Proposition 4.11.
The projector lattice is

P = {0, (0, 0, 1), (0, 1, 0), (1, 0, 0), (0, 1, 1), (1, 0, 1), (1, 1, 0), 1l},
and yields as faces the three quarter-planes

{(x, y, z) ∈ R3 : x ≥ 0, y ≥ 0, z = 0},
{(x, y, z) ∈ R3 : z ≥ 0, x ≥ 0, y = 0},
{(x, y, z) ∈ R3 : y ≥ 0, z ≥ 0, x = 0},

the tree half-lines
{(x, y, z) ∈ R3 : x ≥ 0, y = z = 0},
{(x, y, z) ∈ R3 : y ≥ 0, x = z = 0},
{(x, y, z) ∈ R3 : z ≥ 0, x = y = 0},

and the origin {(0, 0, 0)} in this order.

Corollary 4.13 Every face of the positive cone A+ is exposed. The mapping

P → F(A+) \ {∅}, p 7→ κp((Ap)+)

is an isomorphism of complete lattices. [Proof on page 207]

Corollary 4.14 The normal cone (3.36) of the positive cone at a ∈ A+ is

N(A+, a) = −κk(a)
(
(Ak(a))+

)
. (4.18)

The relative interior of the normal cone at a ∈ A+ is

ri
(
N(A+, a)

)
= −κk(a)

(
ri((Ak(a))+)

)
. (4.19)

[Proof on page 207]
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4.3 Faces and normal cones

In the context of a matrix algebra A we follow Alfsen and Schultz’s [Al] arguments for
C*-algebras and von Neumann algebras. The state space is a base for the positive cone,
that is A+ = {λS(A) : λ ≥ 0}. We use the intersection property (4.1)

S(A) = A+ ∩ A1
sa

and translate the face and normal cone lattices from the positive cone A+ to the state
space S(A). The isomorphism between the face lattice of S(A) and the projector lattice
of A are special cases of the infinite dimensional results.

As an own contribution we translate from the positive cone the structure of normal cones
and details about the relative interiors and affine hulls of faces and normal cones.

Definition 4.15 If p 6= 0 is an orthogonal projector in A, the trace state in the com-
pression Ap is

1̂lp :=
1lp

tr(1lp)
∈ S(Ap), (4.20)

with 1lp the identity in Ap, see Definition 2.19 on page 39. Since 1l1l = 1l we write 1̂l for
the trace state of A. The state

p

tr(p)
= κp(1̂lp) ∈ S(A) (4.21)

is called the centroid with support p. The centroid with full support 1l is the trace state
of A.

Remark 4.16 If p is an orthogonal projector in A then the embedding of the state space
S(Ap) of the compression Ap into A under κp consists of all states ρ ∈ S(A) of the algebra
A that are dominated by p (Remark 2.22 (b))

κp(S(Ap)) = {ρ ∈ S(A) : s(ρ) ≤ p}. (4.22)

The embedding of the invertible states

κp(S(Ap)) = {ρ ∈ S(A) : s(ρ) = p} (4.23)

contains the centroid with support p.
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The following is the state space counterpart to Proposition 4.11 for the positive cone,
concerning exposed faces. We recall for a self-adjoint matrix v ∈ Asa that the maxi-
mal eigenvalue of v is denoted µ+(v) and the maximal projector by p+(v), this is the
eigenprojector of v for the eigenvalue µ+(v).

Definition 4.17 The face lattice of the state space is denoted

F := F(S(A)).

The support function, supporting hyperplanes and exposed faces are defined for u ∈
Asa \ {0} and are denoted by

h(u) := h(S(A), u) = max
ρ∈S(A)

〈u, ρ〉,

H(u) := H(S(A), u),

F⊥(u) := F⊥(S(A), u).

In addition, h(0) = 0. The face of a density matrix ρ ∈ S(A) is denoted

F (ρ) := F (S(A), ρ).

This is the unique face of the state space S(A) with ρ in the relative interior.

Proposition 4.18 The state space S(A) is a compact convex set of dimension

dimR
(
S(A)

)
= dimR(Asa)− 1 = dimC(A)− 1 (4.24)

with affine hull
aff
(
S(A)

)
= A1

sa (4.25)

and translation vector space
lin
(
S(A)

)
= A0

sa. (4.26)

The relative interior consists of the invertible density matrices

ri
(
S(A)

)
= S(A). (4.27)

The support function evaluated in u ∈ Asa is

h(u) = µ+(u). (4.28)

The exposed face of S(A) exposed by u ∈ Asa \ {0} is

F⊥(u) = κp+(u)
(
S(Ap+(u))

)
. (4.29)
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The affine hull of this face is

aff (F⊥(u)) = κp+(u)
(
(Ap+(u))1

sa

)
, (4.30)

the translation vector space is

lin (F⊥(u)) = κp+(u)
(
(Ap+(u))0

sa

)
(4.31)

and the relative interior is

ri (F⊥(u)) = κp+(u)
(
S(Ap+(u))

)
. (4.32)

[Proof on page 207]

Definition 4.19 The face with support p ∈ P for the state space S(A) is defined as

F(p) := κp
(
S(Ap)

)
. (4.33)

The following is the state space counterpart to Corollary 4.13 on the positive cone, con-
cerning the lattice isomorphism between projectors and faces. We assume the matrix
algebra is the direct sum A = Mn1 ⊕ . . .⊕MnN

for a multi-index n ∈ NN
0 and N ∈ N. For

a matrix a ∈ A the matrix ai ∈Mni
denotes the i-th direct summand of a, i = 1, . . . , N .

Corollary 4.20 Every face of S(A) is exposed. The allocation of faces to orthogonal
projectors

F : P → F , p 7→ F(p) (4.34)

is an isomorphism of complete lattices. For a projector p ∈ P the face with support p has
dimension

dimR(F(p)) = dimR((Ap)sa)− 1 =
N∑
i=1

rk(pi)
2 − 1. (4.35)

The affine hull is
aff (F(p)) = κp

(
(Ap)1

sa

)
, (4.36)

the translation vector space is

lin (F(p)) = κp
(
(Ap)0

sa

)
(4.37)

and the relative interior is
ri (F(p)) = κp (S(Ap)) . (4.38)

[Proof on page 209]
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With Corollary 4.20 we can set the following definitions.

Definition 4.21 The lattice isomorphism inverse to F : P → F is denoted

s : F → P, F 7→ s(F ). (4.39)

The orthogonal projector s(F ) is called the support projector of a face F ∈ F .

Remark 4.22 (a) The lattice isomorphism in Corollary 4.20 may be expressed function-
ally by F(s(F )) = F and s(F(p)) = p for faces F ∈ F and for projectors p ∈ P. In
particular by (4.33) we have

F = κs(F )(S(As(F ))). (4.40)

For a density matrix ρ ∈ S(A) we decide the face membership

ρ ∈ F ⇐⇒ s(ρ) ≤ s(F ) (4.41)

using (4.22). With (4.38) and (4.23) we decide the membership

ρ ∈ ri(F ) ⇐⇒ s(ρ) = s(F ). (4.42)

Since ρ ∈ ri(F (ρ)) the equation (4.42) gives

s(F (ρ)) = s(ρ) (4.43)

and application of the lattice isomorphism F gives

F (ρ) = F(s(ρ)). (4.44)

By (4.43) and by (4.41) we obtain

ρ ∈ F (σ) ⇐⇒ s(ρ) ≤ s(σ) (4.45)

for two density matrices ρ, σ ∈ S(A). The dimension formula (4.35) and (4.44) give

dim(F (ρ)) =
N∑
i=1

rk(ρi)
2 − 1 (4.46)

where we notice rk(s(ρi)) = rk(ρi) for i = 1, . . . , N .

(b) Exposed faces are represented by projectors. For a vector v ∈ Asa \ {0} we have by
(4.29) and (4.33)

F⊥(v) = F(p+(v)) (4.47)
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with the maximal eigenprojector p+(v) of v. This shows

s(F⊥(v)) = p+(v) (4.48)

and we obtain the following commuting diagram.

F

s

��

Asa \ {0}

F⊥

77oooooooooooooo

p+

''OOOOOOOOOOOOOO

P

F

OO
(4.49)

Notice that ∅ ∈ F resp. 0 ∈ P do not belong to the image of A0
sa \{0} under F⊥ resp. p+.

(c) The Corollaries 4.13 and 4.20 with isomorphisms between the projector lattice of A
and the face lattices of the positive cone or of the state space complement the isomorphism
p 7→ Im(p) between the projector lattice and the Grassmannian presented in Section 2.3.

Definition 4.23 The normal cone (3.36) of the state space at ρ ∈ S(A) is denoted

N(ρ) := N(S(A), ρ). (4.50)

The state space and a normal cone is considered a subset of the Euclidean space of self-
adjoint matrices in A. The normal cone lattice (3.43) of the state space is denoted

N := N (S(A)). (4.51)

Proposition 4.24 The normal cone of the state space at ρ ∈ S(A) is

N(ρ) = {a ∈ Asa : p+(a) ≥ s(ρ)} (4.52)

and the relative interior is

ri (N(ρ)) = {a ∈ Asa : p+(a) = s(ρ)}. (4.53)

[Proof on page 209]

From (4.32) and (4.53) we have the following result.
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Corollary 4.25 Let u ∈ Asa \ {0} and ρ ∈ S(A). Equivalent are

(a) ρ ∈ ri(F⊥(u)),

(b) u ∈ ri(N(ρ)),

(c) s(ρ) = p+(u).

(4.54)

Remark 4.26 The equivalence (4.54) is a stronger variant of the ubiquitous duality (3.39)

x ∈ F⊥(C, u) ⇐⇒ 〈u, x〉 = h(C, u) ⇐⇒ u ∈ N(C, x)

which is true for an arbitrary convex set C ⊂ Rn, for vectors u ∈ B(C) \ {0} and points
x ∈ C. Some geometric content of the equivalence of (a) and (b) in (4.54) is examined in
Section 3.5.

4.4 The face manifold

Beyond the lattice isomorphism between the projector lattice of a matrix algebra and the
face lattice of the state space (4.39)

s : F → P

treated in the previous section, we can prove the new result that the face lattice F
equipped with Hausdorff distance is homeomorphic to the projector lattice. This gives the
structure of a partition into compact differentiable manifolds to the face lattice. An easy
consequence is that the dimension function on the state space is lower-semicontinuous, a
fact which is probably more familiar because it follows from the well-known lower semi-
continuity of the rank function.

We assume the matrix algebra is the direct sum A = Mn1 ⊕ . . .⊕MnN
for a multi-index

n ∈ NN
0 and N ∈ N. For a matrix a ∈ A the matrix ai ∈ Mni

denotes the i-th direct
summand of a, i = 1, . . . , N . The conjugation classes (by unitaries) of the projector lattice
P were described in Lemma 2.38 on page 49. They are given for multi-indices k ∈ NN

0

such that k ≤ n by the conjugation manifolds

Pk = Pk1(Mn1)⊕ · · · ⊕ PkN
(MnN

)

where Pki
(Mni

) := {p ∈ P(Mni
) : rk(p) = ki} for i = 1, . . . , N . As a Cartesian product

of Grassmannian manifolds, a conjugation manifold (of projectors) is a compact differen-
tiable manifold.
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The conjugation manifolds of projectors are characterized as equivalence classes of conju-
gation by a unitary. The idea is that we can find an analogue structure of the face lattice.
Let v ∈ A be a unitary. Then the isometry (with respect to HS scalar product) of A

a→ vav∗

restricts to a bijection S(A) → S(A). A complete description of “automorphism of state
space” is found in Theorem 7.33 in [Va].

Definition 4.27 We call two faces F,G ∈ F conjugate if for some unitary v ∈ A we
have

G = vFv∗. (4.55)

The face manifold for a multi-index k ∈ NN
0 with k ≤ n is defined by

Fk := {F(p) : p ∈ Pk}. (4.56)

Lemma 4.28 The conjugation classes (by unitaries) of the face lattice F are the face
manifolds Fk for the multi-indices k ∈ NN

0 with k ≤ n. In detail, if p ∈ P then vF(p)v∗ =
F(vpv∗). For faces F,G ∈ F and a unitary v ∈ A G = vFv∗ ⇐⇒ s(G) = vs(F )v∗ holds.

[Proof on page 210]

For topological studies of face manifolds we use the Hausdorff distance.

Definition 4.29 (a) We denote the space of compact subsets of Rm by C(Rm). The
Hausdorff distance is given by

dH(C,D) := max(sup
x∈C

inf
y∈D

‖x− y‖2, sup
y∈D

inf
x∈C

‖x− y‖2) (4.57)

for C,D ∈ C(Rm). We denote K(Rm) the space of compact and convex subsets of Rm.

(b) We denote the space of compact subsets of self-adjoint matrices by

C(Asa) := {C ⊂ Asa : C is compact }

and consider the Hausdorff distance

dH(C,D) = max(sup
a∈C

inf
b∈D

‖a− b‖2, sup
a∈D

inf
b∈C

‖a− b‖2) (4.58)
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for non-empty C,D ∈ C(Asa) with respect to the HS norm ‖ · ‖2 on Asa. The space of
compact and convex subsets of Asa is denoted K(Asa).

Remark 4.30 C(Rm) is a complete metric space for the Hausdorff distance, see Theorem
1.8.2 in [Sch]. In this way, the space C(Asa) becomes a complete metric space for the
Hausdorff distance defined in (4.58). By Theorem 1.8.5 in [Sch] the space of compact
convex subsets K(Rm) is a closed subset of the space of compact subsets C(Rm) with
respect to Hausdorff distance. Thus the space K(Asa) of compact and convex subsets of
self-adjoint matrices is a complete metric space with respect to Hausdorff distance.

Remark 4.31 Theorem 1.8.7 in [Sch] gives conditions for convergence in K(Rm): a se-
quence (Ki) in K(Rm) converges to K ∈ K(Rm) if and only if the following two conditions
hold.

(a) every point in K is the limit of a sequence (xi) where xi ∈ Ki for i ∈ N,

(b) the limit of any convergent sequence (xij) with xij ∈ Kij for j ∈ N belongs to K.

At (b) of course we have to choose an injective enumeration N → N, j 7→ ij to define a
subsequence.

Proposition 4.32 The lattice isomorphism P → F , p 7→ F(p) is a homeomorphism for
the topology of Hausdorff distance on the face lattice F . Each face manifold Fk for a
multi-index k ∈ NN

0 with k ≤ n is a compact real analytic manifold. [Proof on page 211]

Example 4.33 The state space S(A) of the algebra A := M2 of 2×2-matrices is the Bloch
ball (4.5) depicted on page 77. It is a Euclidean three-dimensional ball. The face lattice
consists of the face manifolds F0 = ∅, F2 = S(A) and F1 = {ρ ∈ S(A) : rk(ρ) = 1}. On
the face manifold F1, the Hausdorff distance simplifies to the Hilbert-Schmidt distance
dH({ρ}, {σ}) = ‖ρ− σ‖2 with ρ, σ ∈ S(A) being extreme points of the Bloch ball. In this
way, the face manifold F1 is isometric to the Bloch sphere.

We discuss the dimension function of the state space.
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Remark 4.34 (a) Recall from Definition 3.12 on page 56 that the dimension function of
the state space is the mapping

S(A) → N0, ρ 7→ dim(F (ρ))

which assigns to a density matrix ρ the dimension of the face that contains ρ in the relative
interior. For d ∈ N0 the d-skeleton of S(A) is the union of faces

skel(S(A), d) = {ρ ∈ S(A) : dim(F (ρ)) ≤ d}.

(b) A function f : M → R for M ⊂ Rm is lower semi-continuous if for every convergent
sequence (xi) in M we have (Definition 3.4)

f( lim
i→∞

xi) ≤ lim inf
i→∞

f(xi).

(c) We conclude in Remark 3.13 on page 56 that the dimension function of a closed convex
set M in Rm is lower semi-continuous if and only if all skeletons of M are closed. An
example where these two properties fail is given in Figure 5.8 on page 123.

(d) The face manifold Fk for a multi-index k ∈ NN
0 with k ≤ n consists of the faces

F(p) ∈ F with support p where p ∈ P satisfies the rank conditions rk(pi) = ki for
i = 1, . . . , N . The dimension of a face F ∈ Fk is by (4.35) the constant number

dim(F ) =
N∑
i=1

k2
i − 1.

(e) For a multi-index k ∈ NN
0 with k ≤ n we denote the union of all faces in the face

manifold Fk with the usual abbreviation⋃
Fk :=

⋃
F∈Fk

F.

Then with the dimension formula in (d) the d-skeleton of the state space is

skel(S(A), d) =
⋃
k

(
⋃
Fk) (4.59)

where the union extends over multi-indices k ∈ NN
0 such that k ≤ n and

∑N
i=1 k

2
i − 1 ≤ d.

Proposition 4.35 All skeletons of the state space are compact. The dimension function
of the state space is lower semi-continuous. [Proof on page 211]
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Alternatively one can use lower semi-continuity of the rank function to prove Proposi-
tion 4.35. We include the following proof because it can be used to prove lower semi-
continuity Lemma 5.37.

Lemma 4.36 Let M := Ck1×k2 be the space of complex k1 × k2-matrices. The rank
function rk : M → N is lower semi-continuous on M . [Proof on page 212]

Remark 4.37 The closedness of the d-skeletons is a special property of the state space.
It is not clear if lower semi-continuity of the dimension function is inherited by state
reflections, which are the orthogonal projections of a state space to a linear subspace. We
will approach this problem in Section 5.4.



5 State reflections

In this chapter we study orthogonal projections of the state space in a matrix algebra. We
provide new results about its geometric and algebraic nature. Seen through an invertible
affine transformation, such a projection is the same as the set of mean values of some
observables and the application will be the mean value parametrization for an exponential
family in Section 6.3 and its extension in Chapter 7. The projection of a state contains
only partial information about a true quantum state; we remember Plato’s idea of a
“shadow” or “reflection” of reality in Allegory of the Cave.

Definition 5.1 For a matrix algebra A we fix a vector space V ⊂ A0
sa of traceless self-

adjoint matrices throughout the chapter. The orthogonal projection to V is the linear
mapping

πV : Asa → V (5.1)

which satisfies u−πV (u) ⊥ V for all u ∈ Asa, see (3.2). Orthogonality is understood with
respect to the HS inner product. The compact and convex set

srV := πV (S(A)) (5.2)

is called the state reflection on V . For a density matrix ρ ∈ S(A) we call the matrix
πV (ρ) ∈ srV the mean value of ρ (with respect to V).

We study the exposed faces of the state reflection srV in Section 5.1 and generate ex-
amples and shapes. Surprisingly, the face structure of srV is richer compared to S(A)
and non-exposed faces emerge. The introduction of the face lattice is done in Section 5.2
including lattice isomorphisms to projector lattices in the algebra and equivariance asser-
tions of these lattices under an algebra embedding. Using access sequences we can give
an algorithm to compute the projector lattices of srV in Section 5.3. In the last section
topological questions about the projector lattices are formulated.

93
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5.1 Exposed faces and examples

We compute the exposed faces of the state reflection srV in terms of maximal projectors of
V and generate examples of state reflection shapes. The quantum novelty is documented
in Example 5.7 where a conic frustum appears as a state reflection. The projections of the
frustum are discussed in detail. Depending on the projection direction non-exposed faces
appear for the two-dimensional shape in Example 5.7 (e). At the beginning we consider
an example that can be computed without further preparation.

Example 5.2 (State reflection on a face) We consider the translation vector space lin(F )
of the state space face F := F(p) with support p ∈ P \ {0}, see (4.33). An arbitrary
matrix a ∈ A is mapped under orthogonal projection to lin(F ) to the matrix

πlin(F )(a) = pap− tr(pa)
p

tr(p)
. (5.3)

The projection to the affine hull of the face is

πaff(F )(a) = pap+ (1− tr(pa))
p

tr(p)
. (5.4)

The inequality | tr(pρ)| ≤ ‖p‖ tr(ρ) = 1 (2.12) shows πaff(F )(ρ) ∈ F for ρ ∈ S(A) and this
implies

srlin(F ) = πlin(F )(S(A)) = πlin(F )(F ) = F − p

tr(p)
. (5.5)

Using the lattice isomorphism (4.39) and (4.40) we can write the state reflection on lin(F )
with the support projector and compression as

srlin(F ) = κs(F )(S(As(F )))− s(F )

tr(s(F ))
. (5.6)

Remark 5.3 (a) The state reflection on a non-empty face F ∈ F is isometric to the
state space S(As(F )) by (5.6). Since all faces of the state space S(As(F )) are exposed by
Corollary 4.20, all faces of srlin(F ) are exposed.

(b) Faces of a state space are “large”. A non-empty face F ∈ F is the projection of the
whole state space onto aff(F ) by (5.5). A corresponding property is wrong, for example,
for a regular pentagon. It is also wrong for the Kirchhoff polytope. Consider the two
short faces of the kite in Figure 9.3 on page 186.
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Definition 5.4 The support function (3.30) of srV , defined for v ∈ V , is denoted by

hV (v) := h(srV , v) = sup
x∈srV

〈v, x〉.

If v 6= 0, the supporting hyperplane (3.31) of srV for v is denoted

HV (v) := H(srV , v) = {x ∈ Asa : 〈v, x〉 = hV (v)}

and the exposed face (3.32) of srV for v is denoted

FV,⊥(v) := F⊥(srV , v) = srV ∩HV (v). (5.7)

The exposed face lattice (3.33) of srV is denoted

FV,⊥ := F⊥(srV ) = {FV,⊥(v) : v ∈ V \ {0}} ∪ {∅, srV }. (5.8)

The state space lift for V of a subset M ⊂ Asa is defined by (3.50)

LV (M) := L
S(A)
V (M) = (M + V ⊥) ∩ S(A). (5.9)

The lifted exposed face lattice (3.51) of srV is denoted

LV,⊥ := LV (FV,⊥) = {LV (F ) : F ∈ FV,⊥}. (5.10)

The exposed projector lattice of srV is defined by

PV,⊥ := s(LV,⊥) ⊂ P (5.11)

where s(F ) denotes the support projector (4.39) of a face F of the state space. We define
the support projector of an exposed face F ∈ FV,⊥ by

sV (F ) := s ◦ LV (F ). (5.12)

The face reflection on V with support p ∈ P is

FV (p) := πV ◦ F(p). (5.13)

Remark 5.5 (a) The support function of srV for a vector v ∈ V is the maximal eigenvalue

hV (v) = µ+(v) (5.14)

of v. See the summary of support functions in Remark 3.35 on page 65 and recall the
support function h(v) = µ+(v) of the state space (4.28).
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(b) The state reflection srV has non-empty interior in V because S(A) has a non-empty
interior in A1

sa.

(c) The following commuting diagram connects exposed faces of the state reflection srV
with lifted faces and support projectors.

For non-zero vectors v ∈ V , the formation of an exposed face F⊥(v) of the state space
and FV,⊥(v) of the state reflection is linked by lattice isomorphisms, the state space lift
LV |FV,⊥ : FV,⊥ → LV,⊥ with inverse πV |LV,⊥ : LV,⊥ → FV,⊥ the projection to V , see
Proposition 3.38. This explains the left triangle in the diagram.

The allocation of a support projector s : LV,⊥ → PV,⊥ and the association of a face
F : PV,⊥ → LV,⊥ are inverses to each other by restriction of the lattice isomorphism
F → P for the state space (4.49). One has p+ = s ◦F⊥ and F⊥ = F ◦ p+ on V \ {0}. Here
p+(v) is the maximal projector of a self-adjoint matrix v ∈ Asa.

The mappings sV and FV fit into the commuting diagram by definition. This way they
become lattice isomorphisms.

LV,⊥

πV

��

s

''OOOOOOOOOOOOOO

V \ {0}

F⊥

77ooooooooooooo

FV,⊥
''OOOOOOOOOOOOO

p+
// PV,⊥

F

ggOOOOOOOOOOOOOO

FV

wwoooooooooooooo

FV,⊥

LV

OO

sV

77oooooooooooooo

(5.15)

The exposed face lattice of srV is FV,⊥ = {FV,⊥(v) : v ∈ V \ {0}}∪{∅, srV }. By the above
diagram the exposed projector lattice of srV is

PV,⊥ = p+(V ) ∪ {0} (5.16)

with the maximal projector p+(v) of a vector v ∈ V . Notice that p+(0) = 1l.

(d) We can generate the shape of srV using only (5.16) and (5.15). By Remark 3.15 (f)
the relative boundary of the state reflection srV is the union of proper exposed faces.

(e) The reduction of a convex set to the relative interior commutes with the application
of an affine mapping (3.15). Hence one has for an arbitrary projector p ∈ P the equality

ri(FV (p)) = πV (ri(F(p))). (5.17)

In particular, for p = 1l follows ri(srU) = πV (S(A)) with the space S(A) of invertible
density matrices.
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srV

V

Figure 5.1: The drawing shows a tetrahedron, the state space S(C4), and a triangle in the
plane V , the state reflection srV . To fit into a three dimensional configuration, S(C4) is
rearranged perpendicular to V . The dark triangular face of S(C4) and the gray segment
emanating to the left belong to the lifted exposed face lattice of srV . The coordinate lines
in V relate to its basis vectors (1,−1, 0, 0) and (1, 1, 1,−3).

Example 5.6 (An abelian shape) We consider the state space S(C4) which is the prob-
ability simplex spanned by the vectors δ1 = (1, 0, 0, 0), δ2 = (0, 1, 0, 0), δ3 = (0, 0, 1, 0)
and δ4 = (0, 0, 0, 1), corresponding to the Dirac measures on {1, 2, 3, 4}, see Example 3.2
on page 51. We discuss the state reflection on V = LinR{u, v} for u := (1,−1, 0, 0) and
v := (1, 1, 1,−3). Here the vectors u and v are chosen perpendicular to δ3 − 1

2
(δ1 + δ2)

in lin{δ1, δ2, δ3}, see Figure 5.1 for a drawing. Since the state space S(C4) is a simplex it
follows that the state reflection is a polytope, see Ziegler [Zi]. All faces of srV are exposed.

We use (5.16) and determine the exposed projector lattice by calculation of maximal
projectors, PV,⊥ = p+(V ) ∪ {0}. In this abelian case the eigenvalues of a vector in V are
directly at our disposal. For α ∈ [0, 2π) we have to find the maximal coefficients of the
vector

v(α) := u cos(α) + v sin(α) = (
√

2 cos(α− π

4
),
√

2 sin(α− π

4
), sin(α), −3 sin(α)).

The result for the exposed projector lattice of V is

PV,⊥ = {δ1, δ2, δ4, δ1 + δ4, δ2 + δ4, 1l− δ4} ∪ {0, 1l}.

The lifted exposed face lattice consists of the faces F(p) = κp
(
S(Ap)

)
for p ∈ PV,⊥. These

are the empty set, three extreme points δ1, δ2, δ4, two segments [δ1, δ4] and [δ2, δ4], the
triangle conv{δ1, δ2, δ3} and the state space S(C4), which is a tetrahedron.
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Example 5.7 (Walk through a conic frustum) We study two-dimensional state reflections
for the algebra A := M2 ⊕ C. The vector space A0

sa is the orthogonal direct sum of the
vector spaces

U := Lin {σ1 ⊕ 0, σ2 ⊕ 0, σ3 ⊕ 0} and Lin{z} for z := (−1l2
2

)⊕ 1.

Here 02 and 1l2 denote the zero element and the identity in M2 and σ̂ = (σ1, σ2, σ3) is the
vector of Pauli matrices σ1, σ2, σ3. The vector z connects the centroid 1l2

2
⊕ 0 to the pure

state 02 ⊕ 1. On the joining segment lies the trace state

1l

3
=

2

3

(
1l2
2
⊕ 0

)
+

1

3
(02 ⊕ 1) .

The three points 1l2
2
⊕0, 1l

3
and 02⊕1 belong to the plane Lin{z, 1l}. The four-dimensional

state space is the convex hull

S(A) = S(M2 ⊕ C) = conv
(
S(M2)⊕ 0, 02 ⊕ 1

)
by Lemma 4.8 with the three-dimensional Bloch ball (4.5)

S(M2) =

{
1

2
(1l2 + aσ̂) : |a| ≤ 1, a ∈ R3

}
introduced in Example 4.6. Since 02 ⊕ 1 6∈ aff

(
S(M2)⊕ 0

)
= 1l2

2
⊕ 0+U, the state space

S(A) is a frustum (truncated cone) with base S(M2)⊕ 0 and apex 02 ⊕ 1.

The automorphisms of A are given by unitary conjugation of the first summand M2, they
act on S(A) by rotation of the Bloch ball S(M2). The Grassmannian manifold G4,2 of
two-dimensional subspaces V ⊂ A0

sa being of dimension 4, the group SO(3) acts by (trace
preserving) algebra automorphisms on it,

φ : SO(3)×G4,2 → G4,2.

The orbits are parametrized by the angle ϕ ∈ [0, π
2
] between V and z. State reflections

in the same orbit are isometric, srφ(ξ,V ) = ξ(srV ) holds for an algebra automorphism
ξ ∈ SO(3).

(a) Angular representation. Let V ⊂ A0
sa be a two-dimensional vector space. The

minimum (non-negatively taken) angle between z and a vector in V ,

ϕ := ∠(z, V )
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belongs to [0, π
2
]. We have ϕ = 0 ⇐⇒ z ∈ V and ϕ = π

2
⇐⇒ V ⊂ U . Other values of

special interest are discussed below in (e) and (f):

• ϕ=arccot(
√

2
3
)

≈0.28π

is the simplest algebraic instance of a state reflection with
non-exposed faces and

• ϕ=π
3

has a segment of the frustum barrel perpendicular to V .

We introduce a basis v1, v2 for V with ϕ as a parameter. Since the sum of dim(U) = 3
and dim(V ) = 2 is larger than dim(A0

sa) = 4 there is a non-zero a ∈ R3 with

v1 := aσ̂ ⊕ 0 ∈ V.

A second basis vector of V takes the from

ṽ2 := λbσ̂ ⊕ 0 + µz ∈ V

for some b ∈ R3 and λ, µ ∈ R. At the expense of λ we choose µ ≥ 0 and at the expense
of b we choose λ ≥ 0. Under the assumption a ⊥ b we have ϕ = ∠(z, V ) = ∠(z, ṽ2). We
assume a ⊥ b adding multiples of a to b if necessary. Then

cos(ϕ) = cos(∠(z, ṽ2)) =
µ‖z‖2

‖ṽ2‖2

=
µ√

( 2√
3
λ|b|)2 + µ2

.

The non-degenerate case ϕ > 0 implies λ > 0 and |b| > 0. Here we have

cot(ϕ) =

√
3

2

µ

λ|b|
. (5.18)

This gives with v2 := λ−1ṽ2 the basis of V

v1 = aσ̂ ⊕ 0 and v2 = bσ̂ ⊕ 0 +
2√
3
|b| cot(ϕ)z. (5.19)

Conversely, for each angle ϕ ∈ (0, π
2
] and two non-zero and perpendicular vectors a, b ∈ R3

the vectors v1, v2 in (5.19) span a two-dimensional vector space V with angle ∠(z, V ) = ϕ.

For ϕ > 0 the vectors v1, v2 in (5.19) are adopted to the spectral analysis in (d). We use
the substitution g := a+ b and h := b− a and we take the vectors g and h orthonormal.
Then

v1 =
1

2
(g − h)σ̂ ⊕ 0 and v2 =

1

2
(g + h)σ̂ ⊕ 0 +

√
2

3
cot(ϕ)z. (5.20)
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The moduli are ‖v1‖2 = 1 and ‖v2‖2 = 1
sin(ϕ)

. For graphical issues let us complete the
basis {v1, v2} of V to an orthogonal basis of V + Rz by a vector v3 of modulus 1

sin(ϕ)

v3 := −1

2
cot(ϕ)(g + h)σ̂ ⊕ 0 +

√
2

3
z. (5.21)

(b) Reduced dimension. Since dim(V ) = 2 the state reflection srV has an adequate
description in dimension two or three. Let W ⊂ U = Lin {σ1 ⊕ 0, σ2 ⊕ 0, σ3 ⊕ 0} be a
vector space of dimension dim(W ) ≥ 1. Based on the ball K := (S(M2)⊕0)∩(1l2

2
⊕0+W )

of radius 1√
2

with translation vector space lin(K) = W we consider the frustum

C := conv(K, 02 ⊕ 1) (5.22)

having affine hull aff(C) = 1l
3

+ W + Rz and translation vector space lin(C) = W + Rz.
The frustum C is the intersection of its affine hull with the state space.

S(A) ∩ aff(C) = conv
(
S(M2)⊕ 0, 02 ⊕ 1

)
∩
(

1l
3

+W + Rz
)

= 1
3
(1l− z) +

[
conv

(
S(M2)⊕ 0− 1l2

2
⊕ 0, z

)
∩ (W + Rz)

]
= 1

3
(1l− z) + conv

[
(S(M2)⊕ 0− 1l2

2
⊕ 0) ∩W, z

]
= 1

3
(1l− z) + conv

(
K − 1l2

2
⊕ 0, z

)
= conv(K, 02 ⊕ 1) = C.

(5.23)

The third equality follows from the direct sum U +Rz, we notice S(M2)⊕0− 1l2
2
⊕0 ⊂ U .

We show that C is isometric to a state reflection C = πaff(C)(S(A)). By symmetry of
the Bloch ball S(M2) ⊕ 0 the identity πW (K) = πW (S(M2) ⊕ 0) holds and one has
πRz(K) = πRz(S(M2) ⊕ 0) = {−1

3
z}. This shows that πlin(C)(K) = πlin(C)(S(M2) ⊕ 0).

Then
πlin(C)(C) = πlin(C) (conv (K, 01 ⊕ 1))

= conv
(
πlin(C)(K), πlin(C)(02 ⊕ 1)

)
= conv

(
πlin(C)(S(M2)⊕ 0), πlin(C)(02 ⊕ 1)

)
= πlin(C)

(
conv(S(M2)⊕ 0, 02 ⊕ 1)

)
= πlin(C)

(
S(A)

)
.

(5.24)

With (5.24) a reduced dimension in the discussion of the state reflection srV is obtained
provided that V ⊂ lin(C). Let V ⊂ A0

sa be an arbitrary two-dimensional subspace and
take W ⊂ U such that

πU(V ) ⊂ W. (5.25)
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ϕ

Figure 5.2: The picture shows a conic frustum C associated to a two-dimensional vector
space V ⊂ (M2 ⊕ C)0

sa. The horizontal plane W is a two-dimensional subspace of U =
Lin{σ1, σ2, σ3}⊕ 0 (with Pauli matrices σ1, σ2, σ3) such that πU(V ) ⊂ W . The frustum is
the intersection C = S(M2⊕C)∩(1l

3
+W +Rz) with vertical symmetry axis z = (−1l2

2
)⊕1

and angular aperture π
6
. One has V ⊂ lin(C) and the section C ∩ (1l

3
+ V ) is drawn in

gray. The main issue is srV = πV (C) for the orthogonal projection πV to V . The angle
ϕ = ∠(z, V ) appears between W and the kernel V ⊥ ∩ lin(C) of πV . Details are proved in
Example 5.7 (a) and (b).

The inclusion W⊥∩U ⊂ (πU(V ))⊥∩U = V ⊥∩U gives V +U⊥ ⊂ W +U⊥. In intersection
with the space of traceless matrices this is

V + Rz ⊂ lin(C). (5.26)

The choice W := πU(V ) in (5.25) gives V + Rz = lin(C). In general one has by (5.24)

srV = πV (C). (5.27)

The plane case dim(C) = 2 is discussed in (c). If dim(C) = 3 then K is a disk of diameter√
2 and C = conv(K, 02 ⊕ 1) is a rotationally symmetric three-dimensional frustum on

the base disk K and with barrel length
√

2, see Figure 5.2. By projection to V the disk
K projects to an ellipse πV (K), the degenerate case of a segment included. By (5.27) the
state reflection srV is the convex hull of the ellipse πV (K) and of the point πV (02 ⊕ 1).

For dim(C) = 3 we want to introduce a coordinate system for C adopted to V . Thus
we use the ONB {v1, v2 sin(ϕ), v3 sin(ϕ)} from (5.20) and (5.21) for an orthonormal pair
g, h ∈ R3. If ϕ > 0 then {v1, v2 sin(ϕ)} is an ONB for V and πU(V ) = Lin{g, h}σ̂ ⊕ 0.
Otherwise for ϕ = 0 the space πU(V ) has dimension one. Still we can use the above
basis by reducing the cotangent in v2 and v3 with the sine and {v1, v2 sin(ϕ)} is an ONB
for V also for ϕ = 0. In either case we put W := Lin{g, h}σ̂ ⊕ 0 ⊂ U and have then
πU(V ) ⊂ W . For normalized a ∈ R3 there is a rank-one projector p±(aσ̂) = 1

2
(1l2 ± aσ̂).

We parametrize the boundary circle of K = (S(M2)⊕ 0) ∩ (1l2
2

+W ) using the curve

R → R3, α 7→ c(α) := g cos(α) + h sin(α) (5.28)
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Figure 5.3: The state reflection srV on V for ϕ = 0 in Example 5.7 (c) is depicted, srV is
an equilateral triangle.

and we obtain the actual points on the boundary circle of K by

R → K, α 7→ p+(c(α)σ̂)⊕ 0.

The frustum C = conv(K, 02 ⊕ 1) has translation vector space lin(C) = W + Rz (5.22)
and Lin{v1, v2 sin(ϕ), v3 sin(ϕ)} = W + Rz. Thus {v1, v2 sin(ϕ), v3 sin(ϕ)} can be used as
a coordinate system for C. The coordinates of the apex of C and of the base circle of C
are for α ∈ R

〈v1, 02 ⊕ 1〉 = 0,

〈v2 sin(ϕ), 02 ⊕ 1〉 =
√

2
3
cos(ϕ),

〈v3 sin(ϕ), 02 ⊕ 1〉 =
√

2
3
sin(ϕ),

〈v1, p+(c(α)σ̂)⊕ 0〉 = − 1√
2
sin(α− π

4
),

〈v2 sin(ϕ), p+(c(α)σ̂)⊕ 0〉 = 1√
6

(√
3 sin(ϕ) cos(α− π

4
)− cos(ϕ)

)
,

and 〈v3 sin(ϕ), p+(c(α)σ̂)⊕ 0〉 = − 1√
6

(√
3 cos(ϕ) cos(α− π

4
) + sin(ϕ)

)
.

(5.29)

(c) The degenerate case ϕ = 0. Here we have V = Lin{z, aσ̂ ⊕ 0} for some a ∈ R3.
We assume that |a| = 1 is a unit vector. For the dimension reduction started in (b) we
use the one-dimensional space W := Raσ̂ ⊕ 0. Then K is a segment of length

√
2 and C

is an equilateral triangle of edge length
√

2. Here V = lin(C) so the state reflection srV
is isometric to C. See Figure 5.3 for a graphic. We go the formal way and calculate the
exposed projector lattice PV,⊥ of V with (5.16) by determination of maximal projectors.
This is sufficient to be done for the matrices on an ellipse about the origin in the linear
span of 02 ⊕ 1 and aσ̂ ⊕ 0. For α ∈ [0, 2π) the spectral decomposition is

(02 ⊕ 1) cos(α) + (aσ̂ ⊕ 0) sin(α)

= sin(α)(p+(aσ̂)⊕ 0)− sin(α)(p−(aσ̂)⊕ 0) + cos(α)(02 ⊕ 1)



CHAPTER 5. STATE REFLECTIONS 103

with rank-one projectors p±(aσ̂) = 1
2
(1l2 ± aσ̂). The exposed projector lattice of V is

PV,⊥ =

{
0, p+(aσ̂)⊕ 0, p−(aσ̂)⊕ 0, 02 ⊕ 1,

p+(aσ̂)⊕ 1, p−(aσ̂)⊕ 1, 1l2 ⊕ 0, 1l

}
.

The lifted exposed face lattice of srV is by (5.15) the set

LV,⊥ =


∅, {p+(aσ̂)⊕ 0}, {p−(aσ̂)⊕ 0}, {02 ⊕ 1},
[p+(aσ̂)⊕ 0, 02 ⊕ 1], [p−(aσ̂)⊕ 0, 02 ⊕ 1],

S(M2)⊕ 0, S(A)

 . (5.30)

The state space face F(p) = κp(Ap) of the rank-two projector p = p+(aσ̂)⊕1 is a segment
because Ap = C2 is abelian. The analogue is true for p−(aσ̂)⊕ 1. For p = 1l2 ⊕ 0 the face
F(p) is the Bloch ball S(M2)⊕ 0.

(d) Spectral analysis in the region ϕ > 0. We modify the basis representation (5.20)
of v1, v2 and we skip to the symmetrization v1 + v2 and v2 − v1 with the matrix cot(ϕ)√

6
1l

added. One obtains

w1 := gσ̂ ⊕
√

3

2
cot(ϕ) and w2 := hσ̂ ⊕

√
3

2
cot(ϕ). (5.31)

For detection of maximal projectors, the vectors w1, w2 are as good as any other repre-
sentation of V or of V crooked by the identity 1l. For α ∈ R we put

f(α) :=
√

3 cot(ϕ) cos(α− π

4
).

Then we get the spectral decomposition

w(α) := w1 cos(α) + w2 sin(α)

= p+ (c(α)σ̂)⊕ 0 − p− (c(α)σ̂)⊕ 0 + f(α)(02 ⊕ 1).
(5.32)

This allows to determine the maximal projector of w(α) by maximization of f(α) against
one for each α ∈ [0, 2π). In the following parts we distinguish the three regions

(e) 0 < ϕ < π
3
,

(f) ϕ = π
3
,

(g) π
3
< ϕ ≤ π

2
.

The state reflection in case (e) has an apex which is a shadow of the apex 02 ⊕ 1 of the
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Figure 5.4: The state reflection for ϕ = π
6

in Example 5.7 (e) is depicted. A crossing from
the arc to each of the two segments is a non-exposed extreme point.

state space, decreasing in distinctness with increasing ϕ and vanishing at (f) where a pure
ellipse appears as state reflection. In (g) the elliptical shape turns into a disk at ϕ = π

2
.

(e) The region 0 < ϕ < π
3
. Most remarkable for this region are two non-exposed extreme

points of srV . Observe that 0 < tan(ϕ) <
√

3. Thus

arccos

(
tan(ϕ)√

3

)
∈ (0,

π

2
)

and the distinct angles

α± :=
π

4
± arccos

(
tan(ϕ)√

3

)
satisfy cos(α± − π

4
) = tan(ϕ)√

3
. Using f(α) =

√
3 cot(ϕ) cos(α − π

4
) we find modulo 2π for

α ∈ R that
• f(α) < 1 ⇐⇒ α ∈ (α+, 2π + α−),

• f(α) = 1 ⇐⇒ α ∈ {α+, α−},
• f(α) > 1 ⇐⇒ α ∈ (α−, α+).

The exposed projector lattice of V is derived from the spectral decomposition (5.32),

PV,⊥ = {0, 02 ⊕ 1, p+ (c(α−)σ̂)⊕ 1, p+ (c(α+)σ̂)⊕ 1, 1l}
∪ {p+ (c(α)σ̂)⊕ 0 : α ∈ (α+, 2π + α−)} .

(5.33)

For p := p+ (c(α±)σ̂)⊕1 the algebra Ap is abelian, hence the state space face F(p) = κp(Ap)
is a segment. The lifted exposed face lattice LV,⊥ of the state reflection srV is obtained
with (5.15). It contains the empty set ∅, an extreme point for each rank one projector in
PV,⊥, the segments

s− := [p+ (c(α−)σ̂)⊕ 0, 02 ⊕ 1] and s+ := [p+ (c(α+)σ̂)⊕ 0, 02 ⊕ 1] (5.34)
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and the frustum S(A). For the drawing of an example see Figure 5.4. Let us denote
ρ− := p+ (c(α−)σ̂)⊕ 0 and ρ+ := p+ (c(α+)σ̂)⊕ 0 for the endpoints of the segments s±.

We prove that πV (ρ−) and π(ρ+) are non-exposed points of srV using a normal cone
argument. Every vector u ∈ Asa \ {0} is acute normal (3.52) for the state space by
Corollary 4.25, that is, ρ ∈ ri(F⊥(u)) implies u ∈ ri(N(ρ)). Hence by Lemma 3.43
every vector v ∈ V \ {0} is acute normal for the state reflection srV . Now we can use
Remark 3.44 (a): a face F of srV is non-exposed if and only if F = {x} where x is the
endpoint of some one-dimensional face of srV but x is not the endpoint of two distinct
one-dimensional faces of srV .

By the arguments in the previous paragraph the points πV (ρ±) are the only candidates of
non-exposed extreme points of srV . They are non-exposed, because the segments s− and
s+ have distinct one-dimensional face reflections πV (s−) and πV (s+), as srV has non-empty
interior in V . The face lattice F(srV ) of srV is the disjoint union

F(srV ) = FV,⊥ ∪ {{πV (ρ−)}, {πV (ρ+)}} . (5.35)

A simple algebra appears at an angle of ϕ = arccot(
√

2
3
) ≈ 0.28π for gσ̂ = σ1 and

hσ̂ = σ2. The basis v1, v2 of V from (5.20) is then

v1 =
1

2
(σ1 − σ2)⊕ 0 and v2 =

1

2
(σ1 + σ2)⊕ 1− 1l

3

and the vectors satisfy

v1 + v2 = σ1 ⊕ 1− 1l

3
and v2 − v1 = σ2 ⊕ 1− 1l

3
. (5.36)

The vectors for spectral analysis defined in (5.31) are w1 = σ1 ⊕ 1 and w2 = σ2 ⊕ 1. The
state reflection for ϕ = arccot(

√
2
3
) is depicted in Figure 4.1 on page 79. For completeness,

the exposed projector lattice is

PV,⊥ =
{
0, 02 ⊕ 1, p+(σ1)⊕ 1, p+(σ2)⊕ 1, 1l

}
∪
{
p+(σ1 cos(α) + σ2 sin(α))⊕ 0 : α ∈ (π

2
, 2π)

}
.

(5.37)

The two non-exposed points of the state reflection srV are

πV (
1

2
(1l2 + σ1)⊕ 0) and πV (

1

2
(1l2 + σ2)⊕ 0). (5.38)
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Figure 5.5: The state reflection for ϕ = π
3

in Example 5.7 (f).

(f) The case ϕ = π
3
. Remarkable for this case is a one-dimensional face in the lifted

exposed face lattice LV,⊥ that projects to a point whereas other proper faces in the lattice
are extreme points of the state space frustum S(A). The one-dimensional face is parallel
to V ⊥. One has cot(ϕ) = 1√

3
and the spectral decomposition (5.32) reveals that

PV,⊥ =
{

0, p+(c(
π

4
)σ̂)⊕ 1, 1l

}
∪
{
p+(c(α)σ̂)⊕ 0 : α ∈ [0, 2π) \ {π

4
}
}
. (5.39)

The algebra Ap is abelian for p := p+(c(π
4
)σ̂) ⊕ 1, hence the face F(p) = κp(Ap) is the

segment [
p+(c(

π

4
)σ̂)⊕ 0, 02 ⊕ 1

]
. (5.40)

It follows from (5.29) that this segment projects to a point under πV . The remaining faces
in the lifted exposed face lattice (apart from ∅ and the frustum S(A)) are the extreme
points corresponding to elements of the pointed circle of rank-one projectors in PV,⊥:

LV,⊥ =
{
∅,
[
p+(c(π

4
)σ̂)⊕ 0, 02 ⊕ 1

]
, S(A)

}
∪
{
{p+ (c(α)σ̂)⊕ 0} : α ∈ [0, 2π) \ {π

4
}
}
.

(5.41)

See Figure 5.5 for the drawing of an example. A simple algebra is obtained for gσ̂ = σ1+σ2√
2

and hσ̂ = σ2−σ1√
2

. Here the basis (5.20) of V consists of

v1 =
σ1√
2
⊕ 0 and v2 =

1√
2

(
σ2 ⊕ 1− 1l

3

)
. (5.42)

For α ∈ R we have c(α)σ̂ = σ2 cos(α − π
4
) − σ1 sin(α − π

4
) and in particular c(π

4
)σ̂ = σ2.

The exposed projector lattice is

PV,⊥ = {0, p+(σ2)⊕ 1, 1l} ∪
{
p+(c(α)σ̂)⊕ 0 : α ∈ [0, 2π) \ {π

4
}
}
. (5.43)

The lifted exposed face lattice is

LV,⊥ =
{
∅, [p+(σ2)⊕ 0, 02 ⊕ 1] , S(A)

}
∪
{
{p+ (c(α)σ̂)⊕ 0} : α ∈ [0, 2π) \ {π

4
}
}
.

(5.44)
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(g) The region π
3
< ϕ ≤ π

2
. Remarkable is that the lifted exposed face lattice consists

of a circle of extreme points apart from the improper faces. One has 0 ≤ cot(ϕ) < 1√
3

and the spectral decomposition (5.32) reveals

PV,⊥ = {0, 1l} ∪ {p+ (c(α)σ̂)⊕ 0 : α ∈ [0, 2π)} .

By (5.29) the state reflection is an ellipse with major axis
√

2 and minor axis
√

2 sin(ϕ).

5.2 The face lattice

The face and projector lattice of the state reflection are extended from the exposed case
to the general case. Recall that the face lattices of a convex set are complete.

Definition 5.8 The face lattice (3.22) of the state reflection srV is denoted by

FV := F(srV ). (5.45)

The face of a point x ∈ srV is denoted by

FV (x) := F (srV , x). (5.46)

This is the unique face of srV which contains x in the relative interior (3.24). We use the
state space lift (5.9) LV (M) = (M + V ⊥) ∩ S(A), M ⊂ Asa and define the lifted face
lattice of srV by

LV := {LV (F ) : F ∈ FV }. (5.47)

Remark 5.9 (a) The state space lift induces by Proposition 3.38 a lattice isomorphism

LV : FV → LV (5.48)

of complete lattices with inverse πV : LV → FV . The lifted face lattice LV is a subset of
the face lattice F of the state space.

(b) The state reflection srV is covered disjointly with relative interiors of faces F ∈ FV
by the stratification property of a convex set. These faces are orthogonal projections of
faces from the lifted face lattice by (a). Thus

srV =
⋃

F∈LV

πV (ri(F )) (5.49)
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is a disjoint union because a linear mapping commutes with reduction to the relative
interior of a convex set (3.15).

Definition 5.10 The projector lattice of the state reflection srV is

PV := {s(F ) : F ∈ LV }. (5.50)

The support projector of a face F ∈ FV is

sV (F ) := s ◦ LV (F ). (5.51)

This definition extends the support projector of an exposed face (5.12). The support
projector of a point x ∈ srV is

sV (x) := sV (FV (x)). (5.52)

Remark 5.11 Allocation of the support projector s|LV
: LV → PV is a lattice isomor-

phism. It is the restriction of the support (4.39) of a state space face s : F → P
to the lifted faces lattice LV . The inverse is the assignment of a face with a given
support F|PV

: PV → LV (4.34). In combination with the lattice isomorphism (5.48)
LV : FV → LV we get the isomorphism

sV = s ◦ LV : FV → PV (5.53)

providing the support of a face of srV and with inverse lattice isomorphism the association
of a face reflection (5.13)

FV |PV
= πV ◦ F|PV

: PV → FV . (5.54)

In particular, for p ∈ PV we have sV (FV (p)) = p and for F ∈ FV we have FV (sV (F )) = F .

Remark 5.12 Many of the upcoming statements are written for projectors rather than
faces using the lattice isomorphism F : P → F , p 7→ F(p) from (4.34). The support
projector (5.52) of a point x ∈ srV satisfies

FV (sV (x)) = FV (sV (FV (x))) = FV (x). (5.55)

The state reflection srV is covered by the (disjoint union of) relative interiors of face
reflections

srV =
⋃

p∈PV \{0}

ri(FV (p)). (5.56)
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This follows from the stratification of a convex set into relative interiors of faces. A convex
subset F of S(A) projects to the relative boundary rb(srV ) if and only if F ⊂ G for a
proper face G ∈ LV . This is proved in Lemma 3.40. For a projector p ∈ P this is

FV (p) ⊂ rb(srV ) ⇐⇒ p ≤ q for a proper q ∈ PV . (5.57)

For an individual state ρ ∈ S(A) we have with (4.41)

πV (ρ) ∈ rb(srV ) ⇐⇒ s(ρ) ≤ q for a proper q ∈ PV . (5.58)

Remark 5.13 (Structural summary for state reflections) We discuss the commuting diagram
depicted in Figure 5.6 on page 116 except the arrow V \ {0} a. s. ///o/o/o PV to which the
following section is dedicated. A good entrance to the diagram is the upper front triangle
with the lattice isomorphism s : F → P defined on the face lattice of the state space
and assigning the support projector (4.49). The triangle also includes the exposed face
description for non-zero vectors in A0

sa.

Further structure emerges by projection of the state space S(A) to V . The state reflection
srV = πV (S(A)) appears. The exposed face lattice FV,⊥ and the face lattice FV of srV are
located in the bottom row of the diagram. The state space lift LV (5.48) acts as a lattice
isomorphism on the face lattice FV and associates a face of the state space to each face of
srV . The lifted face lattice LV = LV (FV ) appears. The exposed face lattice FV,⊥ ⊂ FV as
a subset is carried by the same isomorphism LV and gives raise to the lifted exposed face
lattice LV,⊥ = LV (FV,⊥). In addition, a support projector is associated to a face F ∈ FV
by the formula

sV (F ) = s ◦ LV (F )

such that sV : FV → PV is a lattice isomorphism (5.53). The inverse is the lattice
isomorphism FV |PV

: PV → FV that associates a face reflection (5.54). Restriction to
exposed faces gives the lattice isomorphism

sV |FV,⊥ : FV,⊥ → PV,⊥

with inverse FV |PV ,⊥. In addition to the isomorphisms FV,⊥ → PV,⊥ and FV,⊥ → LV,⊥
there is a description of proper exposed faces by their exposing vector (5.15).

Remark 5.14 (Invariance under embedding) The state reflection srV is invariant under an
algebra embedding. We prove below that for a direct sum matrix algebra B ⊂ A and
provided that V ⊂ B one has

πV (S(A)) = πV (S(B)).
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In principle we can treat the general case of a subalgebra B ⊂ A by setting S(B) :=
S(A) ∩ B for the state space of B. However, we stay with the direct sum representation
of algebras and do not enter the discussion.

For the case that B = Ap ' pAp is a compression (2.27) of A for a projector p ∈ P , we can
prove slightly more. We use the *-isomorphism κp : Ap → pAp and obtain equivariance
of all face reflections under κp in Lemma 5.17.

An invariance discussion for the lifted face lattices LV,⊥ and LV and for the projector
lattices PV,⊥ and PV is postponed to Remark 5.35 in the following section where access
sequences are available.

Proposition 5.15 If B ⊂ A is a direct sum of full matrix algebras and if V ⊂ B then
srV = πV (S(B)). [Proof on page 212]

We introduce extended notation for the development of access sequences in the following
section and for the lemma below.

Remark 5.16 (a) For a projector p ∈ P we have defined in (2.27) the compression

Ap = Mrk(p1) ⊕ · · · ⊕Mrk(pN ).

We denote the projector lattice of Ap by P(Ap) = {p ∈ (Ap) : p2 = p∗ = p}. The state
space is denoted S(Ap). Given a linear subspace W ⊂ (Ap)0

sa we write srW for the state
reflection πW (S(Ap)) and we denote the lattices of srW as follows. We write FW for the
face lattice and FW,⊥ for the exposed face lattice. Moreover we apply the general notation
F⊥(C) for the exposed face lattice of a convex set C ⊂ Rm. In particular F(srV ) = FV
and F⊥(srV ) = FV,⊥.

The face of the state space S(Ap) with support r ∈ P(Ap) is denoted F(r). The face
reflection on W with support r is denoted FW (r). The omitted reference to the algebra
Ap in the previous notation is intended. The corresponding projector is determined from
the context. Notice that p can not be recovered from the matrix algebra Ap.

(b) In the analogue way as κp : Ap → pAp is defined in (2.28) we choose for a projector
r ∈ P(Ap) a trace-preserving *-isomorphism

κr1lp : (Ap)r → r(Ap)r.
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The composition κp ◦ κr1lp is a trace-preserving *-isomorphism, for q := κp(r),

κp ◦ κr1lp : (Ap)r → qAq.

Observe the equality of matrix algebras (Ap)r = Aq. The isomorphism κq is another trace-
preserving *-isomorphism from (Ap)r to qAq so modulo a trace-preserving *-automorphism
of Aq we have κp ◦ κr1lp = κq. This automorphism leaves the state space S((Ap)r) = S(Aq)
invariant, so

κp(F(r)) = κp
(
κr1lp(S(Aq))

)
= κq(S(Aq)) = F(q). (5.59)

Lemma 5.17 Let p ∈ P be a non-zero projector, V ⊂ lin(F(p)) and put W := (κp)−1(V ).
For a projector q ∈ P(Ap) we have κp(FW (q)) = FV (κp(q)). Furthermore, κp(srW ) = srV .

[Proof on page 213]

5.3 Geometry of access sequences

We use access sequences and characterize the projector lattice PV . This closes the gap
in the structural summary of state reflections (Figure 5.6). The analysis is based on an
affine transformation of a face reflection to a state reflection in a compressed algebra. We
can show that PV (except possibly the identity element in it) depends only on V and not
on the algebra.

Definition 5.18 Recall for a non-zero projector p ∈ P the *-monomorphism κp : Ap → A
(2.28). This embeds the compression Ap ∼= pAp into A. The traceless compression by
p is the mapping

ςp : Asa → (Ap)0
sa, ςp := (κp)−1 ◦ πlin(F(p)) (5.60)

for the orthogonal projection πlin(F(p)) to the translation vector space of the face F(p)
described in (5.3).

Remark 5.19 For non-zero p ∈ P the vector space ςp(V ) has the same dimension as the
face reflection FV (p) = πV (F(p)) defined in (5.13),

dim(ςp(V )) = dim(πlin(F(p))(V )) = dim(πV (lin(F(p)))) = dim(FV (p)). (5.61)

The reason is that for linear spaces X, Y ⊂ Rm with ONB {xi}i of X and ONB {yj}j
of Y , the dimension of πX(Y ) is the rank of the matrix 〈xi, yj〉i,j. The rank is invariant
under transposition of a matrix so πY (X) has the same dimension as πX(Y ).
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Proposition 5.20 For p ∈ P \{0} there is an affine isomorphism ϑp : aff(FV (p)) → ςp(V )
such that the following diagrams commute.

(Ap)1
sa

πςp(V )

��

κp
// aff(F(p))oo

πV

��
ςp(V ) // aff(FV (p))

ϑp
oo

S(Ap)

πςp(V )

��

κp
// F(p)oo

πV

��
srςp(V )

// FV (p)
ϑp

oo

S(Ap)

πςp(V )

��

κp
// ri(F(p))oo

πV

��
ri(srςp(V ))

// ri(FV (p))
ϑp
oo

The map ϑp is expanding and it is isometric if and only if πlin(F(p))(V ) ⊂ V . The projections
πςp(V ) and πV are onto the given ranges in the diagrams. [Proof on page 213]

Remark 5.21 (a) The idea of Proposition 5.20 is to zoom in on a face reflection FV (p)
by transformation to the state reflection srςp(V ) on the traceless compression ςp(V ).

(b) The case πlin(F )(V ) ( V for a non-empty lifted face F ∈ LV is not unusual, see
Example 5.22. In fact, the metric properties of the affine isomorphism ϑs(F ) : πV (F ) →
srςs(F )(V ) in Proposition 5.20 are meaningless for the following analysis.

(c) The commuting diagram in Proposition 5.20 uses maximal domains. In a conceivable
extension from (Ap)1

sa to (Ap)sa the identity 1lp in Ap maps to zero under projection by
πςp(V ). The counterpart p = κp(1lp) on the side of the algebra A will not map to zero
under the projection by πV unless for unimportant cases: if πV (p) = 0 then

πV (
p

tr(p)
) = πV (

1l

tr(1l)
) = 0.

If p 6= 1l then by the disjoint cover (5.56) of the state reflection by relative interiors of face
reflections the projector p is not a member of PV .

Example 5.22 (Strict expansion) We consider the example in Figure 5.1 on page 97. The
algebra is A = C4 and the state space S(C4) is the probability simplex spanned by the
vectors δ1 = (1, 0, 0, 0), δ2 = (0, 1, 0, 0), δ3 = (0, 0, 1, 0) and δ4 = (0, 0, 0, 1) corresponding
to the Dirac measures on {1, 2, 3, 4}. The state reflection is examined on V := LinR{u, v}
for u := δ1 − δ2 and v := δ1 + δ2 + δ3 − 3δ4. The projector p := δ1 + δ4 is an exposed
projector for srV because 4u − v = (3,−5,−1, 3). The corresponding lifted face is the
segment F(p) = [δ1, δ4] with translation vector space

lin(F(p)) = R(δ1 − δ4).
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Since
πV (δ1 − δ4) =

1

6
(5,−1, 2,−6) 6= 0

we have πlin(F(p))(V ) = R(δ1 − δ4). This is an example where πlin(F(p))(V ) ( V , otherwise
πV (δ1 − δ4) should be δ1 − δ4 or zero. The reason why πlin(F(p))(V ) ( V is that the face
F(p) = [δ1, δ4] has a slope with respect to V which disappears under compression. Indeed,
by definition of ςp in (5.60)

ςp(V ) = (κp)−1 ◦ πlin(F(p))(V ) = (κp)−1(R(δ1 − δ4)) = R(1,−1)

holds. So ςp(V ) = (Ap)0
sa = R(1,−1) and by Proposition 5.20 the projection πςp(V )|(Ap)1sa

is the translation x 7→ x − 1
2
(1, 1), while the projection πςp(V )|(Ap)0sa

is the identical map.
In particular,

πςp(V )

(
(κp)−1(δ1 − δ4)

)
= (1,−1)

has norm ‖(1,−1)‖2 =
√

2 while ‖πV (δ1 − δ4)‖2 =
√

11
6
. Since πςp(V ) ◦ (κp)−1 = ϑp ◦ πV ,

the affine isomorphism ϑp is expanding by the factor
√

12
11

.

For a face reflection the isomorphism ϑp is an explicit isometry.

Corollary 5.23 If F ∈ F is a non-empty face, V := lin(F ) and p ≤ s(F ) is a non-zero
projector in P then (ϑp)−1 = κp − s(F )

tr(s(F ))
+ p

tr(p)
. [Proof on page 215]

Remark 5.24 Proposition 5.20 is very general and ambiguous. Not all face reflections
FV (p) for p ∈ P are faces of srV . For instance, the face reflections FV (1, 0, 1, 0) and
FV (1, 1, 1, 0) in Example 5.6 on page 97 have both dimension one but FV (1, 0, 1, 0) (
FV (1, 1, 1, 0). The first task is to mediate between face lattices of FV (p) and face lattices
of srςp(V ).

Corollary 5.25 Let p ∈ P \ {0}, q ∈ P such that q ≤ p and put r := (κp)−1(q). Then
ϑp (FV (q)) = Fςp(V )(r) and FV (q) is an (exposed) face of FV (p) if and only if Fςp(V )(r) is
an (exposed) face of srςp(V ). [Proof on page 216]

Remark 5.26 Still, a face of srV can be the face reflection for various support projectors.
In Example 5.6 one has F := FV (1, 1, 1, 0) = FV (1, 1, 0, 0) ∈ FV and the support projector
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(5.51) of F is sV (F ) = (1, 1, 1, 0). This ambiguity is removed by lifted faces. The second
task is to mediate for a non-zero projector p ∈ PV between the lifted faces in LV that
project to the face reflection FV (p) and between the lifted face lattice Lςp(V ) of the state
reflection srςp(V ). By Proposition 3.39 a face F ∈ F belongs to the lifted face lattice of
srV if and only if LV (F ) = F , that is

F ∈ LV ⇐⇒ (F + V ⊥) ∩ S(A) = F. (5.62)

Indeed, the analysis will be done with projectors. We compare the projectors dominated
by p in the lattice PV with the projector lattice of srςp(V ). In terms of a projector p ∈ P

p ∈ PV ⇐⇒ (F(p) + V ⊥) ∩ S(A) = F(p) (5.63)

holds by the lattice isomorphism s : F → P restricted to LV → PV , see Remark 5.11.

Proposition 5.27 For non-zero p ∈ P we have κp
(
ςp(V )⊥

)
=
(
V ⊥ ∩ lin(F(p))

)
+Rp. For

non-zero p ∈ PV and a subset M ⊂ F(p) we have(
M + V ⊥) ∩ S(A) =

[
M + κp

(
ςp(V )⊥

)]
∩ F(p).

[Proof on page 216]

Corollary 5.28 Let p ∈ PV \ {0} and q ∈ P such that q ≤ p. Then q ∈ PV if and only if
q ∈ κp(Pςp(V )). [Proof on page 217]

Definition 5.29 An access sequence of faces for a convex set C ⊂ Rk is a sequence
of faces (F1, . . . , Fm) of C such that C ) F1 ) · · · ) Fm ) ∅ and such that F1 ∈ F⊥(C)
and Fi ∈ F⊥(Fi−1) for i = 2, . . . ,m. An access sequence of projectors for srV is a
sequence of projectors (p1, . . . , pm) in P such that 1l  p1  · · ·  pm  0 and such that
p1 ∈ PV,⊥ and (κpi−1)−1(pi) ∈ Pςpi−1 (V ),⊥ for i = 2, . . . ,m.

As the analogue of a state reflection in the context of a Borel measure on Rk (with
statistic), Csiszár and Matúš [Cs05] use the concept of convex support and they introduced
the concept of convex core of a measure. The convex geometry of these sets is studied
by access sequences of faces. The idea of an access sequence is also used by Grünbaum
[Grü]. He defines a poonem of a convex set C ⊂ Rk as a member of an access sequence
of faces for C. The equivalence of the concepts face and poonem is the statement of the
lemma below.
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Lemma 5.30 Every proper face F of a convex set C ⊂ Rk belongs to an access sequence
of faces for C. Every ordered pair F ⊂ G of proper faces of C belongs to an access
sequence of faces for C. [Proof on page 217]

Theorem 2 For m ∈ N let (F1, . . . , Fm) ⊂ FV be a sequence of faces and set pi := sV (Fi)
for i = 1, . . . ,m. Then (F1, . . . , Fm) is an access sequence of faces for srV if and only if
(p1, . . . , pm) ⊂ PV is an access sequence of projectors for srV . [Proof on page 217]

Corollary 5.31 A proper projector p ∈ P belongs to PV if and only if p belongs to an
access sequence of projectors for srV . [Proof on page 218]

Corollary 5.32 Every pair of proper projectors p, q ∈ PV which are comparable, that is
p ≤ q or q ≤ p, belongs to an access sequence of projectors for srV . [Proof on page 218]

The following remark completes the summary on state reflections in Figure 5.6.

Remark 5.33 (Calculation of projector lattices with access sequences) Let us summarize
what we need to calculate a projector lattice. By Corollary 5.31 a proper projector p ∈ P
belongs to PV if and only if p belongs to an access sequence of projectors for srV . The
task is to calculate the access sequences. This may be done in ascending sequence length.
A sequence of length one is a proper exposed projector. All of these can be calculated
from V by (5.16)

PV,⊥ = p+(V ) ∪ {0}.
Every proper projector p ∈ PV,⊥ (of rank ≥ 2) may give rise to a number of access
sequences for srV of length two

(p, κp(r))

where r ∈ Pςp(V ),⊥ hence r ∈ p+(ςp(V )). The traceless compression (5.60)

ςp(V ) = (κp)−1 ◦ πlin(F(p))(V )

is calculated by orthogonal projection of a vector v ∈ V to lin(F(p)) using (5.3)

πlin(F(p))(v) = pvp− tr(pv)
p

tr(p)
.

In this second step we are only concerned with projectors κp(r) � p. We may skip the
*-isomorphism κp and calculate maximal projectors for elements of πlin(F(p))(V ) directly.
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Figure 5.6: The commuting diagram summarizes the structure of a state reflection. The
arrows with a curved tail denote embeddings. The sets and mappings are explained in
Remark 5.13 on page 109 except the arrow V \ {0} a. s. ///o/o/o PV which is not a mapping but
an algorithm, see Remark 5.33.

To simplify calculus, we may add any multiple of 1l to a matrix v ∈ V before evaluation of
πlin(F(p))(v). This can also be useful when an exponential family is given by a statistics of
self-adjoint matrices, see Remark 7.19. Iteratively, we can calculate any access sequence
of projectors for srV and determine the projector lattice PV . A handicap with calculation
of projector lattices will of course be the eigenvalue discussion for the non-abelian case in
higher dimensions.

Example 5.34 We use the method explained in Remark 5.33 and calculate the projector
lattice for two simple examples.

(a) Consider the case (5.36) with V = LinR{(σ1 ⊕ 1) − 1l
3
, (σ2 ⊕ 1) − 1l

3
} and exposed

projector lattice (5.37)

PV,⊥ =
{
0, 02 ⊕ 1, p, q, 1l

}
∪
{
p+(σ1 cos(α) + σ2 sin(α))⊕ 0 : α ∈ (

π

2
, 2π)

}
.

The proper exposed projectors of rank ≥ 2 are p := p+(σ1)⊕ 1 and q := p+(σ2)⊕ 1. We
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get with (4.6)

p(σ1 ⊕ 1)p = [p+(σ1)σ1 p+(σ1)]⊕ 1 = p+(σ1)⊕ 1 = p,

p(σ2 ⊕ 1)p = [p+(σ1)σ2 p+(σ1)]⊕ 1 = 02 ⊕ 1.

Then by (5.3) we obtain πlin(F(p))(σ1 ⊕ 1) = 0 and πlin(F(p))(σ2 ⊕ 1) = 1
2
(−p+(σ1)⊕ 1), so

πlin(F(p))(V ) = R[p+(σ1)⊕ (−1)]. Only the two maximal projectors p+(σ1)⊕ 0 and 02 ⊕ 1
appear for elements of πlin(F(p))(V ) and only the first one is new. For q one has with the
analogue arguments as before

q(σ1 ⊕ 1)q = [p+(σ2)σ1 p+(σ2)]⊕ 1 = 02 ⊕ 1,

q(σ2 ⊕ 1)q = [p+(σ2)σ2 p+(σ2)]⊕ 1 = p+(σ2)⊕ 1 = q

and
PV = PV,⊥ ∪

{
p+(σ1)⊕ 0, p+(σ2)⊕ 0

}
.

(b) Consider the case (5.42) with V = LinR{σ1⊕ 0, (σ2⊕ 1)− 1l
3
} with exposed projector

lattice (5.43)

PV,⊥ = {0, p, 1l} ∪
{
p+(σ2 cos(α− π

4
)− σ1 sin(α− π

4
))⊕ 0 : α ∈ [0, 2π) \ {π

4
}
}
.

The only proper exposed projector of rank ≥ 2 is p := p+(σ2)⊕ 1. We get with (4.6)

p(σ1 ⊕ 0)p = [p+(σ2)σ1 p+(σ2)]⊕ 0 = 02 ⊕ 0 = 0,

p(σ2 ⊕ 1)p = [p+(σ2)σ2 p+(σ2)]⊕ 1 = p+(σ2)⊕ 1 = p.

So the traceless compression (5.60) of V is ςp(V ) = 0 and this gives PV = PV,⊥.

Remark 5.35 (Invariance under embedding) We have seen in Proposition 5.15 the inde-
pendence of a state reflection given an algebra B ⊂ A with V ⊂ B,

srV = πV (S(B))

if B is a direct sum of full matrix algebras. The face lattice FV and exposed face lattice
FV,⊥ of the state reflection will be the same whether calculated in A or B. By Remark 5.33
the projector lattices PV and PV,⊥ are equal for the two algebras, except possibly the
identity that can be different.

However, the lifted face lattices may be different. An example is calculated in Example 5.7
(c) on page 102. One can consider the vector space V ⊂M2⊕C spanned by −1l2

2
⊕ 1 and

σ3 ⊕ 0. The lifted face for the projector p := 1l2 ⊕ 0 is the Bloch ball

M2 ⊕ 0.
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When the vector space V is considered as a subset of the abelian algebra C3 of diagonal
matrices, then V is the space of real triples that sum up to zero. Now the lifted face for
the projector p is the segment

[(1, 0, 0), (0, 1, 0)],

which is a face of the triangle S(C3).

If the algebra B is a compression of A by a non-zero projector p ∈ P the situation is
better. We have PV \ {1l} = κp(P(κp)−1(V )) \ {p} and by (5.59) we get for r ∈ P(κp)−1(V )

the equality F(κp(r)) = κp(F(r)).

5.4 Topology of projector lattices

We start to discuss the topology of the face lattices PV and PV,⊥. We ask if PV and PV,⊥
have the same closure—this question is linked to the topology of an exponential families
(Remark 7.25). We can not give an answer and are led to further unsolved questions
about closedness of the skeletons of a state reflection, symmetrizations of the state space
and open mappings.

In a classical case A = Cn for some n ∈ N the projector lattices are finite and one has
the equality PV,⊥ = PV ∼= FV because the state reflection as a polytope has only exposed
faces, see Remark 8.5 (c). The lattice is finite because PV ⊂ P and P is isomorphic to
the power set of {1, . . . , n}, see Remark 2.36 (b). For a matrix algebra A the projector
lattice P is a union of compact real analytical manifolds (Lemma 2.38) and the projector
lattices PV,⊥ and PV can be distinct. In Example 5.34 (a) the exposed projector lattice
PV,⊥ is not closed while

PV = PV,⊥ = PV,⊥ ∪
{
p+(σ1)⊕ 0, p+(σ2)⊕ 0

}
.

In example (b) the lattice PV,⊥ = PV is not closed and PV = PV ∪
{
p+(σ2) ⊕ 0

}
.

These examples suggest a first question.

Question 5 Do the projector lattices PV,⊥ and PV have the same closure? In other words,
does PV ⊂ PV,⊥ hold?

We can try and prove a consequence of Question 5. By (5.56) one has the disjoint cover
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by relative interiors of face reflections

srV =
⋃

p∈PV \{0}

ri(FV (p)).

So an affirmative of Question 5 implies an affirmative of the following question.

Question 6 Do the relative interiors of face reflections with support projector in PV,⊥
cover the state reflection,

srV ⊂
⋃

p∈PV,⊥

ri(FV (p)) ?

We prove Question 6 in Theorem 3 but under the additional assumption that the skeletons
(3.28) of the state reflection srV are closed. This leads us to the next question.

Question 7 Are the skeletons of the state reflection srV closed?

We approach Question 6 using dimension functions of faces in dependence of their support
projectors. Let us compare to the dimension of a face of the state space. The face
dimension for the state space P → N0, p 7→ dim(F(p)) is a locally constant function by
Lemma 2.38 and (4.35). In contrast, the face dimension for the state reflection P → N0,
p 7→ dim(FV (p)) is not continuous:

Example 5.36 We consider Example 5.7 (f) and the family of rank two projectors for
α ∈ [0, 2π)

pα := p+(c(α)σ̂)⊕ 1.

For each α ∈ [0, 2π) the compressed algebra Apα = C2 is abelian so the face F(pα) =
[p+(c(α)σ̂)⊕0, 02⊕1] is a segment with one-dimensional translation vector space lin(F(pα))
generated by p+(c(α)σ̂)⊕ (−1). We show that

dim(FV (pα)) =

{
0 if α = π

4
,

1 otherwise.

This follows by discussion of the coefficients in (5.29). A convex geometric aspect argu-
ment for α 6= π

4
is the following. The projector p := p+(c(α)σ̂) ⊕ 0 belongs to the lifted
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exposed projector lattice PV,⊥ (5.39). If we had dim(FV (pα)) = 0 then lin(F(pα)) ⊂ V ⊥

and by (5.63) follows
02 ⊕ 1 ∈ (F(p) + V ⊥) ∩ S(A) = F(p).

But this is a contradiction to the fact that p is an extreme point of S(A).

Lemma 5.37 The function P → N0, p 7→ dim(FV (p)) is lower semi-continuous.
[Proof on page 218]

Remark 5.38 (A wrong short argument) Lower semi-continuity of the function P → N0,
p 7→ dim(FV (p)), which was proved in Lemma 5.37, does not straight forward imply lower
semi-continuity of the dimension function

srV → N0, x 7→ dim(FV (x)).

Surely from a sequence xi ⊂ srV with limit x := limi→∞ xi we can select a subsequence
with converging support projectors p := limi→∞ sV (xi). Then with (5.55) we have

dim(FV (p)) ≤ lim inf
i→∞

dim(FV (sV (xi))) = lim inf
i→∞

dim(FV (xi)).

However the example (5.39) teaches us that the case sV (x)  p may well happen and
dim(FV (x)) = dim(FV (sV (x))) > dim(FV (p)) is possible.

To establish an affine lifting coordinate system we compare balls and simplices.

Remark 5.39 (Balls and simplices) Let k ∈ N, ε > 0 and x belong to a finite dimensional
Euclidean space. Into a closed k-dimensional ball with center x and radius ε we can

inscribe a regular k-dimensional simplex of edge length ε
√

2(k+1)
k

. Into the simplex we can
inscribe a closed k-dimensional ball with center x and with radius ε

k
. A three-dimensional

example is depicted in Figure 5.7. A simple proof can use the state space S(Ck+1) as a
model simplex with the trace state 1l

tr(1l)
as centroid. Observe that the smallest sphere

about the simplex has radius ‖p− 1l
tr(1l)

‖2 and the largest ball inside the simplex has radius
‖ q

tr(q)
− 1l

tr(1l)
‖2 where p ∈ Ck+1 is an orthogonal projector of rank one and q ∈ Ck+1 is an

orthogonal projector of rank k.
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Figure 5.7: The regular three-dimensional simplex of edge length 2
√

2√
3

is depicted “between”
concentric spheres of radius 1 and 1

3
. The small sphere is incident with the centroids of

the four facets of the tetrahedron. The large sphere is incident with the four extreme
points of the tetrahedron.

Lemma 5.40 If a sequence (xi) ⊂ srV converges to x ∈ srV then x ∈ ri(FV (p)) for some
p ∈ {s(xi) : i ∈ N} or lim

i→∞

(
miny∈rb(FV (xi)) ‖xi − y‖2

)
= 0. [Proof on page 219]

Remark 5.41 (Two arguments for Theorem 3) (a) Recall (3.28) for d ≥ 0 the definition
of the d-skeleton of a convex compact subset C ⊂ Rn

skel(C, d) = {x ∈ C : dim(F (C, x)) ≤ d}.

The d-skeleton of C is the union of all faces of C having dimension less or equal d. By
Remark 3.13 (a) the skeletons of C are closed if and only if the dimension function

C → N0, x 7→ dim(F (C, x))

is lower semi-continuous.

(b) The theorem of Straszewicz [St] says that an extreme point of C (point in the 0-
skeleton) is the limit of a sequence of exposed points of C. A generalization due to
Asplund [Asp] says that a point in the d-skeleton of C is the limit of a sequence (xi)
where each point xi belongs to an exposed face of C with dimension less or equal d.

Theorem 3 If the skeletons of srV are closed then srV =
⋃
p∈PV,⊥

ri (FV (p)).
[Proof on page 221]
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Corollary 5.42 If PV is closed and the skeletons of srV are closed then PV,⊥ = PV .
[Proof on page 221]

We start the discussion of Question 7 about the closedness of skeletons of a state reflection
by an approach with symmetrizations and stable convex sets.

Definition 5.43 Let V ⊂ Rm be a vector space. The reflection at V is the linear
mapping

rV : Rm → Rm defined by rV |V = Id |V and rV |V ⊥ = − Id |V ⊥ .

A subsetM ⊂ Rm is symmetric at V ifM = rV (M). LetH ⊂ Rm be a linear hyperplane.
The Steiner symmetrization of a compact convex set C ⊂ Rm at H is [Lei]

SH(C) :=
⋃
g

(
1

2
(g ∩ C) +

1

2
(g ∩ rH(C))

)
. (5.64)

Here g is an arbitrary line perpendicular to H.

Remark 5.44 (Symmetrizations) Let C ⊂ Rm be an arbitrary compact convex set.
(a) The Steiner symmetrization of C at a linear hyperplane H is created as follows.
The lines perpendicular to H cut segments from C which are moved parallel until their
midpoints lie on H. By Theorem 18.1 in [Lei], the Steiner symmetrization of C at H is a
compact convex subset of Rm symmetric at H.

(b) For a vector space V in higher dimensions d := codim(V ) > 1 the generalization of
the Steiner symmetrization is the following [Wil]. At each point v ∈ V we consider the
section (v+V ⊥)∩C. This is known to be a compact convex subset of v+V ⊥ and the finite
d-dimensional volume V d((v + V ⊥) ∩ C) is defined. Consider the closed ball B(v) ⊂ V ⊥

centered at zero and having the same d-dimensional volume V d(B(v)) = V d((v+V ⊥)∩C).
The union

SV (C) :=
⋃
v∈V

(v +B(v))

is a compact convex set symmetric at V with m-dimensional volume V m(SV (C)) =
V m(C).
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Figure 5.8: Depicted are the frustum C (left) discussed in Example 5.45 with Steiner
symmetrization SV (C) at the plane V (right). The horizontal is V and the vertical is
V ⊥ ∩ lin(C). The horizontal ellipse about SV (C) consists of extreme points except at the
intersection with the vertical segment in front. The 0-skeleton of SV (C) is not closed.

Example 5.45 To illustrate Steiner symmetrization in the context of state spaces we
consider Example 5.7 (f) based on the algebra A = M2 ⊕ C with four-dimensional state
space. We define V by multiples of the basis vectors from (5.42) on page 106

v1 = σ1 ⊕ 0 and v2 = σ2 ⊕ 1− 1l

3
.

Instead of the four dimensional state space we consider for reasons of intuitive geometric
assistance the three dimensional frustum C with apex a := 02 ⊕ 1 and with base circle
(5.42) consisting of pure states for α ∈ [0, 2π)

b(α) := p+(c(α)σ̂)⊕ 0 =
1

2

(
1l2 + σ2 cos(α− π

4
)− σ1 sin(α− π

4
)
)
⊕ 0 (5.65)

The state reflection srV = πV (S(A)) is also the projection to V of C (5.27). The kernel
V ⊥∩ lin(C) of the projection πV has the slope ϕ = π

3
to the base of the frustum C and to

its translation vector space Lin{σ1, σ2}⊕ 0, see Figure 5.2 on page 101. In the coordinate
system (5.29) spanning lin(C) and having V as the x-y plane we have

a =
(
0, 1√

6
, 1√

2

)
,

b(α) =
(
− 1√

2
sin(α− π

4
), 1

2
√

6

(
3 cos(α− π

4
)− 1

)
, − 1

2
√

2

(
cos(α− π

4
) + 1

))
.

The segment s :=
[
b(π

4
), a

]
=
[

1
2
(1l2 + σ2)⊕ 0, 02 ⊕ 1

]
of C is perpendicular to V (5.40).

It has the coordinates
s =

[
(0,

1√
6
,− 1√

2
), (0,

1√
6
,

1√
2
)

]
. (5.66)
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The right angle V ⊥ s corresponds to the kernel V ⊥ ∩ lin(C) of πV parallel to s.

The Steiner symmetrization SV (C) of C at V is a compact and convex set by Remark 5.44
(b). Hence by Minkowski Theorem we just need to discuss the extreme points of SV (C).
These are the symmetrizations of the apex a and of the base points b(α) for α ∈ [0, 2π).
The segment s including the apex a and the base point b(π

4
) is already symmetric in the

above coordinates. The symmetrizations of other base points b(α) belong to the ellipse

e := {(x, y, 0) ∈ R3 :
x2(
1√
2

)2 +

(
y + 1

2
√

6

)2

(
sin(ϕ)√

2

)2 = 1} (5.67)

with sin(ϕ) = 1
2

√
3. We have

SV (C) = conv(e ∪ {(0, 1√
6
,− 1√

2
), (0,

1√
6
,

1√
2
)}). (5.68)

The frustum and the symmetrization are depicted in Figure 5.8. The 0-skeleton of the
Steiner symmetrization SV (C) is not closed. Points on the ellipse e are extreme points of
the Steiner symmetrization SV (C) with exception of (0, 1√

6
, 0). This point belongs to the

relative interior of the segment s. Notice that the well-known skew cone [Pa]

conv({(x, y, 0) : (x− 1)2 + y2 ≤ 1} ∪ {(0, 0, 1), (0, 0,−1)})

is affinely isomorphic to SV (C). This is the standard example for a convex set which fails
to have a closed 0-skeleton.

Definition 5.46 A convex set C ⊂ Rm is stable if the midpoint map

C × C → C, (x, y) 7→ 1

2
(x+ y)

is open in the relative topology.

Remark 5.47 (a) The connection to our problem is Theorem 2.3 in [Pa]. Let C ⊂ Rm

be a compact convex set. Among others the theorem states equivalence of the assertions

• C is stable,
• all skeletons of C are closed.

We apply this equivalence to the study of projection maps and of their images.
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Figure 5.9: The drawing shows the truncation {(x, y, z) ∈ SV (C) : z ≤ 0.3} of the
Steiner symmetrization SV (C) from Example 5.45. The horizontal is V and the vertical
is V ⊥ ∩ lin(C). The projection of the open set U := {(x, y, z) ∈ SV (C) : z > 0.3} to V is
depicted under translation (0, 0, 0.3) as the top ellipse. This ellipse does not contain its
own relative boundary (dashed) except for (0, 1√

6
, 0) ∈ πV (U) (thick point). The boundary

curve e (thick) of the compact set πV (SV (C)) intersects πV (U) exactly at (0, 1√
6
, 0) so the

projection image πV (U) is not open.

(b) In Example 5.45 the Steiner symmetrization SV (C) has a 0-skeleton which is not
closed. This implies by (a) that SV (C) is not stable. To disprove stability directly, we
use 0 < z0 <

1√
2

the non-empty open sets U± := {(x, y, z) ∈ SV (C) : ±z > z0}. Then the
image of the open set U+ × U− under the midpoint map

{1

2
(b+ + b−) : b+ ∈ U+, b− ∈ U−}

contains (0, 1√
6
, 0) but no other point of the ellipse e ⊂ SV (C) (5.67).

Lemma 5.48 Let C ⊂ Rm be a stable convex set symmetric at a vector space V ⊂ Rm.
Then the projection πV |C is open and the image πV (C) is stable. [Proof on page 221]

Remark 5.49 (a) We practice the concepts in use and give an alternative proof to Re-
mark 5.47 (b) that the Steiner symmetrization SV (C) (5.68) is not stable: as discussed
in Figure 5.9 the projection mapping πV |SV (C) is not open. Then by Lemma 5.48 the
symmetric set SV (C) is not stable.
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(b) In the affirmative we can use Lemma 5.48 to prove for a convex set C ⊂ Rm and a
vector space V ⊂ Rm that the projection πV (C) is stable. We have to decide whether
there exists a stable convex set C̃ ⊂ Rm symmetric at V and such that πV (C) = πV (C̃).
This may be difficult. If C is stable by itself then we can give an alternative criterion at
least in the hyperplane case codim(V ) = 1.

Definition 5.50 A symmetrization map for M ⊂ Rm at a linear space V ⊂ Rm is
an injective mapping s : M → Rm such that s(M) is symmetric at V and such that s
preserves fibers, that is πV ◦ s = πV . Then s(M) is called a symmetrization of M at V .

Example 5.51 For a compact convex set C ⊂ Rm and a hyperplane H ⊂ Rm we can use
Steiner symmetrization (5.64) to define a symmetrization map. If h ∈ H⊥ is normalized
we obtain the Steiner symmetrization sH(C) = s(C) of C from the mapping defined for
x ∈ C by s(x) := x− 1

2
(maxy∈(x+H⊥)∩C〈h, y〉+ miny∈(x+H⊥)∩C〈h, y〉)h.

Proposition 5.52 Let C ⊂ Rm be a stable convex set with a homeomorphic symmetriza-
tion map at a linear hyperplane H ⊂ Rm. Then the projection πH |C is open and the
image πH(C) is stable. [Proof on page 222]

Corollary 5.53 Let H ⊂ A0
sa be a linear hyperplane. If there exists a continuous sym-

metrization map of the state space S(A) at H then the state reflection srH is stable.
[Proof on page 224]

Remark 5.54 (a) We can show that any symmetrization map s for the frustum C in
Example 5.45 at V is discontinuous. Otherwise by compactness the mapping s would be
a homeomorphism. Since the frustum is stable, Proposition 5.52 shows that the projection
mapping πV |C is open. This is disproved in Figure 5.9.

(b) The symmetrization map s in Example 5.51 for the frustum C at the vector space
V in Example 5.45 has a discontinuity at the bottom point (0, 1√

6
,− 1√

2
) of the segment

(5.66) [
b(
π

4
)⊕ 0, 02 ⊕ 1

]
=

[
(0,

1√
6
,− 1√

2
), (0,

1√
6
,

1√
2
)

]
.

The vector space V corresponds to the x-y-plane so the segment is fixed under sym-
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metrization while the pointed base circle (5.65) of C

{b(α) : α ∈ [0, 2π) \ {π
4
}}

is moved to the pointed ellipse (5.67) e \ {0, 1√
6
, 0}. The frustum C and symmetrization

SV (C) are depicted in Figure 5.8.

(c) The discontinuity discovered in (b) persists under restriction of the symmetrization
map s to the union of proper lifted faces of srV (5.44) which cover exactly the base circle
and segment used in (b). It follows that a symmetrization map for the state space S(A)
at V has a discontinuity at b(π

4
) = 1

2
(1l2 + σ2)⊕ 0.

(d) We stop the discussion here because we are not prepared with the necessary examples
so far. Stability of a convex set is an issue for dimension three and higher. Indeed, if
C ⊂ Rm is a compact convex set then the (m − 1)- and (m − 2)-skeleton is closed. The
(m−1)-skeleton is the relative boundary of C or the set C itself. For the (m−2)-skeleton
we notice that a point in the relative interior of a (m−1)-dimensional face F of C belongs
to an open ball of dimension m that meets only ri(F ) and ri(C) and no other points of C.
The relative interior of a facet can not be approximated by points in the (m−2)-skeleton.



6 Exponential families

This chapter is a collection and customization of known facts about exponential families in
a matrix algebra. The swallow and Staffelberg family in Section 6.1 seem strange examples
of quantum exponential families though they are really the first choice—judging by their
simple definition. In Section 6.2 we recall from the literature connections among relative
entropy, the BKM-metric and charts for the manifold of invertible density matrices. In
Section 6.3 we write the mean value chart for exponential families; this was not done
before in this general form.

6.1 Examples and illustrations

We start with a definition of exponential families and with examples.

Definition 6.1 The normalized exponential is the real-analytic function

exp1 : Asa → S(A), θ 7→ exp(θ)

tr(exp(θ))
(6.1)

with the matrix exponential eθ = exp(θ) =
∑∞

k=0
θk

k!
. The image E of a non-empty affine

subspace of Asa under the normalized exponential exp1 is an exponential family in A.
If E ′ ⊂ E is an exponential family in A, then E ′ is an exponential sub-family of E .

The restriction exp1 |A0
sa

to the traceless matrices is a diffeomorphism. The inverse is the
traceless logarithm

ln0 : S(A) → A0
sa, ρ 7→ ln(ρ)− tr(ln(ρ))1̂l, (6.2)

128
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E
δ0,0

δ1,1

δ0,1

δ1,0

Figure 6.1: The exponential family E of factorizable probability distribution on the Carte-
sian product set {0, 1} × {0, 1} is depicted inside the probability simplex on the set. The
four Dirac measures are the corners of the simplex.

which makes S(A) a real-analytic manifold. Here 1̂l = 1l
tr(1l)

denotes the trace state.

The initial idea for this thesis was the study of multi-information in a quantum setting.
A common approach to the problem uses the factorizable family discussed in Section 8.3.
Here we present the simplest non-trivial example.

Example 6.2 (The factorizable family) We consider the algebra A = C2 ⊗ C2 ' C4.
An ONB of A is given by the vectors δi,j := δi ⊗ δj for i, j ∈ {0, 1} and δ0 := (1, 0),
δ1 := (0, 1), corresponding to the Dirac measures on {0, 1} × {0, 1}. The state space
is S(A) = conv(δ0,0, δ0,1, δ1,0, δ1,1). For u := (δ0 − δ1) ⊗ 1l2 and v := 1l2 ⊗ (δ0 − δ1) we
parametrize the exponential family E := exp1(Lin{u, v}) by

R2 → E , (λ, µ) 7→ exp1(λu+ µv).

Using Lemma 8.11 this is

exp1(λu+ µv) =
(

eλ

eλ+e−λ δ0 + e−λ

eλ+e−λ δ1

)
⊗
(

eµ

eµ+e−µ δ0 + e−µ

eµ+e−µ δ1

)
=

1∑
i,j=0

xi,j(λ, µ)δi,j
(6.3)

with coefficients xi,j = xi,j(λ, µ) = e(−1)iλ

eλ+e−λ
e(−1)jµ

eµ+e−µ for i, j = 0, 1. The coefficients satisfy the
relations

x0,0 + x0,1 + x1,0 + x1,1 = 1 and x0,0x1,1 = x0,1x1,0.
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From these relations it follows that probability distributions in E are factorizable in the
following sense. The probability of the elementary event (i, j) ∈ {0, 1}×{0, 1} is P (i, j) =
xi,j. The first marginal of an elementary event i ∈ {0, 1} is PI(i) = xi,0 + xi,1 and the
second marginal of an elementary event j ∈ {0, 1} is PII(j) = x0,j + x1,j. Then for
(i, j) ∈ {0, 1} × {0, 1}

P (i, j) = PI(i)PII(j)

holds. The exponential family E is a piece of a hyperbolic paraboloid. The unitary
transformation

S :=
1

2

( √
2 0 1 1

0
√

2 −1 1

0 −
√

2 −1 1

−
√

2 0 1 1

)
respectively T :=

1

2

(
1 1 1 1
1 −1 −1 1
−1 1 −1 1
−1 −1 1 1

)
yields that a coordinate quadruple (x, y, z, c)t := St(x0,0, x0,1, x1,0, x1,1)

t of St(E) respec-
tively (x, y, z, c)t := T t(x0,0, x0,1, x1,0, x1,1)

t of T t(E) satisfies z = x2 − y2 respectively
z = 2xy and c = 1

2
. Here t denotes the transposed of a vector or matrix. The space T t(E)

is the image of (−1
2
, 1

2
)× (−1

2
, 1

2
) under (x, y) 7→ (x, y, 2xy, 1

2
)t. A hyperbolic paraboloid is

covered by two families of transverse straight lines. The canonical parametrization (6.3)
can be used to generate the two straight line families. One of them is the collection for
λ ∈ R of exponential families with canonical parameter space

Θ(λ) := {exp1(λu+ µv) : µ ∈ R}.

The variable factor of (6.3), the mapping

R → S(C2), µ 7→
(

eµ

eµ + e−µ
δ0 +

e−µ

eµ + e−µ
δ1

)
parametrizes the relative open segment ]δ0, δ1[. Since the tensor product is linear in each
factor, the exponential sub-family exp1(Θ(λ)) is a relative open segment included in E .
The analogous construction with the second parameter µ fixed yields the transverse family.

Example 6.3 (A frustum family) In the algebra A := M2⊕C we consider a two-dimensional
vector space W ⊂ Lin{σ1, σ2, σ3} the vector z := (−1l2

2
)⊕ 1 and

C := S(A) ∩
(

1l

3
+W ⊕ 0 + Rz

)
.

By (5.23) we have aff(C) = 1l
3

+W ⊕ 0 + Rz and lin(C) = W ⊕ 0 + Rz and a convex hull
description

C = conv

[(
S(M2) ∩

(
1l2
2

+W

))
⊕ 0, 02 ⊕ 1

]
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with the Bloch ball S(M2). The previous equation shows us that C is a frustum with base(
S(M2) ∩

(
1l2
2

+W
))
⊕ 0 and apex 02 ⊕ 1. The relative interior of the state space S(A)

is the space S(A) of invertible density matrices (4.27). We notice that aff(C) shares the
point 1l

3
with S(A). Hence by (3.17) we have

ri(C) = S(A) ∩ aff(C) = {ρ ∈ C : ρ is invertible} . (6.4)

Now the logarithm is defined on the relative interior of C. Invariance of functional calculus
in M2 (4.7) and the inclusion ri(C) ⊂ (R1l2 + W ) ⊕ R give ln(ri(C)) ⊂ (R1l2 + W ) ⊕ R.
Hence the image under the traceless logarithm is included in

ln0(ri(C)) ⊂ W ⊕ 0 + Rz = lin(C).

Similarly, for the exponential function exp(lin(C)) ⊂ (R1l2 +W )⊕R holds. By the trace
one condition on images of the normalized exponential we have

exp1(lin(C)) ⊂ aff

((
1l2
2

+W

)
⊕ 0, 02 ⊕ 1

)
.

By positivity of images of the exponential function we get

exp1(lin(C)) ⊂ conv

[(
S(M2) ∩

(
1l2
2

+W

))
⊕ 0, 02 ⊕ 1

]
= C.

Images of the exponential are invertible and (6.4) gives exp1(lin(C)) ⊂ ri(C). We have
proved that ri(C) is the exponential family

ri(C) = exp1(lin(C)) = exp1(aff(C)). (6.5)

The last equality holds by invariance of exp1 under addition of multiples of 1l. The
frustum C is very versatile. By (5.24) it is also the projection of a state space, C =
πaff(C)

(
S(M2 ⊕ C)

)
. The drawing of a shape of C is included with Example 6.4. The

coordinates of the frustum C are calculated at (5.29).

The new features of a quantum exponential family, discussed in Chapter 7, can be demon-
strated with one of the following two examples.

Example 6.4 (Two quantum families) We define E as the image under the normalized
exponential exp1 for the domain

Lin{σ1 ⊕ 1, σ2 ⊕ 1} respectively Lin{σ1 ⊕ 0, σ2 ⊕ 1}
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Figure 6.2: The exponential family E = exp1(Lin{σ1 ⊕ 1, σ2 ⊕ 1}) (swallow family) is
depicted isometrically in two different views. Here we use the Pauli matrices σ1 = ( 0 1

1 0 )
and σ2 = ( 0 −i

i 0 ). A wire frame consisting of one-dimensional exponential sub-families of
E is used to indicate the shape. The frustum about E is the closure S(M2 ⊕ C) ∩ aff(E)
of the exponential family exp1(aff(E)). More details are provided in Example 6.4.

Figure 6.3: The exponential family E = exp1(Lin{σ1⊕ 0, σ2⊕ 1}) (Staffelberg family)
is depicted isometrically in two different views. Other circumstances are the same as in
Figure 6.2.
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with Pauli matrices σ1 = ( 0 1
1 0 ) and σ2 = ( 0 −i

i 0 ). To explain the generation of their shapes
drawn in Figure 6.2 and Figure 6.3 we notice that exp1 is invariant under the additive
group R1l. We can use for E the domain V defined by

Lin{σ1 ⊕ 1− 1l

3
, σ2 ⊕ 1− 1l

3
} respectively Lin{σ1 ⊕ 0, σ2 ⊕ 1− 1l

3
}.

The space V was introduced in (5.36) respectively in (5.42). It has an angle ϕ = ∠(V, z)

with z = −1l2
2
⊕ 1 equal to ϕ = arccot(

√
2
3
) respectively equal to ϕ = π

3
. We project the

family E on the ONB {v1, v2 sin(ϕ), v3 sin(ϕ)} from (5.20) and (5.21). In the first case we
use the parametrization

R2 → E , (λ, µ) 7→ ρ(λ, µ) := exp1(λ(σ1 ⊕ 1) + µ(σ2 ⊕ 1)).

With t :=
√
λ2 + µ2 and T1 := 2 cosh(t) + eλ+µ the coefficients are

〈v1, ρ(λ, µ)〉 = sinh(t)(λ−µ)
T1t

,

〈v2 sin(ϕ), ρ(λ, µ)〉 = 1√
15T1

(
3 sinh(t)(λ+µ)

t
− 2 cosh(t) + 2eλ+µ

)
,

and 〈v3 sin(ϕ), ρ(λ, µ)〉 =
√

2√
5T1

(
− sinh(t)(λ+µ)

t
− cosh(t) + eλ+µ

)
.

In the second case we use the parametrization

R2 → E , (λ, µ) 7→ σ(λ, µ) := exp1(λ(σ1 ⊕ 0) + µ(σ2 ⊕ 1)).

With T2 := 2 cosh(t) + eµ and t as before, the coefficients are

〈v1, σ(λ, µ)〉 =
√

2 sinh(t)λ
T2t

,

〈v2 sin(ϕ), σ(λ, µ)〉 = 1√
6T2

(
3 sinh(t)µ

t
− cosh(t) + eµ

)
,

and 〈v3 sin(ϕ), σ(λ, µ)〉 = 1√
2T2

(
− sinh(t)µ

t
− cosh(t) + eµ

)
.

This coordinate system is the best choice for E . The vectors v1 and v2 sin(ϕ) span the
parameter space V (5.19). Together with v3 sin(ϕ) the vectors span V + Rz (5.21). For
U := Lin {σ1 ⊕ 0, σ2 ⊕ 0, σ3 ⊕ 0} we put W := πU(V ) = Lin{σ1 ⊕ 0, σ2 ⊕ 0}. Then by
(5.26) follows V + Rz = W + Rz and by (6.5) we have for the frustum C := S(M2⊕C)∩(

1l
3

+W + Rz
)

the inclusion

E ⊂ exp1(lin(C)) = exp1(aff(C)) = ri(C).

One has lin(C) = W + Rz so v1, v2 sin(ϕ), v3 sin(ϕ) is an ONB for lin(C). This is the
smallest space to describe E isometrically, because aff(E) = aff(C) as will be shown
below. In Figure 6.2 and Figure 6.3, C is drawn about the exponential family E .
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Together with the trace state ρ(0, 0) = σ(0, 0) = exp1(0) = 1
3
(1, 1, 1)t we have the affinely

independent coordinate triples with respect to {v1, v2 sin(ϕ), v3 sin(ϕ)}

ρ(ln(2), 0) = 1
6
(1,
√

5
3
, 0)t, σ(ln(2), 0) = 1

14
(3
√

2,− 1√
6
,− 1√

2
)t,

ρ(0, ln(2)) = 1
6
(−1,

√
5
3
, 0)t, resp. σ(0, ln(2)) = (0,

√
2

3
√

3
, 0)t,

ρ(0,− ln(2)) = 1
4
(1,−

√
5
3
, 0)t, σ(0,− ln(2)) = (0,− 1√

6
, 0)t.

6.2 Geometry of relative entropy

Charts for the space S(A) of invertible density matrices are introduced and their connec-
tion to the geometry of relative entropy is discussed including the BKM metric and the
Pythagorean theorem of relative entropy. This section is an excerpt from the literature.

The real-analytic manifold S(A) of invertible density matrices is diffeomorphic to the
space A0

sa of traceless self-adjoint matrices under the real-analytic map ln0 (6.2)

S(A) ∼= A0
sa.

Throughout the section we fix a state σ ∈ S(A) and put θ := ln0(σ) ∈ A0
sa as well as

Q := ln(σ) ∈ Asa. We fix tangent vectors u, v ∈ Tσ S(A) at σ.

Definition 6.5 The global chart (S(A), ln0) is the canonical chart of S(A). The rep-
resentation of u in the canonical chart is denoted u(Θ) and u(Θ) is the canonical repre-
sentation of u. The canonical representation of the tangent space Tσ S(A) is denoted
T

(Θ)
θ S(A) = A0

sa and it is called the canonical tangent space of S(A) (at σ).

Definition 6.6 Free energy [Ru] is the real analytic function

F : Asa → R, a 7→ ln(tr(ea)). (6.6)

Remark 6.7 (a) Free energy has for a ∈ A and λ ∈ R the equivariant functional equation
F (a+ λ1l) = F (a) + λ.

(b) In a generalization of the well-known formula ∂
∂t
eat = aeat the derivative of the



CHAPTER 6. EXPONENTIAL FAMILIES 135

exponential function for a, b ∈ A is

∂

∂t
|t=0e

a+tb =

∫ 1

0

eyabe(1−y)a d y, (6.7)

where a and b may not commute, see page 127 in [Lie]. This formula can be proved by
polynomial expansion. For r, s ∈ N0 the integral

∫ 1

0
yr(1− y)s d y = r!s!

(r+s+1)!
may be used

for the calculation.

(c) The derivative (6.7) can be used to differentiate free energy. For arbitrary a ∈ Asa we
have with σ = exp1(θ)

∂

∂t
|t=0F (θ + ta) = 〈σ, a〉. (6.8)

(d) In this section the free energy is considered a function on the manifold S(A) and
its Hessian form is used below as a definition for the famous Bogoliubov-Kubo-Mori
Riemannian metric. For u, v ∈ Tσ S(A) one has in canonical representation

D2 F (u, v)|σ =
∂2

∂s ∂t
|s=t=0F (θ + su(Θ) + tv(Θ)) = 〈 ∂

∂t
|t=0 exp1(θ + tv(Θ)), u(Θ)〉. (6.9)

Definition 6.8 The m-chart is the identity mapping (S(A), σ 7→ σ). The representation
of u in the m-chart is the m-representation of u denoted by u(m). The m-representation
of the tangent space Tσ S(A) is denoted T(m)

σ S(A).

Remark 6.9 (a) Notice that T(m)
σ S(A) = A0

sa. The chart change for a tangent vector
from the canonical to the m-representation can be calculated with (6.7). The result is

u(m) =
∂

∂t
|t=0 exp1(θ + u(Θ)) =

∫ 1

0

σyu(Θ)σ1−y d y − 〈σ, u(Θ)〉σ. (6.10)

(b) Using (6.9) and (6.10) we get for the Hessian form of the free energy for u, v ∈ Tσ S(A)

D2 F (u, v)|σ = 〈u(Θ), v(m)〉 =

∫ 1

0

tr(u(Θ)σyv(Θ)σ1−y) d y − 〈σ, u(Θ)〉〈σ, v(Θ)〉. (6.11)

(c) In the classical case, that is for commuting matrices σ, u(Θ), v(Θ), the canonical repre-
sentation of the Hessian of the free energy reduces to the covariance

D2 F (u, v)|σ = Eσ

[
u(Θ)v(Θ)

]
− Eσ

[
u(Θ)

]
Eσ

[
v(Θ)

]
of u(Θ) and v(Θ) with respect to the measurement probabilities of σ, cf. (1.23).
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Definition 6.10 The e-representation (S(A), ln) of S(A) is given by the logarithm ln :
S(A) → Asa. It is not a chart. The associated representation of u is the e-representation
of u and it is denoted u(e).

Remark 6.11 (a) The e-representation is half-way between the canonical representation
and the m-representation of S(A). We write two chart changes for tangent representations.
Since ln(exp1(θ)) = θ − F (θ)1l we get from (6.8)

u(e) =
∂

∂t
|t=0 ln exp1(θ + tu(Θ)) = u(Θ) − 〈σ, u(Θ)〉1l. (6.12)

From (6.7) follows with Q = ln(σ)

u(m) =
∂

∂t
|t=0 exp(Q+ tu(e)) =

∫ 1

0

σyu(e)σ1−y d y. (6.13)

(b) The Hessian form of the free energy (6.11) transforms with (6.12) to the expression
D2 F (u, v)|σ = 〈u(Θ), v(m)〉 = 〈u(e), v(m)〉 because tr(v(m)) = 0. With (6.13) we get the
e-representation of the Hessian of the free energy

D2 F (u, v)|σ = 〈u(e), v(m)〉 =

∫ 1

0

tr(u(e)σyv(e)σ1−y) d y. (6.14)

We notice, for an abelian algebra one obtains D2 F (u, v)|σ = Eσ

[
u(e)v(e)

]
.

(c) The Hessian of the free energy is positive definite throughout A0
sa. We obtain from

the e-representation (6.14) for non-zero u ∈ Tσ S(A)

D2 F (u, u)|σ =
∫ 1

0
tr
(
σ

y
2u(e)σ

1−y
2

)∗ (
σ

y
2u(e)σ

1−y
2

)
d y

=
∫ 1

0
‖σ y

2u(e)σ
1−y
2 ‖2

2 d y > 0
(6.15)

since σ is invertible. This implies that free energy F in canonical representation is a
strictly convex function on A0

sa.

Von Neumann entropy is a measure of disorder for a density matrix. It is a fundamental
quantity in information theory describing compression rates for quantum source coding,
see Remark 1.1.
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Definition 6.12 The von Neumann entropy is defined for ρ ∈ S(A) by

S(ρ) := − tr(ρ ln(ρ)). (6.16)

Remark 6.13 Von Neumann entropy is continuous and strictly concave on the state space
S(A) (for a finite dimensional algebra). In infinite dimensions continuity generalizes to
the weaker property of insensitivity, see page 237 in [Weh].

Quantum relative entropy is a fundamental quantity in information theory. It is a natural
distance measure between density matrices describing asymptotic errors in hypothesis
testing, see Remark 1.1.

Definition 6.14 Relative entropy is defined for two density matrices ρ, τ ∈ S(A) by

S(ρ, τ) :=

{
tr(ρ(ln(ρ)− ln(τ))) if s(ρ) ≤ s(τ),

∞ otherwise
(6.17)

with s(ρ), s(τ) denoting the support projectors. For technical reasons we use also the
notation with the first argument fixed

Sρ(τ) := S(ρ, τ). (6.18)

Remark 6.15 For singular states one uses the convention 0 ln(0) = 0 justified by invari-
ance of relative entropy under algebra embedding. For example, this rule is used in part
(a) of the proof to Theorem 6.

The distance-like properties of relative entropy for ρ, τ ∈ S(A)

S(ρ, τ) ≥ 0 and S(ρ, τ) = 0 ⇐⇒ ρ = τ, (6.19)

are proved in [Weh], pages 232 and 250. Relative entropy is joint convex, for ρi, τi ∈ S(A),
i = 1, 2 and t ∈ [0, 1]

S (tρ1 + (1− t)ρ2, tτ1 + (1− t)τ2) ≤ tS(ρ1, τ1) + (1− t)S(ρ2, τ2)

holds. This is proved on page 250 in [Weh] and the proof depends on Lieb’s concavity
theorem [Lie]. It is proved on page 251 in [Weh] that the relative entropy is lower semi-
continuous on S(A)× S(A).
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Example 6.16 Relative entropy is not continuous on the domain of finiteness. We can
consider the algebra A := C2. For sequences of density matrices ρn := (1 − 1

n
, 1
n
) and

σn := (1− sn, sn) with limit limn→∞ sn = 0 we have

S( lim
n→∞

ρn, lim
n→∞

σn) = S((1, 0), (1, 0)) = 0

and1

lim
n→∞

S(ρn, σn) = − lim
n→∞

ln(sn)

n
+ o(1).

With the special choices of sequences s0
n := e−

√
n, sαn := e−αn for α > 0 and s∞n := e−n

2

every non-negative real number including +∞ is a limit of S(ρn, σn) for n→∞.

Remark 6.17 Relative entropy, von Neumann entropy and free energy are connected.
For ρ ∈ S(A) and θ = ln0(σ) we have

S(ρ, σ) = −S(ρ)− 〈ρ, θ〉+ F (θ). (6.20)

We deduce from (6.8) the derivative for invertible second argument in the canonical chart
for the relative entropy

DSρ(u)|σ = 〈σ − ρ, u(Θ)〉. (6.21)

The Hessian form is
D2 Sρ(u, v)|σ = D2 F (u, v)|σ. (6.22)

The BKM-metric is known to be a Riemannian metric (see the proof (6.15) that it is
positive definite). The acronym BKM stands for Bogoliubov, Kubo and Mori. In the
classical case it reduces to Fisher’s metric. It is a fundamental concept in quantum
information theory, see Remark 1.2.

Definition 6.18 The BKM-metric on the real-analytic manifold S(A) is defined by
[Pe94]

〈u, v〉σ := D2 Sρ(u, v)|σ = D2 F (u, v)|σ. (6.23)

1The equality f(n) = o(1) for a real valued function f means that limn→∞ f(n) = 0.
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σ

γ
(e)
στ

τ

γ
(m)
σρ

ρ

Figure 6.4: For ρ ∈ S and σ, τ ∈ S(A) the Pythagorean theorem of relative entropy
S(ρ, σ) + S(σ, τ) = S(ρ, τ) holds if the e-geodesic γ

(e)
στ and the m-geodesic γ

(m)
σρ meet

perpendicularly with respect to the BKM-metric.

Remark 6.19 Relative entropy and the BKM-metric are connected geometrically [Pe94].
In addition to σ ∈ S(A) we choose two more density matrices ρ ∈ S(A) and τ ∈ S(A)
invertible. The m-geodesic linking σ to ρ is the curve for t ∈ [0, 1]

γ(m)
σρ (t) = σ + t(ρ− σ). (6.24)

The e-geodesic linking σ to τ is the curve for t ∈ [0, 1]

γ(e)
στ (t) = exp1(ln0(σ) + t(ln0(τ)− ln0(σ))). (6.25)

We denote the tangent vectors at σ for the curves by u, v ∈ TσS(A) respectively. We
obtain

u(m) =
∂

∂t
|t=0 γ

(m)
σρ (t) = ρ− σ and v(Θ) =

∂

∂t
|t=0 γ

(Θ)
στ (t) = ln0(τ)− ln0(σ).

The BKM-metric (6.23) evaluated under the two vectors is (6.11)

〈u, v〉σ = 〈u(m), v(Θ)〉 = 〈ρ− σ, ln0(τ)− ln0(σ)〉 = 〈ρ− σ, ln(τ)− ln(σ)〉

so that (see, e.g., Petz [Pe08])

S(ρ, σ) + S(σ, τ) = S(ρ, τ) + 〈u, v〉σ.

The perpendicular case 〈u, v〉σ = 0 is known as the Pythagorean theorem of relative
entropy,

S(ρ, σ) + S(σ, τ) = S(ρ, τ). (6.26)

An example of the Pythagorean theorem of relative entropy is shown in Figure 6.4.
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6.3 The mean value chart

We introduce the mean value chart for an exponential family in a matrix algebra. The
geometry of the mean value chart is described by cylinder and domain for the exponential
family. This is a generalization from probability theory [Bar, Cs03] to finite-level quantum
systems. A set of mean values

〈a1, ρ〉, . . . , 〈ak, ρ〉

of observables a1, . . . , ak was used before by Wichmann [Wic] to parametrize maximum
entropy ensembles ρ ∈ S(A). Instead of the mean values we argue with the orthogonal
projection of ρ to a vector space, that is, with a state reflection. The two are equivalent
since linked by a linear mapping (Remark 6.32), our choice is coordinate free. In this
section we do not go far beyond Wichmann’s reasoning. In place of maximum entropy
arguments we use the Pythagorean theorem of relative entropy to prove injectivity of the
mean value chart (Lemma 6.22). This gives us a wider range of applications. Our original
contribution in this section is a description of the domain of an exponential family in
terms of a projector lattice (Corollary 6.31).

Definition 6.20 Let E be an exponential family in A. The affine space Θ := ln0(E) ⊂ A0
sa

is the canonical parameter space of E . The chart (E , ln0) is the canonical chart for
E . The inverse exp1 |Θ : Θ → E is the canonical parametrization of E .

We can use the canonical representation of S(A) in Definition 6.5. Then the tangent space
Tσ E at σ ∈ E is represented as the translation vector space of Θ. For θ := ln0(σ) ∈ Θ we
have T

(Θ)
θ E = lin(Θ) ⊂ A0

sa.

Definition 6.21 The canonical tangent space of E is U := lin(Θ). The cylinder on E
is Cyl := E +U⊥. The domain of E is Dom := S(A)∩Cyl. The traceless complement
of a vector space V ⊂ Asa is defined by V ⊥,0 := V ⊥ ∩ A0

sa = {v ∈ V ⊥ : tr(v) = 0}.

Unless otherwise specified we use Θ, U,Cyl resp. Dom as the canonical parameter space,
canonical tangent space, cylinder resp. domain of an exponential family E in a matrix
algebra A throughout and without reference to E .
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Lemma 6.22 For a ∈ Cyl the intersection E ∩ (a + U⊥) has exactly one element. If
ρ ∈ Dom then the intersection E ∩ (ρ + U⊥,0) is transverse with respect to the BKM-
metric. The relative entropy Sρ has a unique minimum on E at E ∩ (ρ+ U⊥), identifying
a one-element set with the element. [Proof on page 224]

Definition 6.23 Using Lemma 6.22 the normal projection for E is defined by

N : Cyl → E , a 7→ E ∩ (a+ U⊥), (6.27)

identifying a one-element set with the element. The mean value chart for E is defined
by restriction to E of the orthogonal projection to the canonical tangent space

π := πU |E : E → U. (6.28)

The mean value parametrization for E is defined by restriction of the normal projection

M := N |Cyl∩U : Cyl∩U → E . (6.29)

Remark 6.24 Existence of the normal projection for E gives the correct impression that
the projection on the canonical tangent space U defines a suitable chart for E . The image
of E on U is included in the relative interior of the state reflection srU

πU(E) ⊂ ri(srU)

because E is a subset of the relative interior of the state space and because an affine map
commutes with reduction to the relative interior (3.15). We will analyze E in the convex
geometric framework of a state reflection developed in Chapter 5.

Lemma 6.25 Let (xi) ⊂ Asa be a sequence diverging in modulus limi→∞ ‖xi‖ = ∞ and
let u be an accumulation point of ( xi

‖xi‖). For i ∈ N we put si := xi − µ+(xi)1l with
the maximal eigenvalue µ+(xi) of xi. Then every accumulation point z of (esi) satisfies
s(z) ≤ p+(u) and every accumulation point ρ of (exp1(si)) satisfies s(ρ) ≤ p+(u).

[Proof on page 225]

The following corollary and lemma are used in [Wic] without proof. For completeness the
proofs are included here.

Corollary 6.26 If ρ ∈ E \ E then s(ρ) ≤ p for a proper exposed projector p ∈ PU,⊥.
[Proof on page 226]
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Figure 6.5: The swallow family (left) and Staffelberg family (right) are depicted including
the boundary curve of the state reflection on the canonical tangent space. More details
are provided in Example 6.29.

Remark 6.27 Every proper projector in PU is the support projector of a point ρ ∈ E \E .
We can proof this in Lemma 7.24. Whether there are further projectors that can be a
support projector of a point ρ ∈ E \ E is not clear at the moment. The topology of PU
will be related to the topology of an exponential family in Section 7.2.

Lemma 6.28 Let K ⊂ Rm be bounded and L ⊂ Rn be connected. Let f : K → L be
continuous and f(K) be open. If f(K) ∩ L 6= ∅ and f(K \K) ∩ L = ∅ then f(K) ⊃ L.

[Proof on page 226]

Theorem 4 The mean value chart (E , π) is a chart with range π(E) = ri(srU). Further-
more one has πU(E) = srU and πU(E \ E) = rb(srU). [Proof on page 226]

Example 6.29 The exponential families in Figure 6.5 are depicted together with their
state reflections. Using a translation along 1l

3
and an adjustment orthogonal to the canon-

ical tangent space U the state reflection srU ⊂ U is moved into the drawing frame of the
picture. This is possible because U belongs to the translation vector space of the exponen-
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tial family, see Example 6.4. The state reflections alone are also depicted in Figure 4.1,
lower middle, and in Figure 5.5.

Corollary 6.30 The mean value parametrization M : ri(srU) → E is the inverse diffeo-
morphism to the mean value chart π and the normal projection of E is N = M ◦ πU |Cyl.

[Proof on page 227]

The projector lattice PU of the state reflection srU can be used to describe the domain.

Corollary 6.31 The cylinder on E is Cyl = ri(srU) + U⊥ = S(A) + U⊥, the domain of E
is Dom = {ρ ∈ S(A) : s(ρ) 6≤ p for all proper p ∈ PU}. [Proof on page 227]

Remark 6.32 (Statistics and convex support) When a finite number of self-adjoint matrices
a0, . . . , ak ∈ Asa are given then we can consider the exponential family

E := exp1 (a0 + Lin{a1, . . . , ak}) .

The tuple a1, . . . , ak is the statistic of E and with πA0
sa
(ai) = ai − tr(ai)

tr(1l)
1l for i = 1, . . . , k

the canonical tangent space of E is given by

U = πA0
sa

(Lin{a1, . . . , ak}) = Lin
{
πA0

sa
(ai)
}k
i=1

.

Let us introduce the mean value mapping

m : Asa → Rk, a 7→ (〈a1, a〉, . . . , 〈ak, a〉) (6.30)

and consider the set of mean values m(E) := {m(ρ) : ρ ∈ E} ⊂ Rk. We can prove that
the following diagram commutes.

E
πU //

m

��?
??

??
??

??
??

??
??

??
? ri(srU)oo

α

��
m(E)

OO
(6.31)

The projection πU |E : E → ri(srU) is simply the mean value chart in Theorem 4 which is

a diffeomorphism. With the fitting mapping α : U → Rk, u 7→
{
〈ai, u〉+ tr(ai)

tr(1l)

}k
i=1

, the
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labeled arrows commute. Truely, for a ∈ A1
sa and i ∈ {1, . . . , k} we have

〈ai, a〉 −
tr(ai)

tr(1l)
= 〈ai −

tr(ai)

tr(1l)
1l, a〉 = 〈πU(ai), a〉 = 〈ai, πU(a)〉.

The affine mapping α is invertible on α(U) because for an ONB {xi}dim(U)
i=1 of U

dim(m(E)) = dim(Im(α)) = rk (〈xi, aj〉) = dim (πU (Lin{a1, . . . , ak})) = dim(U)

holds. Hence we have proved that m(E) and ri(srU) are isomorphic under the affine
isomorphism α. The closure m(E) is called convex support of the statistics a1, . . . , ak.
It generalizes the well-known convex support in the context of probability distributions,
see Section 1.3. In particular we have proved that

E → m(E), ρ 7→ {〈ai, ρ〉}ki=1 (6.32)

is a diffeomorphism from E to the relative interior of convex support.

Using the derivative of free energy (6.8) we can give a condition on the real coefficients
λ1, . . . , λk whether a density matrix exp1(a0 +

∑k
i=1 λiai) in E has certain mean values.

Let (ξ1, . . . , ξk) ∈ m(E). Then for λ1, . . . , λk ∈ R we have

m

(
exp1(a0 +

k∑
i=1

λiai)

)
= (ξ1, . . . , ξk) ⇐⇒

∂
∂λj
F (a0 +

∑k
i=1 λiai) = ξj

for j = 1, . . . , k.
(6.33)

We know from the diffeomorphism exp1 |A0
sa

: A0
sa → S(A) that points in a0+Lin{a1, . . . , ak}

that parametrize the same density matrix in E differ by a multiple of 1l. The coefficients
λ1, . . . , λk ∈ R with equal image exp1(a0 +

∑k
i=1 λiai) on E form affine subspaces of Rk.

The inverse (6.33) of the mean m has unique solutions if and only if {a1, . . . , ak, 1l} is a
linearly independent set. Only in this case dim(U) = k holds.



7 Entropy distance

In this chapter we describe the rI -closure and the entropy distance for an exponential
family E in a matrix algebra A. Applications are recalled in Section 1.3 for the abelian
case of probability distributions. The main application in the non-abelian quantum case
will be the description of multi-information in Section 8.3. We denote the canonical
parameter space Θ = ln0(E). The canonical tangent space U = lin(Θ) is the translation
vector space of the affine space Θ.

Definition 7.1 The entropy distance from E is defined with relative entropy S by

SE : S(A) → R, ρ 7→ inf
σ∈E

S(ρ, σ). (7.1)

The reverse information closure or rI-closure of E is the extension

clrI(E) := {ρ ∈ S(A) : SE(ρ) = 0}. (7.2)

We recall that entropy distance is a bounded (notice E 6= ∅) non-negative function on the
state space. One has the global bounds 0 ≤ SE(ρ) ≤ inf

σ∈E
‖ ln(σ)‖ < ∞ for all ρ ∈ S(A).

Here we use the inequality | tr(ρ ln(σ))| ≤ ‖ ln(σ)‖ tr(ρ) (2.12) and spectral norm ‖ · ‖.

Let us give a short overview of the three sections. In Section 7.1 we can extend the normal
projection N : Cyl → E from the cylinder Cyl to the closure Cyl = S(A) + U⊥ as the
mapping

N cmb : S(A) + U⊥ → clrI(E), x 7→ (x+ U⊥) ∩ clrI(E)

identifying a one-element set with the element and such that for arbitrary ρ ∈ S(A) we
have SE(ρ) = S(ρ,N cmb(ρ)). The extension depends on asymptotics of e-geodesics.

In Section 7.2 we prove that the Staffelberg family has an rI -closure strictly included into
the topological closure of the family. The topology of an exponential family is related

145
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to the topology of an associated projector lattice. From the examples we are inspired to
formulate a number of question.

In Section 7.3 we present further new results on entropy distance. There exist exponen-
tial families where entropy distance is discontinuous. We can prove the equivalence of
continuity to the rI -closure being topologically closed and we conjecture the positions of
possible discontinuities. Local maximizers of entropy distance have a rank bound. The
bound can improve quadratically in the quantum case compared to the classical case.

7.1 The reverse information closure

The progress in this section is the following. We define the combinatorial extension Ecmb

of E (7.4). This is a union of exponential families in compressed algebras. The mean
value chart for E extends to the combinatorial mean value chart πcmb = πU |Ecmb , which is
by Proposition 7.11 the bijection

πcmb : Ecmb → srU

defined by association of mean values with respect to the canonical tangent space U of E .
A left-inverse to πcmb is the combinatorial normal projection (7.14)

N cmb : srU +U⊥ → Ecmb, x 7→ (x+ U⊥) ∩ Ecmb

identifying a one-element set with the element. The combinatorial extension of E , though
not a compact set, is the set in the state space S(A) where relative entropy (6.17) distance
from E is minimized. We can establish in Theorem 6 for arbitrary ρ ∈ S(A) the unique
minimum N cmb(ρ) on Ecmb

S(ρ,N cmb(ρ)) = inf
σ∈E

S(ρ, σ).

The minimum is found by curves in Ecmb that are piecewise e-geodesic, the pieces corre-
sponding to an access sequence for the state reflection srU (Definition 5.29).

Definition 7.2 The compression of E by a non-zero projector p ∈ P is defined as the
exponential family in Ap

Ep := exp1(ς
p(Θ)) (7.3)

with the traceless compression ςp : Asa → (Ap)0
sa, a 7→ (κp)−1 ◦ πlin(F(p))(a) defined in

(5.60). In analogy to Definition 6.21 the cylinder on Ep is denoted Cylp and the domain
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of Ep is denoted Domp. We denote the normal projection for Ep (6.27) by Np. The mean
value parametrization for Ep (6.29) is denoted Mp and the mean value chart for Ep (6.28)
is denoted πp := πςp(U)|Ep . The combinatorial extension of E is the union

Ecmb :=
⋃

p∈PU\{0}

κp (Ep) (7.4)

of compressions κp(Ep) for non-zero projectors p in the projector lattice PU with U the
canonical tangent space of E . The combinatorial mean value chart is

πcmb := πU |Ecmb . (7.5)

Remark 7.3 Let p ∈ P be a non-zero projector. The canonical tangent space (Defini-
tion 6.21) of the compression Ep is the traceless compression

lin(ςp(Θ)) = ςp(lin(Θ)) = ςp(U). (7.6)

The dimension of Ep is the dimension of a face reflection, dim(Ep) = dim(ςp(U)) =
dim(FU(p)), (5.61). The canonical parametrization introduced in Definition 6.20 of Ep
is the diffeomorphism exp1 : ςp(Θ) → Ep. The pullback of the canonical parametrization
under the mapping ςp|Θ : Θ → ςp(Θ) followed by a pushforward under κp is the surjective
mapping

Θ → κp(Ep), θ 7→ κp (exp1 (ςp(θ))) = κp
(
exp1

(
(κp)−1(pθp)

))
=

pepθp

tr(pepθp)
. (7.7)

Using the pullback under the invertible mapping (κp)−1 instead of ςp = (κp)−1 ◦ πlin(F(p))

one obtains the diffeomorphism

πlin(F(p))(Θ) → κp(Ep), θ̃ 7→ pe
eθ

tr(peeθ) . (7.8)

We see that κp(Ep) has an existence independent of a particular choice of κp. The mean
value chart (Theorem 4) for Ep is the diffeomorphism

πp : Ep → ri(srςp(U)) (7.9)

with inverse the mean value parametrization Mp. Then by the third diagram in Proposi-
tion 5.20 one has the diffeomorphism

πU |κp(Ep) : κp(Ep) → ri(FU(p)). (7.10)
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By Corollary 6.31 the cylinder on Ep is

Cylp = Ep + ςp(U)⊥ = ri(srςp(U)) + ςp(U)⊥ = S(Ap) + ςp(U)⊥. (7.11)

The normal projection is the differentiable map

Np = Mp ◦ πςp(U)|Cylp (7.12)

defined for a ∈ Cylp by Np(a) = Ep ∩ (a+ ςp(U)⊥) identifying a one-element set with the
element (6.27). With p = 1l we come back to the exponential family E in A.

We generalize the definition of an e-geodesic (6.25) to unbounded parameter intervals in
canonical parametrization.

Definition 7.4 For θ, v ∈ A0
sa and a real interval I (possibly unbounded) we call the curve

I → S(A), t 7→ exp1(θ + tv) an e-geodesic. The image {exp1(θ + tv) : t ∈ I} is also
called an e-geodesic.

Lemma 7.5 Let θ, u ∈ Asa and u with maximal eigenvalue µ+(u) = 0. Then for the
kernel projector p of u we have limλ→∞ eθ+λu = pepθp. [Proof on page 228]

Lemma 7.6 Let θ, u ∈ Asa and put p := p+(u) the maximal projector of u. Then

lim
λ→∞

exp1(θ + λu) =
pepθp

tr(pepθp)
.

With the maximal eigenvalue µ+(u) of u one has for the free energy

lim
λ→∞

(F (θ + λu)− λµ+(u)) = ln
(
tr
(
pepθp

))
= F

(
(κp)−1(pθp)

)
.

[Proof on page 229]

In the following theorem we find a connection between the convex geometric concept of
non-exposed face and the differential geometric object of e-geodesic.
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Figure 7.1: The swallow family E is depicted including the boundary curve of the state
reflection srU below the family. Two points of srU (indicated by circles) are non-exposed
faces. Unlike all other points of srU they are not the mean value with respect to U of a
state in the closure of an e-geodesic in E . The wire frame of E in the picture consists of
e-geodesics.

Theorem 5 A state ρ ∈ S(A) belongs to the closure of an e-geodesic included in E if and
only if ρ belongs to the compression κp(Ep) for a non-zero projector p ∈ PU,⊥.

[Proof on page 229]

Corollary 7.7 A point x ∈ srU is the mean value with respect to U of a density matrix
in the closure of an e-geodesics in E if and only if x belongs to the relative interior of an
exposed face of srU . [Proof on page 230]

Example 7.8 We have seen in Example 5.34 that the swallow family depicted in Figure 7.1
has two non-exposed projectors. The corresponding non-exposed extreme points of the
state reflection are not covered under projection πU by the closure of an e-geodesics in E
by Corollary 7.7.
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We now start the main construction for the description of the rI -closure. This is a
piecewise e-geodesic extension of E , which is in bijection to the state reflection under
the projection πU .

Proposition 7.9 For a non-zero projector p ∈ PU the following diagram commutes.

Domp
κp

//

S
πςp(U)

%%

S(A) ∩
(
ri(FU(p)) + U⊥)oo S

πU

yy

S(Ap)
κp

//

S
πςp(U)

  

ri(F(p))oo

S
πU

~~

Ep
κp

//

πp

��

κp(Ep)oo

πU

��
ri(srςp(U))

//

Mp

OO

ri(FU(p))oo

OO

[Proof on page 230]

Remark 7.10 By (5.56) one has the disjoint cover srU =
⋃
p∈PU\{0} ri(FU(p)) by face

reflections. Since srU = πU
(
S(A)

)
there exists for an arbitrary state ρ ∈ S(A) a unique

non-zero projector p ∈ PU such that ρ ∈ S(A) ∩
(
ri(FU(p)) + U⊥). With Proposition 7.9

this is ρ ∈ κp(Domp). One has the disjoint cover

S(A) =
⋃

p∈PU\{0}

κp(Domp). (7.13)

Proposition 7.11 For ρ ∈ S(A) the projector p :=
∧
{q ∈ PU : q ≥ s(ρ)} is the

unique projector in PU such that ρ ∈ κp(Domp). The combinatorial mean value chart
πcmb : Ecmb → srU is a bijection. The inverse map is x 7→ (x + U⊥) ∩ Ecmb identifying a
one-element set with the element. [Proof on page 230]

Justified by Proposition 7.11 we define a generalization of the normal projection to E .
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Definition 7.12 The combinatorial normal projection to Ecmb is

N cmb : srU +U⊥ → Ecmb, x 7→ (x+ U⊥) ∩ Ecmb (7.14)

identifying a one-element set with the element. As the inverse to the combinatorial mean
value chart πcmb : Ecmb → srU we define the combinatorial mean value parametriza-
tion by

M cmb := N cmb|srU
. (7.15)

Remark 7.13 (a) By Proposition 7.9 and Proposition 7.11 for every density matrix ρ ∈
S(A) one has

s(N cmb(ρ)) =
∧
{q ∈ PU : q ≥ s(ρ)}. (7.16)

In particular s(N cmb(ρ)) ≥ s(ρ). The support projector s(N cmb(ρ)) is the unique projector
in PU such that

ρ ∈ κs(Ncmb(ρ))(Doms(Ncmb(ρ))). (7.17)

This projector is by construction of the combinatorial extension Ecmb also the unique
projector in PU such that

N cmb(ρ) ∈ κs(Ncmb(ρ))(Es(Ncmb(ρ))). (7.18)

(b) Combinatorial mean value chart (7.5) and mean value parametrization (7.15) are
inverses to each other by Proposition 7.11

πcmb ◦M cmb = Id |srU
and M cmb ◦ πcmb = Id |Ecmb . (7.19)

For a non-zero projector p ∈ PU one has the restriction πcmb|κp(Ep) = πU |κp(Ep). Then by
(7.10) there is a diffeomorphism πU |κp(Ep) : κp(Ep) → ri(FU(p)) and therefore

M cmb|ri(FU (p)) =
(
πU |κp(Ep)

)−1
. (7.20)

For x ∈ S(A) + U⊥ = srU +U⊥ one has πcmb ◦N cmb(x) = πU
(
(x+ U⊥) ∩ Ecmb

)
= πU(x).

Application of the combinatorial mean value parametrization gives

N cmb = M cmb ◦ πU |S(A)+U⊥ . (7.21)

Then with ρ ∈ κp(Domp) and ρp := (κp)−1(ρ) we have by (7.12) and Proposition 7.9

κp ◦Np(ρp) = κp ◦Mp ◦ πςp(U)(ρp) =
(
πU |κp(Ep)

)−1 ◦ πU ◦ κp(ρp)
= M cmb ◦ πU(ρ) = N cmb(ρ).

(7.22)
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Lemma 7.14 If ρ ∈ Dom then the relative entropy Sρ has a unique minimum on Ecmb at
N(ρ) = N cmb(ρ) ∈ E . [Proof on page 231]

Lemma 7.15 Let θ, u ∈ A0
sa, u 6= 0 and let p := p+(u) be the maximal projector of u.

Then for ρ ∈ F(p) and λ ∈ R we have d
dλ
Sρ (exp1(θ + λu)) < 0. In the limit for large λ

we have Sρ (limλ→∞ exp1(θ + λu)) = limλ→∞ Sρ (exp1(θ + λu)). [Proof on page 231]

Lemma 7.16 Let p ∈ PU and q ∈ κp
(
Pςp(U),⊥

)
be non-zero projectors with q � p. Then

for each point σ̃ ∈ Ep there exists an e-geodesic geσ : R → Ep passing through σ̃ such that

κq(Eq) = κp
({

lim
λ→∞

geσ(λ) : σ̃ ∈ Ep
})

.

For a state ρ ∈ F(q) the relative entropy Sρ (κp (geσ(λ))) is strictly monotone decreasing
in λ ∈ R and inf

τ∈geσ Sρ(κ
p(τ)) = Sρ

(
κp
(

lim
λ→∞

geσ(λ)
))

. [Proof on page 232]

Now we can prove that the linear geometry of entropy distance given by the normal
projection survives in the extension to the full state space.

Theorem 6 For arbitrary ρ ∈ S(A) we have infσ∈E Sρ(σ) = minσ∈Ecmb Sρ(σ). The mini-
mum on Ecmb is unique at N cmb(ρ). [Proof on page 233]

Corollary 7.17 One has Ecmb = clrI(E). [Proof on page 234]

We consider the two examples of rI -closures depicted in Figure 7.2. It is instructive to
find the components of the rI -closures on the frustum barrel of Figure 6.2 and Figure 6.3
on page 132.

Example 7.18 (a) The swallow family E := exp1 (Lin{σ1 ⊕ 1, σ2 ⊕ 1}) has the pro-
jector lattice calculated in Example 5.34

PU =
{
0, 02 ⊕ 1, p+(σ1)⊕ 1, p+(σ2)⊕ 1, 1l

}
∪
{
p+(σ1 cos(α) + σ2 sin(α))⊕ 0 : α ∈ (π

2
, 2π)

}
.
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Figure 7.2: The rI -closures of the swallow family (left) and the Staffelberg family (right)
are depicted. Points on an rI -closure but outside a family are drawn in thick black. The
absence of a point is indicated by a small circle.

The canonical parameter space is Θ = LinR{(σ1 ⊕ 1)− 1l
3
, (σ2 ⊕ 1)− 1l

3
} and this is also

the canonical tangent space U of E . For a projector p ∈ PU of rank one Ap = C holds
and then the compression of E by p is the single pure state Ep = S(Ap) = {1}. This gives
for rank one projectors p ∈ PU

κp(Ep) = {p}.
There are two projectors p := p+(σ1) ⊕ 1 and q := p+(σ2) ⊕ 1 of rank two in PU . Ex-
ample 5.34 provides the solutions πlin(F(p))(Θ) = R[p+(σ1) ⊕ (−1)] and πlin(F(q))(Θ) =
R[p+(σ2) ⊕ (−1)]. Since Ap = Aq = C2, one has ςp(Θ) = ςq(Θ) = (Ap)0

sa and the expo-
nential family Ep = Eq = S(Ap) is a relative open segment. One has

κp(Ep) = ]p+(σ1)⊕ 0, 02 ⊕ 1[ and κq(Eq) = ]p+(σ2)⊕ 0, 02 ⊕ 1[ .

Hence the rI -closure clrI(E) is the union of E , the pure state 02 ⊕ 1, the closed arc{
p+(σ1 cos(α) + σ2 sin(α))⊕ 0 : α ∈ [

π

2
, 2π]

}
and the two relative open segments κp(Ep) and κq(Eq) linking the endpoints of the arc to
02 ⊕ 1. We see that clrI(E) \ E is homeomorphic to a circle and it should be possible to
prove that clrI(E) is closed in norm topology.

(b) The Staffelberg family E := exp1 (Lin{σ1 ⊕ 0, σ2 ⊕ 1}) has the projector lattice
calculated in Example 5.34

PV,⊥ = {0, p, 1l} ∪
{
p+(σ2 cos(α− π

4
)− σ1 sin(α− π

4
))⊕ 0 : α ∈ [0, 2π) \ {π

4
}
}
.
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with p := p+(σ2)⊕ 1. The canonical parameter space and tangent space of E is

Θ = U = LinR{σ1 ⊕ 0, (σ2 ⊕ 1)− 1l

3
}.

The only projector of rank two in PU is p and Example 5.34 provides the solution ςp(Θ) =
{0} for the canonical parameter space of Ep. This proves κp(Ep) =

{
1
2
p
}
. The rI -closure

is the union

clrI(E) = E ∪
{

1

2
p

}
∪ {p+(σ2 cos(β) + σ1 sin(β))⊕ 0 : β ∈ (0, 2π)}} . (7.23)

Since p+(σ2)⊕ 0− 1
2
p ⊥ U the equation (7.21) N cmb = M cmb ◦ πU |S(A)+U⊥ proves that

N cmb(p+(σ2)⊕ 0) =
1

2
p. (7.24)

For metric properties of the reverse information closure consider with β ∈ R the distance

‖1

2
p− p+(σ2 cos(β) + σ1 sin(β))⊕ 0‖2 =

√
1− 1

2
cos(β)

which is minimized for β = 0 with ‖1
2
p − p+(σ2) ⊕ 0‖2 = 1√

2
. We see that clrI(E) \ E

is not connected. Since p+(σ2) ⊕ 0 is not in clrI(E) we see that clrI(E) is not closed in
norm topology. We notice a discontinuity of the combinatorial normal projection N cmb

at p+(σ2⊕ 0) and thus at each point in p+(σ2⊕ 0) +U⊥. In particular, the combinatorial
mean value parametrization M cmb has a discontinuity at πU(p+(σ2 ⊕ 0)). Topological
properties of the mean value parametrization are analyzed more in depth in Section 7.2.

Remark 7.19 (Statistics and convex support) The parts κp(Ep) of the combinatorial ex-
tension Ecmb can be defined independently (7.8) of a choice of κp. Another independent
definition can be the isomorphism to the rI -closure in Corollary 7.17. We show that the
combinatorial mean value parametrization (via the convex support) has an independent
description, too. We put as in Remark 6.32

E := exp1 (a0 + Lin{a1, . . . , ak})

for a finite number of self-adjoint matrices a0, . . . , ak ∈ Asa. At the beginning we settle
the projector lattice PU for the canonical tangent space U = πA0

sa
(Lin{a1, . . . , ak}) of E .

This lattice can be calculated directly from the statistic a1, . . . , ak using Remark 5.33.

The projector lattice PU being established, we obtain by Proposition 7.11 for an arbitrary
density matrix ρ ∈ S(A) the unique projector

p :=
∧
{q ∈ PU : q ≥ s(ρ)}
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in PU such that ρ ∈ κp(Domp). The mean value mapping for E (6.30) m : Asa → Rk,
a 7→ (〈a1, a〉, . . . , 〈ak, a〉) induces a bijection from the combinatorial extension of E

m|Ecmb : Ecmb → m(E)

to the convex support m(E). This follows from the bijection πU |Ecmb : Ecmb → srU (7.19)
and the extension of the diagram (6.31). Let (ξ1, . . . , ξk) ∈ m(E) and let ρ ∈ S(A). We
study conditions for

ρ ∈ Ecmb and m(ρ) = (ξ1, . . . , ξk). (7.25)

If p = 1l then ρ satisfies (7.25) if and only if there are coefficients λ1, . . . , λk ∈ R such that
ρ = exp1(a0 +

∑k
i=1 λiai) and for j = 1, . . . , k we have (6.33)

∂

∂λj
F (a0 +

k∑
i=1

λiai) = ξj.

Otherwise if p 6= 1l then there is no solution to (6.33) because ρ 6∈ Dom in this case. Let
p ∈ PU be non-zero projector. We use the statistic ςp(a1), . . . , ς

p(ak) for the compression

Ep = exp1 (ςp(a0) + Lin{ςp(a1), . . . , ς
p(ak)})

and we put ρp := (κp)−1(ρ). Then we can use (7.4) and Proposition 7.11 and we get

ρ ∈ Ecmb ⇐⇒ ρ ∈ κp(Ep) ⇐⇒ ρp ∈ Ep.
The mean value mapping for Ep

mp : (Ap)sa → Rk, a 7→ (〈ςp(a1), a〉, . . . , 〈ςp(ak), a〉)
induces a diffeomorphism mp|Ep : Ep → mp(Ep) ⊂ Rk in analogy to the mean value
mapping (6.30) for E . We have for j = 1, . . . , k

〈ςp(aj), ρp〉 = 〈aj, ρ〉 −
tr(paj)

tr(p)

and for a tuple λ1, . . . , λk ∈ Rk we have
∂
∂λj
F
(
ςp(a0) +

∑k
i=1 λ

iςp(ai)
)

= − tr(paj)

tr(p)
+ ∂

∂λj
ln
(
tr(1l− p) + tr(exp(pa0p+

∑k
i=1 λipaip))

)
.

Hence we obtain for λ1, . . . , λk ∈ Rk with (7.7) that ρ ∈ Ecmb and m(ρ) = (ξ1, . . . , ξk) if

and only if ρ = pepa0p+
Pk

i=1 λipaip

tr

„
pepa0p+

Pk
i=1

λipaip
« and for j = 1, . . . , k we have

∂

∂λj
ln

(
tr(1l− p) + tr(exp(pa0p+

k∑
i=1

λipaip))

)
= ξj. (7.26)

A solution to (7.26) is only possible with p ∈ PU if p =
∧
{q ∈ PU : q ≥ s(ρ)}. For the

special case p = 1l the equation simplifies to the derivative of free energy F as above.
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Figure 7.3: The variation closure E of the Staffelberg family is depicted. Points on
the variation closure but outside the family are drawn in thick black. The circle about
the family is the closure of the pure states in PU . The vertical segment is proved in
Example 7.21 to belong to E . Only its top vertex belongs to the rI -closure of E .

7.2 Topology of exponential families

The closure in norm topology of an exponential family E can be strictly larger than the rI -
closure clrI(E). A discrepancy clrI(E) ( E exists for the Staffelberg family in Example 7.21.
This is a feature, which does not appear for the classical (finite-dimensional) case and more
generally under a regularity discussed with examples in Remark 7.27.

It turns out that the topology of E is related to the topology of the projector lattice PU
for U the canonical tangent space of E . Question 5 from Section 5.4 about the inclusion
PU ⊂ PU,⊥ has a meaning in the context of exponential families. This is explained in
Remark 7.25.

For completeness [Cs05] we also mention the I -closure in analogy with the classical case.
By custom in probability theory we use the trace norm ‖ · ‖1. There is no difference to
the two-norm because all norms on a finite-dimensional vector space are equivalent.

Definition 7.20 The I-closure of E is clI(E) := {ρ ∈ S(A) : inf
σ∈E

S(σ, ρ) = 0}. The

variation closure or closure of E is the norm closure E = {ρ ∈ S(A) : inf
σ∈E

‖ρ−σ‖1 = 0}.
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Example 7.21 We consider the Staffelberg family E = exp1(Lin{σ1 ⊕ 0, σ2 ⊕ 1}) with
the aim to detect a difference between the rI -closure and the variation closure of E . The
rI -closure is the union (7.23)

clrI(E) = E ∪
{p

2

}
∪ {p+(σ2 cos(β) + σ1 sin(β))⊕ 0 : β ∈ (0, 2π)}}

with p := p+(σ2)⊕ 1. Using q := p+(σ2)⊕ 0, the segment g := [q, p
2
] projects under πU to

a single point. We prove on page 235 that g belongs to the variation closure E . Then

E \ clrI(E) ⊃ g \ {p
2
}.

In addition, the half-open segment g \ {q} consists of density matrices with support p.
The matrices in E with support p are not confined to κp(Ep) = {p

2
}.

The following lemma was created to prove the equality E = clrI(E) for classical exponential
families in Section 8.2. In the final proof, the result is not necessary.

Lemma 7.22 If there are two density matrices ρ 6= σ in E such that πU(ρ) = πU(σ) then
there is an uncountable set of density matrices {ρα}α∈I in E such that πU(ρα) = πU(ρ)
for α ∈ I. [Proof on page 236]

We compare the distinct closures of a general exponential family in a matrix algebra.

Remark 7.23 (a) The quantum mechanical generalization of the Pinsker-Csiszár inequal-
ity [Pe08] allows to compare relative entropy distance to trace norm distance, for density
matrices ρ, σ ∈ S(A)

S(ρ, σ) ≥ 1

2
‖ρ− σ‖2

1

holds. This implies the inclusions

clI(E) ⊂ E and clrI(E) ⊂ E . (7.27)

(b) The I -closure is easy to describe, it is clI(E) = E . A density matrix ρ ∈ E \ E is
singular by Corollary 6.26. Hence S(σ, ρ) = ∞ for all σ ∈ E and this gives ρ 6∈ clI(E).
With (7.27) we find clI(E) ⊂ E .
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(c) The rI -closure was the subject of study in Section 7.1. It is defined by (7.2)

clrI(E) = {ρ ∈ S(A) : inf
σ∈E

S(ρ, σ) = 0}.

Corollary 7.17 proves the equality clrI(E) = Ecmb to the combinatorial extension (7.4)

Ecmb =
⋃

p∈PU\{0}

κp (Ep) .

When studying the variation closure E it is fruitful to study the pair clrI(E) ⊂ E (7.27).
By Theorem 4 on the mean value chart there is the continuous surjection

πU |E : E → srU

to the state reflection. The combinatorial mean value chart is πcmb = πU |clrI(E) (7.19).
This is a continuous bijection πcmb : clrI(E) → srU . The inverse is the combinatorial mean
value parametrization, which is a bijection defined on the compact state reflection (7.15)

M cmb : srU → clrI(E).

One has
clrI(E) = E ⇐⇒ πU |E is injective

⇐⇒ M cmb : srU → clrI(E) is continuous
⇐⇒ clrI(E) is closed.

(7.28)

In case clrI(E) ( E we can suspect the exact position of a discontinuity in (7.28) by
looking at Example 7.18 (b). The Staffelberg family E has a discontinuity of the combi-
natorial mean value parametrization located at πU(p+(σ2⊕0)). On the other hand, every
symmetrization map for the state space S(A) at U has a discontinuity at p+(σ2 ⊕ 0) by
Remark 5.54 (c).

Question 8 The combinatorial mean value parametrization M cmb : srU → Ecmb has a
discontinuity at x ∈ srU if and only if every symmetrization map of the state space S(A)
at U has a discontinuity on x+ U⊥.

Let us have a closer look at the difference E \ clrI(E).
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Lemma 7.24 If (pi) is a sequence of non-zero orthogonal projectors with limit p ∈ P
then κp(Ep) ⊂

⋃
i∈N κ

pi(Epi
). If p ∈ PU \ {0} then κp(Ep) ⊂ E . [Proof on page 236]

Remark 7.25 (Geodesic and Grassmannian approximation) We saw in the previous section
in Theorem 6 that a density matrix ρ in the rI -closure of an exponential family E is
approximated by a curve in clrI(E) that is piecewise an e-geodesic running in compressions
κp(Ep) with p in an access sequence for srU . The projectors in an access sequence have a
strictly decreasing rank. Thus they are separated by spectral norm one (Lemma 2.38).

In contrast the approximation in Lemma 7.24 takes place in the projector lattice P (which
is isomorphic to the Grassmannian). By Theorem 5 a density matrix ρ in the compression
κp(Ep) for a non-zero projector p ∈ PU,⊥ belongs to the closure of an e-geodesic in E . If
p 6= 1l then ρ is a relative boundary point of the state space and is the limit point of an
e-geodesic. Thus the affirmative to Question 5 from Section 5.4,

PU ⊂ PU,⊥,

implies that clrI(E) \ E is approximated by limit points of e-geodesics in E .

Let us consolidate more topological links between the projector lattice PU and the expo-
nential family E .

Proposition 7.26 If E = clrI(E) then PU is closed. [Proof on page 237]

Remark 7.27 (Geodesic closure) (a) A special instance of the equality clrI(E) = E is

E =
⋃

p∈PU,⊥\{0}

κp(Ep). (7.29)

By Theorem 5 this equality is equivalent to the variation closure E being the union of
closures of e-geodesics in E . As discussed in Remark 7.23 (c) the union on the right-hand
side is contained in the rI -closure clrI(E) and clrI(E) ⊂ E . This gives clrI(E) = E and

PU,⊥ = PU . (7.30)

We deduce that the state reflection srU has only exposed faces. In addition from Propo-
sition 7.26 it follows that the lattice PU is closed.
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(b) Some exponential families important for applications have the regularity (7.29),
among them the exponential family S(A) = exp1(A

0
sa) of invertible density matrices. If

ρ ∈ S(A) is an arbitrary density matrix then we can choose a vector u ∈ A0
sa with maximal

projector p+(u) = s(ρ). For example we can use u = s(ρ) tr(1l−s(ρ))− (1l−s(ρ)) tr(s(ρ)).
The function

l̂n : [0,∞) → R, x 7→

{
0 if x = 0,

ln(x) otherwise

is a continuous function when restricted to a finite subset F ⊂ [0,∞). We can define by
functional calculus

θ := l̂n(ρ)− tr(l̂n(ρ))

tr(1l)
1l ∈ A0

sa

and obtain limλ→∞ exp1(θ + λu) = pepθp

tr(pepθp)
= ρ by Lemma 7.6. We will generalize this

example to factorizable families, where the regularity (7.29) is also true. Other families
with the regularity are m-convex families and classical families, which are discussed in
Chapter 8.

We can ask whether the converse to Proposition 7.26 holds.

Question 9 Does closedness of PU imply E = clrI(E) ?

To approach Question 9 we guess how the variation closure is formed consulting the
Staffelberg family E in Example 7.21. Let p := p+(σ2)⊕ 1 and q := p+(σ2)⊕ 0. Then the
segment

g :=

[
q,

1

2
p

]
is included in E . The vertex q of g belongs to the face κp(Domp) = κp(S(Ap)) = F(p).
The face F(p) belongs to the lifted face lattice LU (Remark 5.13), it is the segment

κp(Domp) = [q, 02 ⊕ 1] = g ∪
[
1

2
p, 02 ⊕ 1

]
.

The segment g is depicted in Figure 7.3 whereas the lifted face F(p) is a segment in the
barrel of the frustum S(M2⊕C)∩aff(E) about E depicted in Figure 6.3 on page 132. The
main observation is that g ⊂ E is the convex hull of two compressed exponential families
κp(Ep) =

{
1
2
p
}

and κq(Eq) = {q} with the projectors p and q included in PU :
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Question 10 For p ∈ PU we set C(p) :=
{
q ∈ PU : p =

∧
{r ∈ PU : r ≥ q}

}
. Is the

variation closure of E equal to the union of sets of convex combinations{
k∑
i=1

λiρi : λi ≥ 0,
k∑
i=1

λi = 1, ρi ∈ κpi(Epi
), |{p1, . . . , pk}| = k, pi ∈ C(p), k ∈ N

}

for non-zero projectors p ∈ PU?

The conjectured shape of the variation closure in Question 10 implies the affirmative to
Question 9. This follows because closedness of PU implies C(p) = {p} for p ∈ PU .

7.3 Discontinuity and local maximizers

We can prove some additional results about entropy distance.

Theorem 7 The entropy distance from E is continuous if and only if E = clrI(E).
[Proof on page 237]

Example 7.28 (Discontinuous entropy distance) The Staffelberg family E discussed in
Example 7.18 (b) has a discontinuous entropy distance. The punctured circle of rank one
projectors {p+(σ2 cos(β) + σ1 sin(β)) ⊕ 0 : β ∈ (0, 2π)} belongs to the rI -closure clrI(E)
(7.23), hence each of these pure states has zero entropy distance from E . The missing pure
state p+(σ2)⊕0 has the combinatorial normal projection N cmb(p+(σ2)⊕0) = 1

2
(p+(σ2)⊕1)

(7.24). With Theorem 6

SE(p+(σ2)⊕ 0) = S(p+(σ2)⊕ 0,
1

2
(p+(σ2)⊕ 1)) = ln(2)

holds. The Staffelberg family is depicted in Figure 7.2.

In the previous example it is instructive to compare the location of the discontinuity to
the mean value parametrization. This leads us to extend Question 8.
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Question 11 If E is an exponential family in a matrix algebra A, are the following
assertions equivalent? For ρ ∈ S(A)

(a) the entropy distance has a discontinuity at ρ,
(b) the combinatorial mean value parametrization has a discontinuity at πU(ρ),

(c) every symmetrization map of S(A) at U has a discontinuity on ρ+ U⊥.

The main idea to the following estimate is to confine the entropy distance to a subset where
the function is strictly convex. This basic idea was used in [Ay02]. We can generalize it in
two directions. We use the state space of a matrix algebra instead of a probability simplex
and we consider local maximizers on the entire state space S(A) instead of a restriction
to the domain Dom(E).

Proposition 7.29 If ρ ∈ S(A) is a local maximizer of entropy distance from E then
dim(F (ρ)) ≤ dim(E). [Proof on page 238]

Remark 7.30 The rank of a density matrix ρ ∈ S(A) is frequently the more accessible
quantity compared to the face dimension. If the matrix algebra is A = Mn1 ⊕ · · · ⊕MnN

for N ∈ N and a multi-index n ∈ NN
0 then the dimension of the face of a state ρ =

ρ1 ⊕ · · · ⊕ ρN ∈ S(A) is dim(F (ρ)) =
∑N

i=1 rk(ρi)
2 − 1 (4.46). We retrieve the classical

bound [Ay02] for a local maximizer ρ ∈ S(A) of entropy distance

rk(ρ) =
N∑
i=1

rk(ρi) ≤
N∑
i=1

rk(ρi)
2 = dim(F (ρ)) + 1 ≤ dim(E) + 1. (7.31)

We abandon the direct sum case and consider a full matrix algebra A = Mn for n ∈ N.
The face of a state ρ ∈ S(A) has dimension dim(F (ρ)) = rk(ρ)2 − 1. The rank bound for
a local maximizer ρ ∈ S(A) of entropy distance is in the full matrix algebra case

rk(ρ) ≤
√

dim(E) + 1. (7.32)

Lemma 7.31 Let F be a non-empty face of the state space S(A) with dim(F ) =
dim(S(A))− 1. Let E be an exponential family in A with canonical tangent space lin(F ).
Then the centroid s(F )

tr(s(F ))
is a local maximizer of entropy distance from E .

[Proof on page 238]
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p
3

N(p
3
)

Figure 7.4: For p := (1, 1, 1, 0) the exponential family E := exp1(lin(F(p)) − ln(3
2
)p)

is drawn within the state space of the algebra C4. The local maximizer p
3

of entropy
distance from E has the normal projection N(p

3
) = 1

9
(2, 2, 2, 3) and entropy distance

SE(
p
3
) = S(p

3
, N(p

3
)) = ln(3)− ln(2).

Example 7.32 (a) The face dimension bound for a local maximizer of multi-information
in Proposition 7.29 is sharp in some cases. The exponential family S(A) of invertible
density matrices is the simplest one and Lemma 7.31 presents more examples (one is
depicted in Figure 7.4). However, these are almost classical examples because they require
a proper face of the state space with codimension one (in the affine hull of the state space).

(b) One might ask whether the bound in Proposition 7.29 can be improved in the quantum
case for an exponential family distinct from S(A). A largest proper face F of the state
space can be too small to isolate a local maximizer on F from other boundary points
outside of F .

For instance, in the algebra M2 of 2 × 2-matrices we consider for λ ∈ R the one-point
exponential family E consisting of the density matrix

exp1(−λp+(σ1)) = exp1(λp−(σ1)) =
p+(σ1) + eλp−(σ1)

1 + eλ

with Pauli matrices and notation from Example 4.6. We consider the pure states on the
equator of the Bloch sphere for ϕ ∈ R

ρ(ϕ) := p+(σ1 cos(ϕ) + σ2 sin(ϕ)).

For ϕ ∈ R we have SE(ρ(ϕ)) = S(ρ(ϕ), exp1(λp−(σ1))) = ln(1 + eλ) − λ
2
(1 − cos(ϕ)). If

λ = 0 then E = {1l
2
} is the trace state and every pure state of the Bloch sphere is a
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maximizer of entropy distance ln(2). If λ > 0 then for ϕ ∈ R the entropy distance for
equator points is bounded by

ln(1 + eλ)− λ ≤ SE(ρ(ϕ)) ≤ ln(1 + eλ)

and p+(σ1) at ϕ = 0 is the unique global maximizer with SE(p+(σ1)) = ln(1+ eλ) > ln(2).
If λ < 0 then p+(σ1) is not a maximizer of entropy distance. Indeed, one has

ln(1 + eλ) ≤ SE(ρ(ϕ)) ≤ ln(1 + eλ)− λ,

the pure state p+(σ1) is the unique global minimizer on the Bloch sphere and the pure
state p−(σ1) is the unique global maximizer on the Bloch ball.



8 Some examples

The choice of examples is organized historically and by our interest in multi-information
for quantum systems. Except for the case of Gibbs ensembles, these examples are very
regularly structured having the simple closure discussed in Remark 7.27. In particular, the
state reflection (mean value set) has only exposed faces and entropy distance is continuous.

A Gibbs ensemble is the mathematical object that describes a very successful idea in
Statistical Physics dating back to Boltzmann in 1866. Information about the state of a
realistic physical system, e.g. 2.7 · 1025 molecules of an ideal gas in one cubic meter, is
often available only through the macroscopic quantity of its energy E. One would agree
to model the system by a probability distribution with mean energy E. The choice of
a particular probability distribution with mean energy E is not unique and the idea is
to choose the distribution that has most disorder. A modern mathematical solution to
this problem is the notion of a Gibbs ensemble [Ru]. In this context we close a small gap
about finite-level quantum systems in Section 8.1. Before, the solutions were unknown for
singular states. We show that the rI -closure of the Gibbs ensembles is a suitable solution.

In 1978 Barndorff-Nielsen [Bar] describes the closure of an exponential family E of prob-
ability distributions with finite support. We repeat his proof in Section 8.2 showing that
the rI -closure of E is the variation closure E .

Factorizable families have multi-information as their entropy distance. This is a mea-
sure to quantify stochastic dependencies in a composite system, see Section 1.1. In
Section 8.3 we analyze factorizable families for finite-level quantum systems and their
multi-information in-depth. Factorizable families are covered by convex exponential fam-
ilies. We write an algebraic classification of convex exponential families (up to a subtle
commutator condition) in Section 8.4.

165
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8.1 Gibbs ensembles

The rI -closure of Gibbs ensembles consists of the set of maximizers, subject to a number
of mean value constraints, of von Neumann entropy. The Gibbs ensembles are included
as the invertible solutions. For these, a theorem of Klein is often used as a proof, see
[Kn07, Ru]. Below we completely solve the optimization problem on the full state space.

We begin and explain the folkloric idea and solution. Let A be a matrix algebra and
a1 . . . , ak ∈ Asa be a finite number of self-adjoint matrices. Then, given an invertible
density matrix ρ ∈ S(A) with mean values ξi := 〈ai, ρ〉 for i = 1, . . . , k one can consider
the problem of maximizing the von Neumann entropy S(σ) = − tr(σ ln(σ)) among all
density matrices σ ∈ S(A) that have mean values

〈ai, σ〉 = ξi for i = 1, . . . , k (8.1)

equal to ρ. In case of existence, the solution is the well-known Gibbs ensemble [Ru, In,
Co]. The entity of all solutions for arbitrary invertible ρ ∈ S(A) is the exponential family

G(a1, . . . , ak) :=

 e−
Pk

i=1 βiai

tr
(
e−

Pk
i=1 βiai

) : βi ∈ R, i = 1, . . . , k

 (8.2)

with inverse temperatures β1, . . . , βk. We can prove in Theorem 8 that the solutions
σ ∈ S(A) to the problem of maximizing von Neumann entropy subject to (8.1) given
arbitrary ρ ∈ S(A) not necessarily invertible, is the union

G(a1, . . . , ak)
cmb =

⋃
p∈PU\{0}

 pe−
Pk

i=1 βipaip

tr
(
pe−

Pk
i=1 βipaip

) : βi ∈ R, i = 1, . . . , k


for U := πA0

sa
(Lin{a1, . . . , ak}). In Remark 7.19 we explained how to calculate the projec-

tor lattice PU and why the union on the right-hand side is the combinatorial extension
(7.4) of the Gibbs ensembles G(a1, . . . , ak).

Moreover it is explained for the mappingm : S → Rk, ρ 7→ (〈a1, ρ〉, . . . , 〈ak, ρ〉) associating
mean values, that m|G(a1,...,ak) is a diffeomorphism and m|G(a1,...,ak)cmb is a bijection with
range the convex support of the statistic a1, . . . , ak. Finally, given an arbitrary tuple of
mean values in the convex support (ξ1, . . . , ξk) ∈ m

(
G(a1, . . . , ak)

cmb
)

the unique solution
σ ∈ G(a1, . . . , ak)

cmb with 〈ai, σ〉 = ξi for i = 1, . . . , k is created by

σ =
pe−

Pk
i=1 βipaip

tr
(
pe−

Pk
i=1 βipaip

) (8.3)
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such that there exist a non-zero p ∈ PU and β1, . . . , βk ∈ R which solve for j = 1, . . . , k
the equations (7.26)

− ∂

∂βj
ln

(
tr(1l− p) + tr(exp(−

k∑
i=1

βipaip))

)
= ξj. (8.4)

To prove these statements we can use Remark 6.32 and Remark 7.19 together with Theo-
rem 8. We changed signs of the scalars {λi}ki=1 appearing in the two remarks and we use
inverse temperatures {βi}ki=1 by custom in thermodynamics. When the Gibbs ensembles
G(a1, . . . , ak) are considered then p = 1l and the conditions (8.4) simplify to the well-
known equations with free energy − ∂

∂βj
F (−

∑k
i=1 βiai) = ξj, see page 125 in [In]. The

von Neumann entropy of the solution (8.3) is

ln(tr(pe−
Pk

i=1 βipaip)) +
k∑
i=1

βiξi.

The von Neumann entropy simplifies to F
(
−
∑k

i=1 βiai

)
+
∑k

i=1 βiξi for Gibbs ensembles.

Remark 8.1 Below we consider a vector space U ⊂ A0
sa and the exponential family

E := exp1(U). Then U is the canonical parameter space and the canonical tangent space
of E . The combinatorial mean value parametrization (7.15) is the bijection

M cmb : srU → Ecmb

between the state reflection srU and the combinatorial extension Ecmb of E (7.4). The
inverse to M cmb is the combinatorial mean value chart πcmb = πU |Ecmb .

Lemma 8.2 Let U ⊂ A0
sa be a vector space and put E := exp1(U). For each x ∈ ri(srU)

there exists a unique density matrix σ ∈ S(A) that maximizes von Neumann entropy on
the set S(A)∩(x+U⊥) and the density matrix is given by the mean value parametrization
σ = M(x) for E . [Proof on page 240]

Remark 8.3 If the solutions (8.2) were unknown to us, they can be found with the method
of Lagrange multipliers that gives a necessary condition for invertible solutions. However,
the (strictly concave) von Neumann entropy may have a priori a maximum on the relative
boundary of the constraint set but none in the relative interior. The method is not an
alternative proof for Lemma 8.2. The inverse temperatures β1, . . . , βk appear as Lagrange
multipliers. [Proof on page 241]
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Theorem 8 Let U ⊂ A0
sa be a vector space and put E := exp1(U). For each x ∈ srU

there exists a unique density matrix σ ∈ S(A) that maximizes von Neumann entropy on
the set S(A)∩ (x+U⊥) and the density matrix is given by the combinatorial mean value
parametrization σ = M cmb(x) ∈ Ecmb for E . [Proof on page 242]

8.2 The abelian case

We write with full proof the equality of rI -closure and variation closure for an exponential
family in an abelian matrix algebra. The equality of the two closures is equivalent to
the description of the closure of an exponential family of probability distributions in
Barndorff-Nielsen [Bar]. A consequence of the result is the continuity of entropy distance.

Definition 8.4 If E is an exponential family in an abelian matrix algebra then E is called
a classical family.

Remark 8.5 (a) Closures of an exponential family of probability distributions, dominated
by a Borel measure on Rd, are well understood, see Csiszár and Matúš [Cs05]. The much
simpler case of finite support is known for longer, see Barndorff-Nielsen [Bar]. The case
of finite support corresponds to our notion of a classical family. The link is the following.

(b) We consider the matrix algebra A = CN and put X := {1, . . . , N}. The support of a
vector x ∈ CN is supp(x) = {i ∈ X : xi 6= 0}. The support induces a lattice isomorphism
between the projector lattice P of A and the power set 2X of X

P → 2X , p 7→ supp(p),

see Remark 2.36 (c). This isomorphism implies two connections from the quantum to the
classical world:

Firstly, the atoms of the projector lattice P , the rank one projectors, correspond to the
elements of X. We can write any projector as a sum of these elements (the atoms are only
in the abelian case a complete set of projectors, i.e. mutually orthogonal and summing
to 1l). The state space S(A) is identified with the probability simplex (1.25)

S(A) = {ρ ∈ RN :
N∑
i=1

ρi = 1, ρi ≥ 0 for i = 1, . . . , N}
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by measurement probabilities on X. The probability simplex is a simplex in the geometric
sense, see Example 4.9.

Secondly, the inverse E := (supp |P)−1 of the support, restricted to the projector lattice,

E : 2X → P

is a von Neumann measurement (Definition 1.13). Given a subset Z ⊂ X and a classical
system ρ ∈ S(A) with positive measurement probability

Pρ(Z) :=
∑
z∈Z

tr(ρE(z)) =
∑
z∈Z

ρz > 0,

the state reduction
ρE(Z)

tr(ρE(Z))

is the probability density of the conditional probability distribution Pρ( · |Z), see (1.22).
In the proof of Proposition 8.6 the σi’s are such that

Pσi
= Pρi

( · | supp(p))

for a non-zero projector p ∈ P . Conditional probability distributions are the natural
way to construct the closure of an exponential family, see Barndorff-Nielsen [Bar] or see
Section 1.3.

(c) A polytope in RN is the convex hull of a finite point set. Equivalently, a polytope is
the orthogonal projection of a simplex (in some higher dimensional space) to a linear space
(Theorem 2.15 in [Zi]). The state reflection srU is defined as the orthogonal projection of
the state space to the canonical tangent space U of an exponential family. Since the state
space of A = CN is a simplex, the state reflection is a polytope. It is proved in Theorem
75 in [Brø], that every face of a polytope is an exposed face. Thus we obtain equality
PU = PU,⊥ of projector lattice (5.50) and exposed projector lattice (5.11).

Proposition 8.6 If E is a classical family then clrI(E) = E . [Proof on page 242]

Corollary 8.7 If E is a classical family then the entropy distance from E is continuous.
[Proof on page 244]

Remark 8.8 The Staffelberg family in Example 7.21—an exponential family E in the
non-abelian algebra M2 ⊕ C—has clrI(E) ( E . For this family the entropy distance is
discontinuous, see Example 7.28.
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8.3 Multi-information

Multi-information is a measure of stochastic dependence between stochastic units. It has
applications in Neuroscience and Statistical Mechanics, see the end of Section 1.1. It
is well-known in the classical case that multi-information is the entropy distance from
a family of factorizable probability distributions. We generalize the distance description
to the case of a matrix algebra. We describe the structure of the variation closure of
a factorizable family, which is equal to the rI -closure. We show continuity of multi-
information.

Another subject is the question about maximizers of multi-information. As an evidence
of infomax principles in Neuroscience, we prove an upper bound on the rank of a local
maximizer of multi-information. The bound grows like the square-root of the number of
units. This is a quadratic improvement over the classical case.

A composite quantum system is modeled on the tensor product (also called Kronecker
product) of the Hilbert spaces of the individual particles (or units) [Pe08]. A source for
definition of the Kronecker product can be Chapter I.4 in [Bh].

Definition 8.9 For N ≥ 1 we consider the set [N ] = {1, . . . , N} whose elements are
called units. To each unit i ∈ [N ] we associate a matrix algebra Ai. We denote by 1li the
identity and by 0i the zero element in Ai for each unit i ∈ [N ]. Let ai ∈ Ai for i ∈ [N ].
For a non-empty subset I ⊂ [N ] we abbreviate the Kronecker product

aI :=
⊗
i∈I

ai

where the product is understood in lexicographical order of the indices. The joint algebra
of the units I is the matrix algebra of dimension

∏
i∈I dim(Ai)

AI :=
⊗
i∈I

Ai.

This consists of all linear combinations of Kronecker products aI with ai ∈ Ai for i ∈ I.
(Direct sum and tensor product are connected by a distributive law [La].) We put A∅ := C
and a∅ := 1 ∈ C. We denote by 1lI respectively by 0I the identity respectively the zero
element in the algebra AI . The Kronecker sum is defined for non-empty I by

a · I :=
∑
i∈I

1lI\{i} ⊗ ai

and we use the convention a · ∅ = 0 ∈ C.
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Remark 8.10 For disjoint subsets I, J ⊂ [N ] and ai, bi ∈ Ai for i ∈ I ∪ J one has the
equality

tr(aI) =
∏
i∈I

tr(ai). (8.5)

Hence for the Hilbert-Schmidt inner product

〈aI , bI〉 =
∏
i∈I

〈ai, bi〉 and ‖aI‖2 =
∏
i∈I

‖ai‖2

holds. For t ∈ C and bi := ait for i ∈ I, when (at) · I is understood as b · I then

(ta) · I = t(a · I) and (a+ b) · I = a · I + b · I. (8.6)

We use the notation

aI ⊗ aJ := aI∪J and AI ⊗ AJ := AI∪J .

Then
a · (I ∪ J) = (a · I)⊗ 1lJ + (a · J)⊗ 1lI . (8.7)

Lemma 8.11 For I ⊂ [N ] and ai ∈ Ai, i ∈ I, we have exp(a · I) =
⊗

i∈I exp(ai) and
exp1(a · I) =

⊗
i∈I exp1(ai). [Proof on page 244]

Definition 8.12 For I ⊂ [N ] a matrix in AI is factorizable if it is of the form aI for
ai ∈ Ai with i ∈ I. We consider the factorizable family in AI

FA(I) := {ρI : ρi ∈ S(Ai), i ∈ I} ⊂ S(AI) (8.8)

consisting of the factorizable and invertible density matrices in AI . We consider also the
vector space

χA(I) :=
{
a · I : ai ∈ (Ai)

0
sa, i ∈ I

}
⊂ (AI)

0
sa. (8.9)

We drop the references, F(I) = FA(I) and χ(I) = χA(I), to the algebra if they are not
necessary.

Remark 8.13 (a) The simplest non-trivial example of a factorizable family is depicted
in Figure 6.1 on page 129 where I = {1, 2} and A1 = A2 = C2.

(b) For I ⊂ [N ] one has by Lemma 8.11 the equation F(I) = exp1(χ(I)). In particular,
χ(I) is the canonical parameter space and the canonical tangent space of F(I). If F(I) 6= ∅
then

dim (F(I)) = dim (χ(I)) =
∑
i∈I

dimR
(
(Ai)

0
sa

)
=
∑
i∈I

dimC(Ai)− |I|. (8.10)
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Since the factorizable family is an exponential family we can study it using the extensions
developed in previous chapters.

Lemma 8.14 For I ⊂ [N ] we have F(I) = {ρI : ρi ∈ S(Ai), i ∈ I}. [Proof on page
244]

Proposition 8.15 For I ⊂ [N ] we have F(I) =
⋃
p∈Pχ(I),⊥

p6=0

κp(F(I)p). [Proof on page 244]

To appreciate Proposition 8.15 we calculate the projector lattice Pχ(I) and for non-zero
p ∈ Pχ(I) the exponential families κp(F(I)p). Traceless compressions ςp are used to make
their structure more transparent (5.60). We denote the projector lattice of the algebra Ai
by P(Ai) and we use for pi ∈ P(Ai) the compression Bi := Api

i , i ∈ I.

Lemma 8.16 If I ⊂ [N ] and ai ∈ (Ai)sa for i ∈ I then s(aI) =
⊗
i∈I
s(ai) and p+(a · I) =⊗

i∈I
p+(ai). [Proof on page 245]

Lemma 8.17 For I ⊂ [N ] we have Pχ(I),⊥ = Pχ(I) = {pI : pi ∈ P(Ai), i ∈ I}.
[Proof on page 245]

Proposition 8.18 If I ⊂ [N ] and a projector pI ∈ Pχ(I) is defined by non-zero projectors
pi ∈ P(Ai) for i ∈ I then ςpI (χA(I)) = χB(I) and FA(I)pI

= exp1(χB(I)) is a factorizable
family in BI . Moreover

κpI (FA(I)pI
) =

{
pIe

θ·I

tr (pIeθ·I)
: θi ∈ lin(F(pi)), i ∈ I

}
.

[Proof on page 246]

Remark 8.19 Consider disjoint subsets I, J ⊂ [N ]. For a factorizable matrix aI∪J ∈ AI∪J
with ai ∈ Ai, i ∈ I ∪ J , the partial trace of a to I is defined by

trI(aI∪J) := aI tr(aJ).
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The partial trace extends consistently to a linear mapping

trI : AI∪J → AI .

For arbitrary a ∈ AI and b ∈ AI∪J we have

tr ((a⊗ 1lJ)b) = tr(a trI(b)). (8.11)

If b is self-adjoint then trI(b) is self-adjoint. This follows from the fact that tr(p trI(b)) =
tr ((p⊗ 1lJ)b) is real for an arbitrary projector p ∈ P(AI). Moreover, for b ≥ 0 one
has tr(p trI(b)) = tr ((p⊗ 1lJ)b) ≥ 0, hence trI(b) ≥ 0 if b ≥ 0. Altogether and with
tr(trI(b)) = tr(b) the partial trace preserves the state space,

trI |S(AI∪J ) : S(AI∪J) → S(AI)

is a surjective mapping.

Lemma 8.20 Let I ⊂ [N ], let a ∈ AI and for i ∈ I let ui ∈ (Ai)
0
sa and put bi :=

tr{i}
(
π(AI)1sa

(a)
)
. Then 〈u · I, a〉 = 〈u · I, bI〉. [Proof on page 246]

Lemma 8.21 Let I ⊂ [N ] and ρ ∈ S(AI). The combinatorial normal projection for the
factorizable family F(I) evaluated in ρ is N cmb(ρ) =

⊗
i∈I tr{i}(ρ). [Proof on page 247]

Theorem 9 Let I ⊂ [N ] and ρ ∈ S(AI). The entropy distance from the factorizable
family is a difference of von Neumann entropies SF(I)(ρ) =

∑
i∈I S(tr{i}(ρ))− S(ρ).

[Proof on page 247]

Definition 8.22 Let I ⊂ [N ]. The difference of von Neumann entropies

S(AI) → R, ρ 7→
∑
i∈I

S(tr{i}(ρ))− S(ρ) (8.12)

is called multi-information.

Remark 8.23 Let I ⊂ [N ]. (a) Multi-information is continuous on S(AI) for the fol-
lowing reasons. Multi-information is entropy distance from the factorizable family F(I)
(Theorem 9). Since the rI - and variation closures of F(I) coincide by Proposition 8.15
and Remark 7.27 (a) one obtains continuity of entropy distance from Theorem 7.
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(b) If ρ ∈ S(AI) is a local maximizer of multi-information then the estimate

dim(F (ρ)) ≤ dim(F(I)) =
∑
i∈I

dimC(Ai)− |I| (8.13)

holds. The reason is the following. A maximizer ρ ∈ S(A) of entropy distance from the
factorizable family F(I) has the face dimension F (ρ) bounded by the dimension of F(I),
see Proposition 7.29. The dimension of the exponential family is calculated in (8.10).

(c) The rank of a density matrix ρ ∈ S(AI) is a measure of disorder. We compare the
rank of a local maximizer for composite classical and quantum systems of the same level
sizes ni ∈ N and i ∈ I. In the classical case the algebras are Ai := Cni for i ∈ [N ] and
the factorizable family has dimension dim(F(I)) =

∑
i∈I ni− |I|. This implies for a local

maximizer ρ ∈ AI of multi-information the rank bound, see (7.31) and (8.13),

rk(ρ) ≤
∑
i∈I

ni − |I|+ 1. (8.14)

When the matrix algebra is chosen maximal in the quantum case, that is Ai = Mni
for

i ∈ I then dim(F(I)) =
∑

i∈I n
2
i − |I|. Now the face dimension of a local maximizer ρ is

quadratic in the rank so (7.32)

rk(ρ) ≤
√∑

i∈I

n2
i − |I|+ 1. (8.15)

We have found a sub-linear growth of the rank of a local maximizer of multi-information
in the number |I| of units compared to the exponential growth of the maximal possible
rank

rk(1l) =
∏
i∈I

ni.

In dependence of the number of units this is a quadratic improvement of the quantum
case over the classical case.

(d) The discussion in (c) is a worst-case scenario. The classical estimate for equal units
Ai = Cn, i ∈ [N ] becomes redundant when a global maximizer ρ ∈ AI is considered.
Then

rk(ρ) = n (8.16)

independent of the number |I| of units [AK]. Indeed, ρ has a completely deterministic
dependence among the units while one fixed unit is uniformly distributed. A similar
deterministic behavior of a local maximizer is true for a much larger class of abelian
algebras.
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8.4 Convex families

Factorizable families have convex sub-families allowing for sharper results on maximizers
of multi-information1. Analysis of the convex sub-families implies curvature estimates2.
We describe the closure of a convex exponential family. Modulo a more subtle commutator
relation we can give an algebraic characterization of convex exponential families. This
characterization is done for the classical case in [MA].

Example 8.24 It is observed in Remark 6.2 on page 129 that the factorizable family
of density matrices in the algebra C2 ⊗ C2 is a piece of a hyperbolic paraboloid. In
particular, it is covered by two transverse families of straight line segments, which are
exponential families by themselves. More generally, for N ∈ N, a factorizable family
(studied in Section 8.3) in the N -fold tensor product A1⊗ · · · ⊗AN with matrix algebras
Ai, i = 1, . . . , N is covered by N transverse families of convex exponential sub-families.

Definition 8.25 An exponential family E in a matrix algebra A is a convex family if E
is convex. This means that the segment [ρ, σ] belongs to E when ρ, σ ∈ E . As before we
write Θ for the canonical parameter space and U for the canonical tangent space of E .

We describe the closure of a convex family and find that the state reflection has only
exposed faces.

Lemma 8.26 If E is a convex family then the restricted projection πU |aff(E) : aff(E) → U
is an affine isomorphism and E = aff(E) ∩ S(A). [Proof on page 248]

Proposition 8.27 If E is a convex family then E =
⋃
p∈PU,⊥\{0} κ

p(Ep).
[Proof on page 248]

In addition to the easy structured variation closure of a convex family established in
1Private communication by N. Ay.
2Private communication by A. Knauf.
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Proposition 8.27 and discussed in Remark 7.27 (a), a strong algebraic characterization is
available. To this end let us introduce some basic ideas.

Remark 8.28 (a) We consider for an orthogonal projector p ∈ P the complementary
projector p′ = 1l − p. Then for a vector space V ⊂ A0

sa of traceless self-adjoint matrices
we have

p ∈ V + R1l ⇐⇒ p tr(p′)− p′ tr(p) ∈ V. (8.17)

(b) We use for a, b ∈ A the commutator notation [a, b] = ab − ba and we say a and
b commute or a commutes with b if [a, b] = 0. Recall (Satz 5.27 in [Kn01]) if two
normal matrices a, b ∈ A commute then there exists an orthogonal basis of the Hilbert
space of A consisting of vectors that are eigenvectors both of a and of b. In particular,
the spectral projectors of a and b commute and for arbitrary functions f : spec(a) → C
and g : spec(b) → C we have [f(a), g(b)] = 0 by functional calculus.

Lemma 8.29 If there is θ ∈ Θ that commutes with every matrix in U and if U + R1l
contains the spectral projectors of every matrix in U then E is a convex family.3

[Proof on page 248]

The one-dimensional case of Lemma 8.29 is the following.

Remark 8.30 If θ, u ∈ A0
sa commute and u has at most two different eigenvalues then

the e-geodesic R → S(A), λ 7→ exp1(θ + λu) is convex.

Modulo commutator relations, the converse to Lemma 8.29 is the following.

Proposition 8.31 If E is a convex family and u ∈ U commutes with some θ ∈ Θ then
U + R1l contains the spectral projectors of u. [Proof on page 249]

Remark 8.32 One can think that a convex family E has the canonical tangent space U
3The lemma and proof are a private communication by A. Knauf.
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E1

E2

Figure 8.1: The drawing shows for θ := ln(2)(−3, 2, 1) and u := (−2, 1, 1) the convex
families E1 := exp1(θ+Ru) and E2 := exp1(Ru) within the state space of C3. Both families
have the same canonical tangent space Ru.

equal to the traceless self-adjoint part of a sub-algebra of A. This is not true in general.
An example is A = M2 with Θ = U = Lin{σ1, σ2} and Pauli matrices σ1, σ2. Using
b(ϕ) := (cos(ϕ), sin(ϕ), 0) we can parametrize E by R+ × [0, 2π) → E \ {1l

2
}, where (4.8)

(t, ϕ) 7→ exp1(tb(ϕ)σ̂) =
1

2
(1l + tanh(t)b(ϕ)σ̂).

Then E consists of the relative interior of the disk which is the convex hull of the equator
{b(ϕ)σ̂ : ϕ ∈ [0, 2π)} of the Bloch sphere. This proves that E is convex. On the other
hand, the product σ1σ2 = iσ3 is not an element of U + iU + C1l. Hence U + R1l is not the
self-adjoint part of an algebra.

Question 12 What is the meaning of the commutator condition in Lemma 8.29 and in
Proposition 8.31 ?

An approach to this question can be the following.

Question 13 If E is a convex family, is then the exponential family exp1(U) convex?

The affirmative to Question 13 implies that the commutator condition can be dropped
in Proposition 8.31. By example, the commutator condition can not be dropped from
Lemma 8.29. The exponential family exp1(σ1 + Rσ2) with Pauli matrices σ1, σ2 is not
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convex while exp1(Rσ2) is. Both families have the same antipodal boundary points on
the Bloch sphere by Lemma 7.6 but only the second family contains the trace state 1l2

2

which is the center of the Bloch sphere.

The affirmative to Question 13 does not imply (by Minkowski Theorem) that exp1(U) = E .
The extreme points of E may not be pure. Then exp1(U) can have different extreme points
as E . An example is depicted in Figure 8.1.



9 Application: Stationary Markov transitions

We extend the range of multi-information to a dynamical situation by considering a
Markovian kernel on a composite system. Interaction measures for these systems are
investigated in experimental and theoretical Neuroscience, see e.g. Linsker [Lin] or Tononi
et al. [To]. It is believed that complex structures in biology can emerge through self-
organization governed by very simple laws like maximization of interaction measures.

Here we treat a temporal interaction measure defined by Ay [Ay01] and we can prove a high
degree of determinism for local maximizers of the measure. With increasing effort we prove
three bounds of reduced disorder. Methods include a maximization of multi-information
in the context of a joint probability simplex (Remark 9.7) and a cyclic decomposition of
Markov transitions (Remark 9.16 and Remark 9.18). Cyclic decompositions of Markov
transitions are known from Kalpazidou [KaS]. The geometric counterpart is proved here
in detail for the purpose of dimension estimates based on convex geometry.

Definition 9.1 The configuration space Ω is an arbitrary finite set. We write P (Ω)
for the set of probability distributions on the configuration space Ω:

P (Ω) :=
{
p ∈ RΩ : p(ω) ≥ 0 for all ω ∈ Ω and

∑
ω∈Ω

p(ω) = 1
}
.

In this section we write the coefficients of a vector or matrix in brackets behind the
symbol. We call P (Ω) also the probability simplex on Ω and P (Ω × Ω) is called the
joint probability simplex on Ω.

Remark 9.2 The probability simplex on Ω is the state space S(A) of the abelian matrix
algebra A = CΩ treated in Section 8.2. The geometric studies take place in the Euclidean
space of self-adjoint elements Asa = RΩ. The matrix algebra A = CΩ is isometrically
identified with the Hilbert space H = CΩ. The trace of x ∈ A = H is tr(x) =

∑
ω∈Ω x(ω).

Mainly we will address the algebra A = CΩ×Ω = CΩ⊗CΩ and Kronecker products of such

179
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algebras. The Kronecker product ⊗ is introduced in Section 8.3.

Definition 9.3 A Markov transition kernel on Ω is defined as a function

k : Ω× Ω −→ [0, 1], (ω, ω′) 7−→ k(ω|ω′) (9.1)

such that k(·|ω′) ∈ P (Ω) for all ω′ ∈ Ω. We write K(Ω) for the set of all Markov transition
kernels on Ω. A pair (p, k) ∈ P (Ω) × K(Ω) is called a Markov transition on Ω. The
joint distribution of a Markov transition (p, k) ∈ P (Ω) ×K(Ω) is given by the vector
J(p,K) ∈ RΩ×Ω with coefficients

J(p, k)(ω, ω′) := p(ω′)k(ω|ω′) (9.2)

for ω, ω′ ∈ Ω. The first marginal of a vector x ∈ CΩ×Ω is defined as the vector x1 ∈ CΩ

with coefficients for ω ∈ Ω
x1(ω) :=

∑
ω′∈Ω

x(ω, ω′). (9.3)

The second marginal of x is the vector x2 ∈ CΩ with coefficients for ω′ ∈ Ω

x2(ω
′) :=

∑
ω∈Ω

x(ω, ω′). (9.4)

A Markov transition (p, k) ∈ P (Ω)×K(Ω) is stationary if J(p, k)1 = p. We denote the
set of stationary Markov transitions on Ω by

T (Ω) := {(p, k) ∈ P (Ω)×K(Ω) : J(p, k)1 = p}. (9.5)

We define the cycle space of Ω as the vector space

C(Ω) := {x ∈ CΩ×Ω : x1 = x2}. (9.6)

The elements of C(Ω) are called cycles. The Kirchhoff polytope on Ω is

Kirch(Ω) := P (Ω× Ω) ∩ C(Ω). (9.7)

Remark 9.4 (a) The first marginal x1 of a vector x ∈ CΩ×Ω = CΩ ⊗CΩ is a special case
of the partial trace. Indeed, association of a first marginal is a linear mapping, thus we
may argue with a factorizable vector x = y ⊗ z for y, z ∈ CΩ. One has for ω ∈ Ω

x1(ω) =
∑
ω′∈Ω

y(ω)⊗ z(ω′) = y(ω) tr(z) = [tr{1}(x)](ω),
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that is x1 = tr{1}(x) and similarly for the second marginal one has x2 = tr{2}(x). In
particular, if p ∈ P (Ω × Ω) is a probability distribution then both the first marginal p1

and the second marginal p2 are probability distributions on Ω.

(b) For a Markov transition (p, k) ∈ P (Ω) × K(Ω) the joint distribution J(p, k) is a
probability distribution on Ω × Ω and the second marginal is J(p, k)2 = p. If Ω =
{1, . . . , n} for n ∈ N it is customary to write the Markov transition kernel k in matrix
notation

k =

 k(1|1) · · · k(n|1)
...

...
k(1|n) · · · k(n|n)

 .

Then the rows of k are probability distributions. This is a transposed matrix notation,
and we denote the joint distribution of (p, k) in the same way

J(p, k) =

 p(1)k(1|1) · · · p(1)k(n|1)
...

...
p(n)k(1|n) · · · p(n)k(n|n)


to preserve orientation between matrix entries and indices where the first index ω ∈ Ω
labels the columns and the second index ω′ ∈ Ω the rows of k(ω|ω′) or of J(p, k)(ω, ω′).
With the usual matrix product one has for a row vector p = (p1, . . . , pn) the first marginal
of the joint distribution

J(p, k)1 = pk. (9.8)

If a system is in the state p then the first marginal pk is the state of the system after one
application of the Markov transition kernel k. It is instructive to view k as a dynamics
acting on probability distributions. A stationary Markov transition (p, k) is characterized
with (9.8) by the equation

p = pk.

The probability distribution p is a fixed point of the dynamics of k likewise p is a (left)
eigenvector of k.

(c) The disorder of a Markov transition (p, k) ∈ P (Ω) ×K(Ω) can be quantified by the
conditional entropy [Ay03] with von Neumann entropy S

H(p, k) :=
∑
ω∈Ω

p(ω)S(k(·|ω)).

Lemma 9.5 The map J : P (Ω)×K(Ω) → P (Ω×Ω) is surjective. Two Markov transitions
(p, k) and (p′, k′) have the same image J(p, k) = J(p′, k′) if and only if p = p′ and k(·|ω′) =
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k′(·|ω′) for all ω′ ∈ supp(p). Stationary Markov transitions correspond (in a non-unique
way) to points in the Kirchhoff polytope, T (Ω) = J−1(Kirch(Ω)). [Proof on page 250]

Definition 9.6 (Temporal interaction) For N ≥ 1 and the set [N ] = {1, . . . , N} of units
a (local) configuration space is a finite set Ωi for i ∈ [N ] and the configuration space is
Ω := ×i∈[N ] Ωi. The local joint algebra is Ai := CΩi ⊗ CΩi for a unit i ∈ [N ] and
the temporal marginal algebra is CΩ =

⊗
i∈[N ] CΩi . Let us consider the factorizable

family in A[N ]

F([N ]) := {Q[N ] : Qi ∈ S(Ai), i ∈ [N ]} ⊂ S(A[N ])

with canonical tangent space χ([N ]) (Definition 8.12). The factorizable family has di-
mension dim (F([N ])) =

∑
i∈[N ] |Ωi|2 − N (8.10). Given a Markov transition (p, k) ∈

P (CΩ)×K(CΩ) the entropy distance of the joint distribution J(p, k) from F([N ])

inf
Q∈F([N ])

S(J(p, k), Q) (9.9)

is a measure of temporal interaction for the Markov transition (p, k). This is discussed
in Example 2.1 and in Example 3.1 (3) in [Ay01].

Remark 9.7 (Local maxima on P (Ω) × K(Ω).) Temporal interaction (9.9) of a Markov
transition (p, k) is multi-information of the joint distribution J(p, k) with respect to the
factorizable family F([N ]) in the Kronecker product A[N ] of local joint algebras Ai =
CΩi ⊗CΩi , i ∈ [N ]. A local maximizer of multi-information on P (Ω)×K(Ω) satisfies the
support bound (8.14)

supp(J(p, k)) ≤
∑
i∈[N ]

|Ωi|2 −N + 1.

The geometric reason behind the bound is a bounded face dimension on J(p, k). This
inequality implies the support bound for ω ∈ supp(p)

supp(k(·|ω)) ≤
∑
i∈[N ]

|Ωi|2 −N + 1 (9.10)

and the bound for conditional entropy

H(p, k) ≤ ln(
∑
i∈[N ]

|Ωi|2 −N + 1). (9.11)
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To characterize maximizers of temporal interaction among stationary Markov transitions
we study the Kirchhoff polytope. Its structure as a polytope is determined by the ver-
tices which are cycles. Cyclic decompositions of more general (than stationary) Markov
transitions are studied in [KaS]. We use concepts from graph theory.

Definition 9.8 A one-dimensional complex [Bam] consists of nodes and branches.
Here, nodes are considered elements of Ω and branches elements in Ω× Ω. We denote a
complex by its set of branches B ⊂ Ω × Ω. For any subset B′ ⊂ B, the complex B′ is
called a subcomplex of B. A branch (ω, ω′) ∈ Ω×Ω has initial node ω′ and terminal
node ω. The node set of the complex B is

N(B) := {ω ∈ Ω : ω is an initial or a terminal node of some branch b ∈ B}.

The complex B is connected if for every pair of distinct nodes ω, ω′ ∈ N(B) there
exists k ∈ N and a sequence ω0, . . . , ωk of nodes in Ω with ω0 = ω′ and ωk = ω such
that one of the branches (ωi+1, ωi) or (ωi, ωi+1) belongs to B for i = 0, . . . , k − 1. A
connected component of B is a maximal connected subcomplex of B (partially ordered
by inclusion). The set of non-empty connected components of B is denoted conn(B). The
cyclomatic number of B is

µ(B) := |B| − |N(B)|+ | conn(B)|.

The cycle space of a complex B ⊂ Ω× Ω is

C(B) := {x ∈ C(Ω) : supp(x) ⊂ B}.

An element of C(B) is called a cycle dominated by B. We represent B graphically.
For each node in N(B) we draw a dot in the plane. For each branch b ∈ B with initial
node ω′ and terminal node ω we draw an arrow from the dot of ω′ to the dot of ω. The
complex supp(x) ⊂ Ω× Ω for a point x ∈ Kirch(Ω) is a Kirchhoff complex on Ω.

Remark 9.9 (a) The cycle space C(Ω) appears in the context of Kirchhoff’s current law
for electrical networks ([Bam], p. 420). A positive cycle (in the sense of a matrix algebra)
is one with non-negative real coefficients.

(b) The dimension of the cycle space of a complex B ⊂ (Ω×Ω) is the cyclomatic number
(see page 425 in [Bam])

dim(C(B)) = µ(B). (9.12)
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1

23

Figure 9.1: Graphical representation of the complex {(2, 1), (3, 2), (3, 1)}.

The intersection of the cycle space with the positive cone can have a smaller dimension
than the cycle space. For example, the complex {(2, 1), (3, 2), (3, 1)} (Figure 9.1) has
a one-dimensional cycles space generated by the vector x ∈ C{1,2,3}×{1,2,3} which is zero
except for x(2, 1) = x(3, 2) = 1 and x(3, 1) = −1. We will see for a Kirchhoff complex
there is no dimension difference.

Definition 9.10 Given a non-empty subset U ⊂ Ω and a cyclic permutation π : U → U
we define an elementary cycle on Ω for ω, ω′ ∈ Ω by

c(U, π)(ω, ω′) :=

{
1 if ω′ ∈ U and ω = π(ω′),

0 otherwise,

and an elementary probability cycle on Ω by c(U,π)
|U | . The set of elementary probability

cycles on Ω is denoted by Z(Ω).

Lemma 9.11 The Kirchhoff polytope Kirch(Ω) is a polytope and Z(Ω) ⊂ Kirch(Ω). For
x, y ∈ Kirch(Ω) we have supp(x) ⊂ supp(y) if and only if x ∈ F (Kirch(Ω), y).

[Proof on page 250]

Lemma 9.12 Let x ∈ C(Ω) be a cycle. If there is an elementary cycle c on Ω such that
supp(x) ⊂ supp(c) then x = λc for some λ ∈ C. If x ≥ 0 and x 6= 0 then there exists an
elementary cycle c on Ω such that supp(c) ⊂ supp(x). [Proof on page 251]

Lemma 9.13 If x ∈ Kirch(Ω) then the extreme points of the face F (Kirch(Ω), x) are
the elementary probability cycles {ζ ∈ Z(Ω) : supp(ζ) ⊂ supp(x)}. The cycle space of
the Kirchhoff complex supp(x) is C(supp(x)) = LinC ({ζ ∈ Z(Ω) : supp(ζ) ⊂ supp(x)}).

[Proof on page 251]
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3 1

2

4

Figure 9.2: The Kirchhoff complex {(2, 1), (3, 2), (4, 3), (1, 4), (4, 2), (2, 4)} in graphical
representation.

Proposition 9.14 The face of x ∈ Kirch(Ω) has dimension dim (F (Kirch(Ω), x)) =
µ(supp(x))− 1 with cyclomatic number µ of the Kirchhoff complex supp(x). The face is

F (Kirch(Ω), x) = conv ({ζ ∈ Z(Ω) : supp(ζ) ⊂ supp(x)})
= P (Ω× Ω) ∩ C(supp(x)).

In particular, if Ω 6= ∅ then dim(Kirch(Ω)) = |Ω|2 − |Ω|. [Proof on page 252]

Example 9.15 For Ω := {1, 2, 3, 4} we consider the Kirchhoff complex supp(p) for the
joint probability distribution

p :=
1

6

(
0 0 0 1
1 0 0 1
0 1 0 0
0 1 1 0

)
.

The complex has 6 branches, 4 nodes and one connected component (Figure 9.2). The
face F := F (Kirch(Ω), p) is depicted in Figure 9.3. By Proposition 9.14 the dimension of
F is µ(supp(p)) − 1 = 6 − 4 + 1 − 1 = 2 and Kirch(Ω) has dimension 42 − 4 = 12. By
Lemma 9.13 the four extreme points of F are

1

4

(
0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0

)
,

1

3

(
0 0 0 1
1 0 0 0
0 0 0 0
0 1 0 0

)
,

1

3

(
0 0 0 0
0 0 0 1
0 1 0 0
0 0 1 0

)
and

1

2

(
0 0 0 0
0 0 0 1
0 0 0 0
0 1 0 0

)
.

Through the extreme points of Kirch(Ω) we can characterize local maximizers of temporal
interaction on the Kirchhoff polytope.
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(4321)

(421)

(432)

(42)

Figure 9.3: The kite in the figure is a homothetic drawing of the face F of the Kirchhoff
polytope Kirch({1, 2, 3, 4}) defined in Example 9.15. The extreme points of F are labeled
by the permutation (in cycle notation) of the corresponding combinatorial cycles.

Remark 9.16 (Local maxima on T (Ω).) (a) The theorem of Carathéodory [Ro] says
if x ∈ Rd belongs to the convex hull of a set C ⊂ Rd then there exists a subset C ′ ⊂ C
consisting of d+ 1 or fewer points such that x lies in the convex hull of C ′.

(b) Optimization of temporal interaction among the stationary Markov transitions al-
lows the same characterization of local maximizers as the unrestricted optimization in
Remark 9.7. If (p, k) is a local maximizer of temporal interaction on the set T (Ω) of
stationary Markov transitions then Q := J(p, k) is a local maximizer of entropy distance
from F([N ]) on the Kirchhoff polytope Kirch(Ω) by transition to joint probability distri-
butions (Lemma 9.5 and Definition 9.6). The proof of optimization of entropy distance
in Proposition 7.29 can be adapted. If Q′ ∈ Q+ χ([N ])⊥ then by Theorem 6 the entropy
distance from F([N ]) is

SF([N ])(Q
′) = S(Q′, N cmb(Q)) = −S(Q′)− tr(Q′ ln(N cmb(Q))).

The distribution Q is a local maximizer of multi-information on Kirch(Ω)∩ (Q+χ([N ])⊥)
and von Neumann entropy S is strictly concave on this set. Thus

F (Kirch(Ω), Q) ∩ (Q+ χ([N ])⊥) = {Q}

and this implies

dim(F (Kirch(Ω), Q)) ≤ dim(χ([N ])) =
∑
i∈[N ]

|Ωi|2 −N. (9.13)

See Definition 9.6 for the dimension of χ([N ]). By Minkowski theorem, the Kirchhoff
polytope is the convex hull of its extreme points and by Carathéodory theorem we obtain
that Q is a convex combination of at most

∑
i∈[N ] |Ωi|2 − N + 1 extreme points. This

gives for ω ∈ supp(p) ⊂ Ω a support bound supp(k(·|ω)) ≤
∑

i∈[N ] |Ωi|2 − N + 1 and a
conditional entropy bound H(p, k) ≤ ln(

∑
i∈[N ] |Ωi|2 −N + 1) follows.



CHAPTER 9. APPLICATION: STATIONARY MARKOV TRANSITIONS 187

We can improve the bound (9.13) slightly having a closer look at the intersection of the
factorizable family F([N ]) with the Kirchhoff polytope Kirch(Ω).

Proposition 9.17 For N ≥ 0 and i ∈ [N ] let Ωi be finite sets and put Ω := ×i∈[N ] Ωi

and Ai := CΩi ⊗ CΩi for i ∈ [N ]. Then

F([N ]) ∩Kirch(Ω) = {Q[N ] : Qi ∈ ri(Kirch(Ωi)), i ∈ [N ]},

F([N ]) ∩Kirch(Ω) = {Q[N ] : Qi ∈ Kirch(Ωi), i ∈ [N ]}.

The combinatorial normal projection N cmb(Q) ∈ F([N ]) (7.14) of a distribution Q ∈
Kirch(Ω) belongs to F([N ]) ∩Kirch(Ω). [Proof on page 253]

Remark 9.18 (Local maxima on T (Ω)—improved.) We can improve the bound (9.13).
Let (p, k) be a local maximizer of temporal interaction on the set T (Ω) of stationary
Markov transitions. Then Q := J(p, k) is a local maximizer of entropy distance from
the factorizable family F([N ]) on the Kirchhoff polytope Kirch(Ω). The combinatorial
normal projection N cmb maps Kirch(Ω) into itself by Proposition 9.17. The combinatorial
normal projection preserves fibers of the projection to χ([N ]) by definition (7.21). This
proves that

L := πχ([N ])(Kirch(Ω)) = πχ([N ])(Kirch(Ω) ∩ F([N ])).

Since the mean value chart (6.28) is a diffeomorphism π = πχ([N ])|F([N ]) : F([N ]) → srχ([N ]),
the polytope L has the same dimension as Kirch(Ω)∩F([N ]), which is by Proposition 9.14

dim(L) =
∑
i∈[N ]

(|Ωi|2 − |Ωi|). (9.14)

In the same way as in Remark 9.16 (b), the strict concavity of von Neumann entropy
implies that

F (Kirch(Ω), Q) ∩ (Q+ χ([N ])⊥) = {Q}.
This proves lin(F (Kirch(Ω), Q)) ∩ (χ([N ])⊥ ∩ lin(Kirch(Ω))) = {0} and a dimension esti-
mate follows,

dim(F (Kirch(Ω), Q)) + dim(χ([N ])⊥ ∩ lin(Kirch(Ω)))

≤ dim(Kirch(Ω))

= dim(L) + dim(χ([N ])⊥ ∩ lin(Kirch(Ω))).

With the equality (9.14) this implies the support estimate for ω ∈ supp(p)

supp(k(·|ω)) ≤
∑
i∈[N ]

(|Ωi|2 − |Ωi|) + 1 (9.15)
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and the bound for conditional entropy

H(p, k) ≤ ln(
∑
i∈[N ]

(|Ωi|2 − |Ωi|) + 1). (9.16)

Remark 9.19 If x ∈ Kirch(Ω) is a local maximizer of multi-information then we can
control in Remark 9.18 the face dimension d of x. With Carathéodory’s Theorem we
deduce a minimum number of elementary probability cycles necessary for a representation
of x. Here we want to point out that d has no a compelling influence on the support of x
or on the number of extreme points of its face.

(a) There is no bound on the support size | supp(x)| in dependence of d. For an extreme
point, the dimension is constant d = 0. The extreme points of the Kirchhoff polytope are
the elementary probability cycles (Lemma 9.13) that can have support size |Ω|.

(b) There is no polynomial bound in d for the number of extreme points of the face
F (Kirch(Ω), x). We give an example where the number of extreme points grows exponen-
tially with d.

For n ∈ N we consider the complex with nodes {0, 1, . . . , n + 1} and with branches
{(0, 1), . . . , (0, n)} ∪ {(1, n+ 1), . . . , (n, n+ 1)}. For m ∈ N we glue m copies C1, . . . , Cm
of the described complex and create a complex C in the following way. We identify the
vertex n+ 1 of the complex Ci with the vertex 0 of the complex Ci+1 for i = 1, . . . ,m− 1
and we identify the vertex n+ 1 of the complex Cm with the vertex 0 of the complex C1.

The connected complex C has |N(C)| = m(n + 1) nodes and |C| = 2mn branches. The
cyclomatic numbers is

µ(C) = |C| − |N(C)|+ | conn(C)| = 2mn−m(n+ 1) + 1 = m(n− 1) + 1.

We can model the complex C as a Kirchhoff complex for a configuration space Ω of
cardinality at least |N(C)| = m(n + 1). Using identical distribution on C ⊂ Ω × Ω, for
ω, ω′ ∈ Ω

x(ω, ω′) :=
1

2mn

{
1 for (ω, ω′) ∈ C,
0 otherwise,

we have C = supp(x). By Proposition 9.14 the dimension of the face F (Kirch(Ω), x) is

d = µ(supp(x))− 1 = m(n− 1).

The number of extreme points of this face is the number of elementary cycles dominated
by supp(x),

|{ζ ∈ Z(Ω) : supp(ζ) ⊂ supp(x)}| = nm.
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0 4

Figure 9.4: The depicted complex with node 0 and node 4 identified is the complex C in
Remark 9.19 (b) for n = 3 and m = 2. For fixed n = 3 a cyclic concatenation C of m
copies of a diamond shaped subcomplex has the linear cyclomatic number µ(C) = 2m+1
and the exponential number 3m of elementary cycles dominated by C.

For fixed n and variable m = d
n−1

this number is exponential in the dimension d

nm = ( n−1
√
n)d.

For n = 2 we get the largest base 1
√

2 = 2 for exponentiation, the face dimension is
d = m = µ(C)−1 and the number of extreme points is 2d = 2µ(C)−1. We may compare to
the largest possible number 2µ(C) − 1 of cycles in an undirected graph [Vo]. The complex
C for m = 2 and n = 3 is represented graphically in Figure 9.4.



10 Evidence

Proof of Remark 2.13. (b) We can write tr(ab) = tr((
√
a
√
b)∗(

√
a
√
b)) using the square

root in Remark 2.11 (e) and cyclic invariance under the trace. So a ⊥ b implies ‖
√
a
√
b‖2 =

0 for the HS norm. By (a) the HS norm is a norm in the sense of Definition 2.1 (b) hence√
a
√
b = 0 and this implies ab = 0. The converse is trivial. qed

Proof of Remark 2.16. (b) Observe 1l − p − q ≥ 0 so that Remark 2.11 (c) shows
−pqp = p(1l − p − q)p ≥ 0. Since pqp ≥ 0 we get pqp = 0 by Remark 2.11 (d). In other
words, the reason is that ≤ is a partial ordering on Asa, see Remark 2.24. Then we obtain
that p and q are perpendicular, tr(pq) = tr(pqp) = 0. Since orthogonal projectors are
positive by (a) we can use Remark 2.13 (b) and obtain pq = 0 from orthogonality.

(d) This follows from the definition of functional calculus in Remark 2.9 (d) through
interpolation of a function f : spec(a) → C by Newton polynomials. qed

Proof of Remark 2.25. (b) The equivalence between (iv) and (v) follows from Re-
mark 2.13 (b), the non-trivial part is the positive definiteness of HS inner product. On
assumption of (v) we find q − p = q − qpq = q(1l− p)q ≥ 0, which is (iii). Assuming (iii),
that is p− q ≤ 0 we find

tr(p(1l− q)) = tr(p(p− q)p) = tr(p(1l− q)p) = 0,

which is (iv). We have to link the first two conditions to the other conditions. Assuming
(v) we find (i), Im(p) = Im(qp) = q(Im(p)) ⊂ Im(q). The assumption that Im(p) ⊂ Im(q)
trivially implies Im(p) ⊥ Im(q)⊥. The converse direction comes from (2.37): Im(p) ⊂
(Im(q)⊥)⊥ = Im(q). Finally let us prove that Im(p) ⊂ Im(q) implies p ≤ q. For a vector
x ∈ H we use the decomposition x = y + z where y ∈ Im(p) ⊂ Im(q) and z ∈ ker(p).
Then

〈x, (q − p)(x)〉 = 〈z, q(z)〉 ≥ 0

gives q − p ≥ 0, see Remark 2.11 (d). qed

190
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Proof of Remark 2.35 (e). For x, y ∈ L the relation x ≤ y is equivalent to x ∧ y = x
and to x∨y = y by (2.42). We assume (2.43). If x ≤ y then x = x∧y then x′ = (x∧y)′ =
x′ ∨ y′ then x′ ≥ y′.

Secondly, the equivalence (2.44) expresses that the involution x 7→ x′ is an antitone
bijection with antitone inverse. Now Lemma 2 on page 24 in [Bi] shows that x 7→ x′

is a lattice isomorphism (changing the ordering from ≤ to ≥ and interchanging ∧ and
∨). qed

Proof of Remark 2.36 (d). Notice that s(a)a = a by the spectral theorem (2.17) and
the definition of the support projector (2.20). On the other hand, if an orthogonal pro-
jector p ∈ P(A) satisfies pa = a, then Im(p) ⊃ Im(a). This is Im(p) ⊃ Im(s(a)) because
a and the support projector s(a) have the same image (2.24). Application of the inverse
of the lattice isomorphism p 7→ Im(p) gives p ≥ s(a). qed

Proof of Lemma 2.38. At first we calculate the diameter for the projector lattice. For
two projectors p, q ∈ P(A) and a unit vector u in the Hilbert space H

‖(p− q)(u)‖2
2 = ‖u‖2

2 − ‖(1l− p− q)(u)‖2
2 ≤ 1

holds because (p−q)2 +(1l−p−q)2 = 1l, see [Av]. Thus ‖p−q‖ = sup
u∈H
‖u‖2=1

‖(p−q)(u)‖2 ≤ 1.

For a non-zero projector p ∈ P(A) we have ‖p‖ = 1. If A 6= {0} then

1 ≥ sup
q1,q2∈P(A)

‖q1 − q2‖ ≥ ‖p‖ = 1.

In particular, the projector lattice is bounded. For compactness we show that P(A) is
closed. First of all, the space of self-adjoint matrices is closed. Secondly for matrices
a, p ∈ A with p2 = p we have a2 − p = (a− p)2 + (a− p)p+ p(a− p), so

‖a2 − p‖ ≤ ‖a− p‖(‖a− p‖+ 2‖p‖).

This proves that the space of matrices {p ∈ A : p2 = p} is closed.

For the remaining questions, we first consider the case A = Mn of the full matrix algebra of
complex n×n matrices for n ∈ N. If 0 ≤ k ≤ n then compactness of Pk(Mn) follows from
closedness because the projector lattice P(Mn) is compact. The closedness of Pk(Mn)
follows from the conditional for projectors p, q ∈ P(Mn)

‖p− q‖ < 1 =⇒ rk(p) = rk(q) (10.1)
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which is proved in [Av]. The conditional (10.1) is equivalent to the maximal separation
of two conjugation manifolds for k 6= l with 0 ≤ k ≤ n and 0 ≤ l ≤ n,

inf
p∈Pk(Mn),q∈Pl(Mn)

‖p− q‖ = 1.

The differentiable structure of P(Mn) is deduced from the Grassmannian G(Cn) through
the isomorphism (2.38)

P(Mn) → G(Mn), p 7→ Im(p).

Indeed, the projectors p ∈ P(Mn) of constant rank k correspond to the k-dimensional
subspaces of Cn. These form a complex differentiable manifold of dimension k(n − k)
[Hi]. Likewise this is a real differentiable manifold of dimension 2k(n − k). The charts
are described by Plücker coordinates and chart changes are analytic (they are rational
functions) [Wey, Har].

Let A = Mn1 ⊕ · · · ⊕ MnN
have the direct sum representation (2.6) for a multi-index

n = (n1, . . . , nN) ∈ NN . Let p, q ∈ P(A) be orthogonal projectors. The projector q is
conjugate to p if and only if qi is conjugate to pi for i = 1, . . . , N . Thus the conjugation
classes of P(A) are the conjugation manifolds

Pk(A) = Pk1(Mn1)⊕ · · · ⊕ PkN
(MnN

)

for multi-indices 0 ≤ k ≤ n. The topological and differentiable properties translate from
the above full matrix algebra case. The dimension is 2

∑N
i=1 ki(ni − ki). The C*-norm

distance is ‖p− q‖ = maxi∈{1,...,N} ‖pi − qi‖ for p, q ∈ P(A). Thus for multi-indices k 6= l

inf
p∈Pk(A),q∈Pl(A)

‖p− q‖ = 1. qed

Proof of (2.50). By convergence of an := 1l− p− pn to 1l− 2p we can use perturbation
theory [KaT]. One has spec(1l − 2p) ⊂ {−1, 1} and for n ∈ N the total projectors of an
are

qn(µ) :=
1

−2πi

∫
γµ

(an − ζ)−1 d ζ

where µ ∈ {−1, 1} and γµ is a positively oriented curve in C \ {−1, 1} enclosing µ but
not −µ. By analyticity of eigenvalues we have for n ∈ N large enough sgn(an) = qn(1)−
qn(−1)

n→∞−→ (1l− p)− p = 1l− 2p. qed

Proof of (3.18). Notice that for c1 ∈ ri(C1) we have aff(C1) = {c1 + λ(c̃1 − c1) : c̃1 ∈
C1, λ ∈ R}. By (3.17) we can choose c1 in the relative interior of each of the three convex
sets C1, C2 and C1 ∩ C2 and obtain the relation. qed
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Proof of Lemma 3.5. We use Theorem 7.1 in [Ro]. This states that an extended real-
valued function defined on Rm is lower semi-continuous throughout Rm if and only if the
level sets of the function are closed for all real values (±∞ excluded).

Let us consider the extension of f

f ex(x) :=

{
f(x) if x ∈ C,
+∞ otherwise

defined on Rm. Since C is closed and f ex is constant on the complement Rm \ C, the
functions f and f ex are either both lower semi-continuous or they are both not lower
semi-continuous. On the other hand, the level sets of f and f ex are all equal except for
the value +∞. qed

Proof of Remark 3.9. (a) The inclusion F ⊂ aff(F ) ∩ C is clear. Conversely, if x ∈
aff(F ) then there are y, z ∈ F and λ ∈ R such that x = y + λ(z − y). If λ ∈ [0, 1] then
x ∈ [y, z] ⊂ F . Otherwise, if λ < 0 then y ∈]x, z[ and this implies x ∈ F by the face
property of F . Likewise λ > 1 gives z ∈]y, x[ with the same result.

(d) The previous property (c) says that being a face of C is a closure property in the
sense of Definition 2.30. Thus by Lemma 2.31 the lattice is complete with intersection as
infimum.

(e) is proved in Theorem 18.1 in [Ro].

(f) is proved in Theorem 18.2 in [Ro]. qed

Proof of Remark 3.11. (a) follows from Remark 3.9 (e).

(b) Since F (C1, x) ∩ C2 is a face of C1 ∩ C2 we must show that x belongs to the relative
interior ri(F (C1, x)∩C2). Since x ∈ ri(F (C1, x)) and C2 is affine, this follows from (3.17).

(c) One has

F (G, x) = F (C ∩ aff(G), x) = F (C, x) ∩ aff(G) = F (C, x)

where the first equality is Remark 3.9 (a), then (b) and (a) of the current remark are
used.

(d) is proved in Corollary 18.5.1 in [Ro]. qed
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Proof of Lemma 3.16. The desired details were not found in the literature, hence a
short proof at this point. Let F :=

⋂
u∈U F⊥(C, u) and G :=

⋂
u∈conv(U)\{0} F⊥(C, u).

First we show F = G. The non-trivial part is to prove F ⊂ G. A vector v ∈ conv(U)\{0}
is a convex combination v =

∑
i λiui for ui ∈ U and non-negative real scalars λi. If x ∈ F

then x ∈ F⊥(C, ui) for all i and then

〈v, x〉 =
∑
i

λi〈ui, x〉 =
∑
i

λi max
s∈C

〈ui, s〉 ≥ max
s∈C

∑
i

λi〈ui, s〉 = max
s∈C

〈v, s〉,

so x ∈ F⊥(C, v). The vector v was arbitrary. So x ∈ G and we have F = G indeed.

We assume that G 6= ∅ and prove G = F⊥(C, v) for v ∈ ri(conv(U)) \ {0}. Observe that
ri(conv(U)) \ {0} 6= ∅, otherwise U = {0} or U = ∅ which excluded in the assumptions.
To prove the non-trivial inclusion F⊥(C, v) ⊂ G assume by contradiction that there is a
point y ∈ F⊥(C, v) \G. Then for some vector u0 ∈ conv(U) \ {0} we have

y ∈ F⊥(C, v) \ F⊥(C, u0).

Since v lies in the relative interior of conv(U) and u0 lies in conv(U) there exists λ ∈ (0, 1)
and u1 ∈ conv(U) such that v = λu0+(1−λ)u1 (see Theorem 6.4 in [Ro]). We can assume
that u1 6= 0 by performing a small perturbation of this point along the direction v− u0 if
necessary. Let x ∈ G. Then x ∈ F⊥(C, u0) ∩ F⊥(C, u1). The estimate

〈v, y〉 = λ〈u0, y〉+ (1− λ)〈u1, y〉 < λmax
z∈C

〈u0, z〉+ (1− λ)〈u1, y〉

≤ λ〈u0, x〉+ (1− λ)〈u1, x〉 = 〈v, x〉

gives the contradiction y 6∈ F⊥(C, v). qed

Proof of Remark 3.19. The equation (3.41) is proved for closed and bounded convex
sets in Theorem 2.2.1 in [Sch]. Since the normal cone of a convex set is a local property,
the equation is true for closed convex sets. The equation is true if C1, C2 are only convex:
one has N(Ci, x) = N(Ci, x) (i = 1, 2) and N(C1 ∩ C2, x) = N(C1 ∩ C2, x). Since C1, C2

share a relative interior point, we have C1 ∩ C2 = C1 ∩ C2 by Theorem 6.5 in [Ro]. qed

Proof of Lemma 3.20. The first inclusion lin(C)⊥ ⊂ N(C, x) for x ∈ C is easy to see:
if u ∈ lin(C)⊥ then 〈u, y − x〉 = 0 for all y ∈ C so u ∈ N(C, x). Now for some x ∈ C let
us assume that N(C, x) is a vector space. Then for u ∈ N(C, x) we have ±u ∈ N(C, x)
and for y ∈ C we get

h(C, u) = 〈u, y − x〉 = 0 = −〈−u, y − x〉 = −h(C,−u).
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Thus, for the vectors u ∈ Rn with h(C, u) 6= −h(C, u) follows u 6∈ N(C, x). This means
by the maximization characterization of normal cones (3.38) that 〈u, x〉 < h(C, x). These
are exactly the assumption of Theorem 13.1 in [Ro] to prove that x ∈ ri(C). Clearly, if
x ∈ ri(C) then N(C, x) = lin(C)⊥.

The inclusion N(C, x) ⊂ B(C) for each x ∈ C was remarked upon in (3.37). Let us
assume that N(C, x) = B(C) and define D := C − x. Translations and taking closures of
a convex set do not change normal cones nor barrier cones. So

N(D, 0) = N(C, x) = B(C) = B(D).

For a point y ∈ D we find 〈u, y〉 ≤ h(D, u) for all u ∈ Rm by definition of the support
function. Since B(D) = N(D, 0) we find for all u ∈ B(D) the equality h(D, u) = 〈u, 0〉 = 0
by the duality (3.39). Hence for all y ∈ D for all u ∈ B(D) and for all λ ≥ 0

〈u, λy〉 = λ〈u, y〉 ≤ λh(D, u) = 0 = h(D, u)

holds. A closed convex set is the intersection of half spaces that contain it, see Theorem
13.1 in [Ro], so λy ∈ D. This shows that D is a convex cone. qed

Proof of (3.45). Both assertions are trivial if F = ∅ or if F⊥(C, u) = ∅. Let u ∈
B(C) \ {0}. For a point x ∈ ri(F⊥(C, u)) we have by duality (3.39) and by Remark 3.19
(g) (iii)

u ∈ N(C, x) = N(F⊥(C, u)).

From this equation the antitone assignment of normal cones (3.44) gives that F ⊂ F⊥(C, u)
implies u ∈ N(C,F⊥(C, u)) ⊂ N(C,F ). Conversely, if u ∈ N(C,F ) then for x ∈ ri(F ) we
have u ∈ N(C, x). Thus x ∈ F⊥(C, u) and Remark 3.11 (a) gives F ⊂ F⊥(C, u). qed

Proof of Proposition 3.23. The proposition is trivial if G = ∅. Then N(C,G) = Rm

and F ∨G = F . Let F := F (C, x) and G := F (C, y) for points x, y ∈ C throughout the
proof.

Observe that for any z ∈]x, y[ we have F (C, z) = F ∨ G. The points x and y belong
to F (C, z) hence the whole faces F,G belong to F (C, z), see Remark 3.11 (a). Thus
F∨G ⊂ F (C, z). On the other hand z belongs to [x, y] ⊂ F∨G so we get F (C, z) ⊂ F∨G.

Now we can prove the inclusions N(C,F ) ∩ N(C,G) ⊂ N(C,F ∨ G). For u ∈ N(C, x) ∩
N(C, y) and arbitrary ξ ∈ C we find

〈u, ξ − 1

2
(x+ y)〉 =

1

2
〈u, ξ − x〉+

1

2
〈u, ξ − y〉 ≤ 0.
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This proves u ∈ N(C,F ∨G). The inclusions N(C,F ),N(C,G) ⊃ N(C,F ∨G) follow from
the antitone assignment (3.44) of normal cones.

Let us prove that N(C,F ) ∩ N(C,G) is a face of N(C,F ). We must show for u, v, w ∈
N(C,F ) and v ∈ N(C,F ∨ G)∩ ]u,w[ that u,w ∈ N(C,G) holds. If u = 0 then w = λv
for some real λ > 0. Then u,w ∈ N(C,G) because N(C,G) is a closed cone including
v. If u,w 6= 0 and v = 0 then u,w ∈ lin(C)⊥. By Lemma 3.20 the vector space lin(C)⊥

belongs to the normal cone of every point of C so u,w ∈ N(C,G).

Finally, assume that u, v, w 6= 0. Since v ∈ N(C,G) we have G ⊂ F⊥(C, v) by (3.45).
Now F⊥(C, v) = F⊥(C, u) ∩ F⊥(C,w) holds by Lemma 3.16 so

G ⊂ F⊥(C, v) = F⊥(C, u) ∩ F⊥(C,w) ⊂ F⊥(C, u)

gives N(C,F⊥(C, u)) ⊂ N(C,G) and (3.45) completes the proof with u ∈ N(C,F⊥(C, u)).
The proof that v ∈ N(C,G) is a complete analogue. qed

Proof of Corollary 3.24. The normal cone lattice is complete by Remark 2.34 because
it has finite length. If for two faces F,G ∈ F(C) \ {∅} the normal cones are properly
included in each other,

N(C,F ) ( N(C,G),

then by Proposition 3.23 the cone N(C,F ) = N(C,F )∩N(C,G) is a proper face of N(C,G).
The dimension of N(C,F ) is strictly smaller than the dimension of the cone N(C,G) by
the stratification property, see Remark 3.9 (e). The length of N (C) is bounded by m+1.

For two cones K,L ∈ N (C) the intersection K ∩ L belongs to N (C) by Proposition 3.23
and the intersection is also the largest common subset of K and L, so K ∧ L = K ∩ L.
The smallest element of N (C) is calculated in Lemma 3.20. qed

Proof of Lemma 3.26. The intersection expression follows from the duality (3.45). Since

F ⊂
⊥
F , the inclusion N(C,

⊥
F ) ⊂ N(C,F ) follows from antitone assignment of normal cones

(3.44). The zero vector belongs to every normal cone. For a non-zero vector u ∈ N(C,F )

we have by duality (3.45) F ⊂ F⊥(C, u) hence
⊥
F ⊂ F⊥(C, u). Duality applied again gives

u ∈ N(C,
⊥
F ). qed

Proof of Lemma 3.27. Before proving the assertion let us show for x ∈ Rm and {x} (
C the equality

ri(conv(C \ {x})) = ri(C). (10.2)
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The set C will be substituted later for a normal cone. If C \ {x} is not convex then
conv(C \ {x}) = C and the equality follows. If C \ {x} is convex then x is an extreme
point of C, hence ri(C) ⊂ C \ {0} ⊂ C, unless C = {x}. The set C \ {x} is sandwiched
between the relative interior and the closure of C, thus the relative interiors of the convex
sets C \ {x} and C are equal, see Corollary 6.3.1 in [Ro].

By assumption, the normal cone N(C,F ) has more than one point. Then (3.47) shows F =⋂
u∈N(C,F )\{0} F⊥(C, u) and by Lemma 3.16 this intersection of exposed faces is equal to

F⊥(C, v) for any vector v ∈ ri(conv(N(C,F )\{0}))\{0}. The latter set is ri(N(C,F ))\{0}
by (10.2). qed

Proof of Proposition 3.28. (a) If F ⊂ G then N(G) ⊂ N(F ) since the assignment of
normal cones is antitone (3.44).

(b) By (3.47), the inclusion N(G) ⊂ N(F ) implies
⊥
F ⊂

⊥
G. If G =

⊥
G then F ⊂

⊥
F ⊂

⊥
G = G.

Conversely, if G is not exposed then G (
⊥
G but the two faces G and

⊥
G have the same

normal cones by (3.48).

(c) The inclusion N(G) ⊂ N(F ) follows from (a). If F = F and N(F ) ⊂ N(G) then G ⊂ F

follows by (b). Conversely, if F is not exposed then F (
⊥
F and N(F ) = N(

⊥
F ).

(d) The inclusion follows from (b). If F = G then N(G) = N(F ). qed

Proof of Proposition 3.29. The two lattices F⊥(C) and N (C) are partially ordered
by set inclusion. They are linked by the antitone mapping

N(C)|F⊥(C) : F⊥(C) → N (C), F 7→ N(C,F ),

see (3.44). This mapping is surjective because a face F of C has the same normal cone
as the smallest exposed face that contains F , see (3.48).

We can show that N(C)|F⊥(C) has an antitone inverse. Then Lemma 2.32 implies that the
mapping is an (antitone) lattice isomorphism. Let us prove that N(C)|F⊥(C) is injective.
Notice that N(C)|F⊥(C)\{∅,C} is injective by Lemma 3.27. (To apply the lemma recall from
Lemma 3.20 that the normal cone of a proper face has a non-zero vector.) Moreover, by the
Lemma 3.20, only the improper face C has the smallest normal cone lin(C)⊥ and it remains
to show that N(C,F ) = Rm implies F = ∅ for a face F of C. If N(C,F ) = Rm holds
for a non-empty face F then Lemma 3.20 shows that F = C and lin(C) = (Rm)⊥ = {0}.
Thus, C has exactly one point. This case was excluded in the assumptions.
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The antitone character of the inverse N(C)|F⊥(C)\{∅,C} follows from Proposition 3.28 (b).
With the relations N(C, ∅) = Rm and N(C,C) = lin(C)⊥ we conclude that N(C)|F⊥(C) is
an antitone bijection. qed

Proof of Lemma 3.31. The inclusion (X + Y ) ∩ Z ⊂ X + (Y ∩ Z) is proved by taking
vectors x ∈ X and y ∈ Y such that x + y ∈ Z. Then y = (x + y) − x ∈ Z. For the
converse X + (Y ∩ Z) ⊂ (X + Y ) ∩ Z we choose vectors x ∈ X and t ∈ Y ∩ Z. Then
t+ x ∈ Z. qed

Proof of Lemma 3.36. We prove that LCV (F ) is a face of C for F a face of πV (C). Let
y ∈ LCV (F ). Then πV (y) ∈ F . Let x, z ∈ C with y ∈]x, z[. A linear map commutes with
reduction to the relative interior (3.15) so πV (y) ∈]πV (x), πV (z)[. Since F is a face, we
get πV (x), πV (z) ∈ F . Then

x ∈ LCV (x) = LCV ◦ πV (x) = (πV (x) + V ⊥) ∩ C ⊂ (F + V ⊥) ∩ C = LCV (F ).

Also z ∈ LCV (F ), so LCV (F ) is a face of C.

The support functions of C and πV (C) are equal on V because for all x ∈ Rm and v ∈ V
we have 〈v, x〉 = 〈v, πV (x)〉. If v ∈ V \ B(C) then F⊥(C, v) = F⊥(πV (C), v) = ∅ and
accordingly LCV (∅) = ∅. If v is a non-zero vector in B(C) then the supporting hyperplanes
H(C, v) and H(πV (C), v) are equal, see (3.31). By the modular law for affine spaces
applied to V ⊥ ⊂ lin(H(πV (C), v)) we get

F⊥(πV (C), v) + V ⊥ = (H(πV (C), v) ∩ πV (C)) + V ⊥ = H(πV (C), v) ∩ (πV (C) + V ⊥)

= H(C, v) ∩ (C + V ⊥).

This gives

LCV (F⊥(πV (C), v)) = (F⊥(πV (C), v) + V ⊥) ∩ C = H(C, v) ∩ (C + V ⊥) ∩ C
= H(C, v) ∩ C = F⊥(C, v)

finally. qed

Proof of Proposition 3.38. The mapping LCV restricted to F(πV (C)) resp. to F⊥(πV (C))
is a bijection to FC

V resp. to FC
V,⊥ with inverse mapping πV by Lemma 3.34. The ranges

are included in the face lattice of C respectively in the exposed face lattice of C by
Lemma 3.36.
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The mappings LCV and πV are inverse to each other and they are isotone on the considered
domains with respect to set inclusion by Lemma 3.34. Hence the lift is a lattice isomor-
phism in each case by Lemma 2.32. The formula for lift and projection of exposed faces
follows from Lemma 3.36.

Finally, by direct sum structure of Rm = V + V ⊥ we have for faces F,G of πV (C)

LCV (F ∩G) = ((F ∩G) + V ⊥) ∩ C = (F + V ⊥) ∩ (G+ V ⊥) ∩ C = LCV (F ) ∩ LCV (G),

the infimum in the lifted face lattices is the intersection. qed

Proof of Proposition 3.39. If the face F ∈ F(C) belongs to the lifted face lattice FC
V

then there is a face G ∈ F(πV (C)) such that F = LCV (G). With Lemma 3.34 we find

LCV (F ) = LCV ◦ LCV (G) = LCV (G) = F.

Conversely we assume that a face F ∈ F(C) satisfies LCV (F ) = F . Let us first prove the
inclusion

LCV (F (πV (C), y)) ⊂ F,

where y := πV (x) for an arbitrary point x ∈ F . This inclusion depends on the assumption
LCV (F ) = F . One has

LCV (y) = LCV ◦ πV (x) ⊂ LCV ◦ πV (F ) = LCV (F ) = F

because LCV is isotone for subsets of πV (C) and since LCV = LCV ◦πV , see Lemma 3.34. The
map πV is inverse to LCV for subsets of πV (C) so

y ∈ ri(F (πV (C), y)) = ri(πV ◦ LCV (F (πV (C), y))) = πV (ri(LCV (F (πV (C), y))))

where the second equation is true because reduction to the relative interior for a convex
set commutes with a linear map (3.15). We get

∅ 6= ri(LCV (F (πV (C), y))) ∩ LCV (y).

Since LCV (y) ⊂ F , the relative interior of the face on the left hand side meets F and we
get by Remark 3.9 (e) on page 54

LCV (F (πV (C), y)) ⊂ F.

Provided that we choose x ∈ ri(F ) then the converse inclusion

F ⊂ LCV (F (πV (C), y))
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holds independent of the assumption LCV (F ) = F . Indeed, let x ∈ ri(F ). Then y =
πV (x) ∈ ri(πV (F )), hence πV (F ) ⊂ F (πV (C), y) by Remark 3.9 (e). We obtain

F ⊂ LCV (F ) = LCV ◦ πV (F ) ⊂ LCV (F (πV (C), y)).

Notice that the assumed equality LCV (F ) = F surpasses the generally valid and trivial
inclusion F ⊂ LCV (F ) for a subset F of C. qed

Proof of Lemma 3.40. (a) =⇒ (b): let us assume a convex subset F ⊂ C projects to
rb(πV (C)). Then ri(πV (F )) meets a proper exposed face G of πV (C) by Remark 3.15 (f)
because the relative boundary of πV (C) is covered by proper exposed faces. Since πV (F )
is a convex set, Remark 3.9 (e) gives πV (F ) ⊂ G. Since F ⊂ C the inclusion F ⊂ LCV (F )
is obvious. Then by Lemma 3.34 we have that

F ⊂ LCV (F ) = LCV ◦ πV (F ) ⊂ LCV (G).

In addition, by Proposition 3.38, the set LCV (G) is a proper exposed face of C.

(b) =⇒ (c) is trivial. (c) =⇒ (a): a proper face G in the lifted face lattice FC
V projects

to a proper face πV (G) of πV (C) by Proposition 3.38. By the stratification property of
a convex set we have πV (G) ⊂ rb(πV (C)). If F ⊂ G, then F projects to the relative
boundary a fortiori. qed

Proof of Lemma 3.41. Let a ∈ C + V ⊥. We use the duality (3.39) and the support
function identity in Remark 3.35 (a) to prove the first identity. Let u = v + w ∈ Rn for
v ∈ V and w ∈ V ⊥. If u ∈ N(πV (C), πV (a)) then

h(C + V ⊥, v) = h(πV (C), v) = h(πV (C), u) = 〈u, πV (a)〉 = 〈v, πV (a)〉 = 〈v, a〉,

so v ∈ N(C+V ⊥, a) and u ∈ N(C+V ⊥, a)+V ⊥. Conversely, we assume v ∈ N(C+V ⊥, a).
Then

〈u, πV (a)〉 = 〈v, πV (a)〉 = 〈v, a〉 = h(C + V ⊥, v) = h(πV (C), v) = h(πV (C), u),

so u ∈ N(πV (C), πV (a)). The second equation comes from the intersection formula for
normal cones (3.40). qed

Proof of Lemma 3.43. By direct sum decomposition of Rm = lin(C) + lin(C)⊥, the
normal cone of C in the restricted ambient space lin(C) is N(C, a) ∩ lin(C) for any point
a ∈ C. Then the distributive formula for intersection and relative interior (3.17) proves
that an acute normal vector v for C is also acute normal for the restricted ambient space.
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Assume that v ∈ V is a non-zero vector. We can assume that F⊥(C, v) 6= ∅. Otherwise v
is trivially acute normal for C. Let x ∈ ri(F⊥(πV (C), v)). By Proposition 3.38 we have

F⊥(πV (C), v) = πV (F⊥(C, v))

and we can choose a point a ∈ ri(F⊥(C, v)) such that x = πV (a), see (3.15). If v is
acute normal for C then v ∈ ri(N(C, a)). The projection formula for normal cones in
Lemma 3.41 gives

N(πV (C), x) = (N(C, a) ∩ V ) + V ⊥.

Since v is in the relative interior of N(C, a) and in V the equations (3.16) and (3.17) give
v ∈ ri(N(πV (C), x)), that is, v is acute normal for πV (C). qed

Proof of Theorem 1. On the one hand coatoms of the face lattice are exposed faces
and intersections of exposed faces are exposed by Lemma 3.16. For the converse it is
sufficient to prove that a proper exposed face of C is either a coatom or that it is the
intersection of two strictly larger exposed faces.

Justified by restriction of the ambient space Rm to aff(C), which is allowed by Lemma 3.43,
let us assume that int(C) 6= ∅. Let F be a proper exposed face of C. Notice that N(C,F )
does not contain a line. Otherwise int(C) = ∅ by Remark 3.19 (g) (iv). The normal cone
N(C,F ) is non-zero by Lemma 3.20 since F 6= C. So the normal cone of F is not an affine
space. There are two cases to distinguish.

If the cone N(C,F ) is a closed half of an affine space then it is a ray (no lines are contained
in the cone). Then, if there is a face G ∈ F(C) containing F properly, we get

N(C,G) = N(C,
⊥
G) ( N(C,F )

by (3.48) and Proposition 3.29. Then N(C,G) = {0} because N(C,G) is a face of N(C,F )
by Proposition 3.23. This implies G = C so F is a coatom.

If the cone N(C,F ) is not a closed half of an affine space then we apply Theorem 18.4
in [Ro] and this provides for a non-zero relative interior point u ∈ ri(N(C,F )) \ {0} two
relative boundary points v, w of N(C,F ) such that u lies on the line segment joining v
and w. Of course, u belongs to the relative interior of [v, w] by the intersection formula of
relative interiors (3.17). Since N(C,F ) is a convex cone one has v 6= 0, otherwise for some
λ > 1 we have w = λu and w would belong to the relative interior of the cone. Similarly
w 6= 0. Thus

F = F⊥(C, u) = F⊥(C, v) ∩ F⊥(C,w)
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by Lemma 3.27 and Lemma 3.16. The arguments so far are completely general. If v is
acute normal for C then

v ∈ ri(N(C,F⊥(C, v))).

In case F = F⊥(C, v) we get the contradiction v ∈ ri(N(C,F )). Hence F ( F⊥(C, v).
Similarly one has F ( F⊥(C,w). qed

Proof of Lemma 3.46. Observe that every normal cone is the normal cone of an ex-
posed face F by Proposition 3.29. By assumption the face F is non-empty and has a
non-empty normal cone. Hence Lemma 3.27 shows that for some u ∈ ri(N(C,F ))\{0} we
have F = F⊥(C, u). Now u ∈ ri(N(C,F )) = ri(N(C,F⊥(C, u))) gives T(C, u) = N(C,F ).

(a) Normal cones of non-empty faces are closed convex cones included in the barrier cone
by Remark 3.19 (a) and (b). A face of a closed convex cone is a closed convex cone.

(b) Let u ∈ ri(K) \ {0}. One has ri(K) \ {0} = ri(conv(K \ {0})) \ {0} by (10.2) on
page 196. Thus

F⊥(C, u) =
⋂

v∈K\{0}

F⊥(C, v) (10.3)

by Lemma 3.16. The right-hand side is independent of the choice of u.

(c) We can assume that K = T (C, u) for some u ∈ B(C) \ {0}. By definition of a
touching cone u ∈ ri(K) holds. If we choose v ∈ ri(K) \ {0} then by (b) we have
F⊥(C, u) = F⊥(C, v), hence T (C, u) = T (C, v).

(d) Note that a cone with zero in the relative interior is a linear space. With a non-zero
u ∈ ri(K) the opposite vector −u belongs also to ri(K). Then from (b) follows

F⊥(C, u) = F⊥(C,−u)

so C = F⊥(C, u). The normal cone of C is N(C,C) = lin(C)⊥ by Lemma 3.20 hence

K(C, u) = F (N(C,F⊥(C, u)), u) = F (N(C,C), u) = F (lin(C)⊥, u) = lin(C)⊥. qed

Proof of Proposition 3.47. Relative interiors of distinct touching cones do not meet
at non-zero vectors by Lemma 3.46 (c) and they do not meet at zero by (d) of the lemma.
If C is closed then the face of C exposed by a non-zero vector u ∈ B(C) in non-empty.
Thus the touching cone T (C, u) is defined and u belongs to the relative interior of this
cone. qed
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Proof of Proposition 3.48. Let K be a touching cone of C and let us assume that
u ∈ ri(K) \ {0} is acute normal for C. Then for a point x ∈ ri(F⊥(C, u)) we have u ∈
ri(N(C, x)). By definition of the normal cone of a face we have N(C, x) = N(C,F⊥(C, u))
hence u ∈ ri(N(C,F⊥(C, u))) and this gives us T (C, u) = N(C,F⊥(C, u)). Since u ∈ ri(K)
we have by Lemma 3.46 (c) K = T (C, u). Hence K is the normal cone of the non-empty
face F⊥(C, u).

Conversely let us assume that the touching cone K is the normal cone of a non-empty
face of C. Then by Proposition 3.29 we have K = N(C,F ) for some non-empty exposed
face F of C and Lemma 3.27 shows that F = F⊥(C, u) for any non-zero u ∈ ri(K). Then
for a point x ∈ ri(F⊥(C, u))

N(C, x) = N(C,F⊥(C, u)) = N(C,F ) = K

holds and this shows that u ∈ ri(K) = ri(N(C, x)). So u is acute normal for C. qed

Proof of Corollary 3.49. A vector u ∈ B(C) \ {0} is in ri(K) for a (unique) touching
cone K of C by Proposition 3.47. By Proposition 3.48 the cone K is the normal cone of
a non-empty face of C if and only if u is acute normal. qed

Proof of Lemma 3.50. It is sufficient to prove that the face F (C ∩A, x) is exposed for
x ∈ rb(C ∩A). Observe that x belongs to the relative boundary of C (by the intersection
formula (3.17) for relative interiors). If the face of x in C is exposed by a non-zero vector
u then by the maximum property (3.34) of exposed faces we have

x ∈ F⊥(C, u) ∩ A = F⊥(C ∩ A, u).

The sets on the left-hand side share the relative interior point x so the intersection formula
(3.17) for relative interiors can be used,

x ∈ ri(F⊥(C, u)) ∩ A = ri(F⊥(C, u) ∩ A) = ri(F⊥(C ∩ A, u)).

This completes the proof. qed

Proof of Lemma 3.51. Recall that for each x ∈ ri(F ) we have F = F (C, x) by the
stratification property (3.23) of C into relative interiors of faces. Moreover the normal
cone (3.42) of F is N(C,F ) = N(C, x).

If x ∈ ri(F ) and F is exposed then Lemma 3.27 tells us that F = F⊥(C, u) for each vector
u ∈ ri(N(C, x)) \ {0}. So x ∈ ri(F ) = ri(F⊥(C, u)) proves that all x ∈ ri(F ) are acute
exposed.
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Choose x ∈ ri(F ) and pick a non-zero vector u ∈ ri(N(C, x)) = ri(N(C,F )). If x is
acute exposed for C then x ∈ ri(F⊥(C, u)), hence F = F⊥(C, u) is an exposed face. If
N(C, x) = {0} then F = C by Lemma 3.20, which is also an exposed face. qed

Proof of Remark 4.5. (a) For ρ, σ ∈ S(A) the first inequality in the term

‖ρ− σ‖2
2 = ‖ρ‖2

2 + ‖σ‖2
2 − 2 tr(

√
ρσ
√
ρ) ≤ ‖ρ‖2

2 + ‖σ‖2
2 ≤ ‖ρ‖+ ‖σ‖ ≤ 2.

comes from positivity of the matrix √
ρσ
√
ρ. The second inequality comes from the

inequality | tr(ab)| ≤ ‖a‖1‖b‖ with the trace norm ‖ · ‖1 (2.12). The third inequality is
due to the spectral bound of density matrices.

(b) Since S(A) is a compact convex set, the Minkowski theorem (3.26) implies that the
state space S(A) is the convex hull of its extreme points. We can assume that two density
matrices ρ, σ ∈ S(A) are convex combinations of rank one projectors pi and qj, with
non-zero coefficients λi and µj such that ρ =

∑
i λipi and σ =

∑
j µjqj. Then

‖ρ− σ‖ = ‖
∑
i,j

λiµj(pi − qj)‖ ≤
∑
i,j

λiµj‖pi − qj‖ ≤
∑
i,j

λiµj = 1.

The inequality ‖p − q‖ ≤ 1 for arbitrary orthogonal projectors is well-known [Av]. We
prove that orthogonality of ρ and σ is necessary for the equality to hold. If the second
of the above inequalities is sharp then ‖pi − qj‖ = 1 for all i, j. This shows that −1 or
1 is an eigenvalue of pi − qj. The corresponding spectral projectors are (1l− pi) ∧ qj and
pi ∧ (1l − qj). This follows by decomposition in commuting and non-commuting parts of
pi and qj, see [Bo]. If (1l− pi)∧ qj has rank one, then qj ≤ (1l− pi) and this gives piqj = 0
by (2.39). Similarly we argue if pi ∧ (1l − qj) has rank one then piqj = 0. The equality
piqj = 0 holds for arbitrary i, j so ρσ = 0. qed

Proof of the intersection for Remark 4.7. The projection shape in Figure 4.1 is rep-
resented in coordinates of the basis of V

v1 :=
1

2
(σ1 − σ2)⊕ 0 and v2 :=

1

2
(σ1 + σ2)⊕ 1− 1l

3
.

We use this basis to calculate the intersection S(M2 ⊕ C) ∩ (1l
3

+ V ). Let

x =
1l

3
+ λv1 + µv2.

We denote the identity in M2 by 1l2. Since

x =

(
1l2

1

3
(1− µ) +

1

2
(σ1(λ+ µ) + σ2(µ− λ))

)
⊕ 1

3
(1 + 2µ)
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we obtain from (4.4) the eigenvalues a± := 1
3
(1 − µ) ± 1√

2

√
λ2 + µ2 of x in addition to

a3 := 1
3
(1 + 2µ). Positivity of a3 is equivalent to

µ ≥ −1

2
. (10.4)

A short calculation gives that positivity of a− alone is equivalent to

λ2

(
√

2
7
)2

+
(µ+ 2

7
)2

(3
√

2
7

)2
≤ 1. (10.5)

Clearly the conditions 10.4 and 10.5 are sufficient for positivity of x. This gives the
truncated ellipse in the figure. For a correct scaling notice that ‖v1‖2 = 1 and ‖v2‖2 =

√
5
3

hold for the orthogonal vectors v1 and v2. qed

Proof of Lemma 4.8. This follows by induction from the case N = 2. One has S(A) =
[(A1)

+ ⊕ (A2)
+] ∩ A1

sa. A state ρ has the form ρ = a1 ⊕ a2 for ai ∈ (Ai)
+, i = 1, 2.

One has 1 = tr(ρ) = tr(a1) + tr(a2). Then either ρ = a1 ⊕ 0, ρ = 0 ⊕ a2 or ρ =
tr(a1)

a1

tr(a1)
⊕ (1− tr(a1))

a2

tr(a2)
. Conversely, λρ1⊕ (1−λ)ρ2 ∈ S(A) if ρi ∈ S(Ai) for i = 1, 2

and λ ∈ [0, 1]. qed

Proof of Proposition 4.11. As observed in Remark 2.11 (d) on page 35, the positive
cone is the intersection

A+ =
⋂

u∈H\{0}

{a ∈ Asa : 〈u, a(u)〉 ≥ 0}.

This makes clear that A+ is a convex cone. If Pu ∈ B(H) for non-zero u ∈ Asa denotes
the orthogonal projector to the linear span of u, the intersection representation

A+ =
⋂

u∈H\{0}

{a ∈ Asa : tr(Pua) ≥ 0}

by closed half spaces is available, hence A+ is closed.

Since every self-adjoint matrix a ∈ Asa is the difference a = a+ − a− of two positive
matrices a+, a− ∈ A+, see Remark 2.11 (f), the affine hull of the positive cone is as large
as Asa. The space of self-adjoint matrices is a vector space, so the translation vector space
of the positive cone is lin(A+) = Asa.
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For a convex cone the support function is either 0 or ∞ depending on whether being
evaluated for a point inside or a point outside the barrier cone. To calculate the barrier
cone, let a, b ∈ A+. By Remark 2.11 (c)

〈−b, a〉 = − tr(
√
ba
√
b) ≤ 0

holds, so −A+ ⊂ B(A+). Conversely, if b ∈ Asa \ (−A+) then the largest eigenvalue of b
is positive, µ+(b) > 0. Thus

sup
a∈A+

〈b, a〉 ≥ sup
λ>0
〈b, λp+(b)〉 = +∞

for the eigenprojector p+(b) of b corresponding to the eigenvalue µ+(b). This proves
B(A+) = −A+ and hence for b ∈ Asa

h(A+,−b) =

{
0 if b ∈ A+,

+∞ otherwise,

holds. We can calculate the interior of the positive cone A+ using Theorem 13.1 in [Ro].
The theorem says that a point a ∈ Asa belongs to int(A+) if and only if for all non-zero
b ∈ Asa

〈b, a〉 < h(A+, b)

holds. Trivially, if b 6∈ B(A+) = −A+ then 〈b, a〉 < h(A+, b) = ∞. Otherwise, if b ∈ A+

then h(A+,−b) = 0. Since 〈a, b〉 ≥ 0 for all a ∈ A+ one has

〈−b, a〉 < 0 ⇐⇒ s(a)s(b) 6= 0

because a ⊥ b is equivalent to s(a)s(b) = 0 for positive matrices, see (2.26). The property
s(a)s(b) 6= 0 is true for all b ∈ A+ if and only if s(a) = 1l, so the interior of the positive
cone consists of positive matrices a with full support s(a) = 1l.

By definition, given a non-zero vector b ∈ A+, the face of A+ exposed by −b contains
all positive matrices a ∈ A+ such that 〈−b, a〉 = h(A+,−b). The support function is
constant zero on B(A+) = −A+ hence a matrix in F⊥(A+,−b) satisfies a ⊥ b. By the
argument in the previous paragraph this is s(a)s(b) = 0. The latter equation is equivalent
to s(a)k(b) = s(a) with the kernel projector k(b) of b. Using order theoretic relations for
projectors (2.39) this is s(a) ≤ k(b). We have proved F⊥(A+,−b) = {a ∈ A+ : s(a) ≤
k(b)}.

With Remark 2.22 (b) on page 40 we can use the compression Ak(b) to describe exposed
faces, their affine span and translation vector space. Relative interiors of faces can be
computed using Remark 3.3 (a) on page 52 because κk(b) is linear. qed
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Proof of Corollary 4.13. The vector p − 1l for an orthogonal projector p ∈ P \ {1l}
exposes the face

F⊥(A+, p− 1l) = κp((Ap)+)

by (4.15). So the mapping p 7→ κp((Ap)+) assigns faces of the positive cone A+ to
projectors of A. The image of the identity is κ1l((A1l)+) = A+. The relative interior of
each of the faces is

ri(κp((Ap)+)) = {a ∈ A+ : s(a) = p}

by (4.17) for the proper faces and by (4.14) for A+. The relative interior ri(κp((Ap)+))
contains the unique projector p, so the mapping

P → F(A+), p 7→ κp((Ap)+)

is injective. A convex set is the disjoint union of relative interiors of faces (3.23) and
here the relative interiors of the considered faces already cover A+, hence the mapping
is a bijection P → F(A+) \ {∅}. The mapping and the inverse are isotone. This follows
immediately from

κp((Ap)+) = {a ∈ A+ : s(a) ≤ p}.

Hence by Lemma 2.32 the mapping is a lattice isomorphism. Both lattices were proved
to be complete lattices: the projector lattice of von Neumann algebra is considered in
Lemma 2.29 on page 45, the face lattice of a convex set in (3.22) on page 54. qed

Proof of Corollary 4.14. The barrier cone of the positive cone is B(A+) = −A+, see
(4.12). The normal cone of A+ at a ∈ A+ is included in the barrier cone, N(A+, a) ⊂ −A+,
see (3.37). The zero vector belongs to every normal cone, so consider a non-zero vector
in the barrier cone b ∈ −A+. Then

b ∈ N(A+, a) ⇐⇒ a ∈ F⊥(A+, b)

by the duality (3.39) between normal cones and exposed faces. By the expression (4.15)
for the exposed face

F⊥(A+, b) = κk(b)
(
(Ak(b))+

)
this is equivalent to s(a) ≤ k(b) or likewise to s(b) ≤ k(a). So this is the same as
−b ∈ κk(a)

(
(Ak(a))+

)
. The relative interior is computed with (4.17) for non-zero a or with

(4.14) for a = 0 at the apex of the positive cone. qed

Proof of Proposition 4.18. Many results are derived from the positive cone A+, see
Proposition 4.11. The intersection S(A) = A+ ∩ A1

sa is closed and bounded. Explicit
bounds in HS norm and C*-norm are calculated in Remark 4.5.
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Since the trace state 1̂l of A belongs to both the relative interior of the positive cone and
the affine space of self-adjoint trace one matrices, the intersection formulas (3.18) and
(3.17) give

aff(S(A)) = aff(A+ ∩ A1
sa) = aff(A+) ∩ A1

sa = A1
sa

and
ri(S(A)) = ri(A+ ∩ A1

sa) = ri(A+) ∩ ri(A1
sa) = ri(A+) ∩ A1

sa.

The relative interior of the positive cone consists of the invertible positive matrices (4.14)
so ri(S(A)) is the space of invertible density matrices S(A) = {ρ ∈ S(A) : s(ρ) = 1l} (4.2).
From the affine hull we deduce that lin(S(A)) = A0

sa so the dimension formula follows and
it is complemented numerically by (2.15) on page 37.

The barrier cone is the whole space of self-adjoint matrices Asa since S(A) is compact. Let
us calculate the support function first for vectors in the relative boundary of the barrier
cone

u ∈ −(A+ \ ri(A+)) ⊂ B(A+).

Since the state space is included in the positive cone,

h(u) ≤ h(A+, u).

On the other hand the normalized kernel projector k(u)
tr(k(u))

lies in H(A+, u) ∩ S(A) by
(4.15) and therefore

h(A+, u) = 〈u, k(u)

tr(k(u))
〉 ≤ h(u).

We have h(u) = 0 for all u ∈ −(A+\ri(A+)), that is h(u) = µ+(u) is the largest eigenvalue
of u. Observe the decomposition

Asa = R · 1l− (A+ \ ri(A+)) = {λ1l− a : λ ∈ R, a ∈ A+ \ ri(A+)}. (10.6)

This is true because a self-adjoint matrix u ∈ Asa can be written

u = µ+(u)1l− (µ+(u)1l− u).

Since a density matrix has trace one we find for arbitrary u ∈ Asa that

h(u) = sup
ρ∈S(A)

〈u, ρ〉 = sup
ρ∈S(A)

〈µ+(u)1l− (µ+(u)1l− u), ρ〉

= µ+(u) + sup
ρ∈S(A)

〈u− µ+(u)1l, ρ〉 = µ+(u).

Let us prove that all faces of S(A) are exposed. By the intersection S(A) = A+ ∩ A1
sa,

the faces of S(A) are given by intersection of faces of the positive cone A+ with A1
sa, see
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Remark 3.11 (b). All faces of the positive cone A+ are exposed by Corollary 4.13. Then
Lemma 3.50 transfers this property to the state space. Let us calculate the exposed face
F⊥(u) for non-zero vectors u ∈ −(A+ \ int(A+)) first. One has

F⊥(u) = A+ ∩ A1
sa ∩H(A+, u) = F⊥(A+, u) ∩ A1

sa

= κk(u)
(
(Ak(u))+

)
∩ A1

sa.

By the properties stated in Remark 2.22 (c) for the *-monomorphism κk(u) we find that

F⊥(u) = κk(u)
(
(Ak(u))+ ∩ (Ak(u))1

sa

)
= κk(u)

(
S(Ak(u))

)
.

Since the kernel projector of u is the maximal eigenprojector, k(u) = p+(u), this gives

F⊥(u) = κp+(u)
(
S(Ap+(u))

)
.

By the decomposition (10.6) and invariance of the previous formula under the additive
group R·1l, the formula is true for all non-zero vectors u ∈ Asa. The affine hull, translation
vector space and relative interior are derived from the state space with Remark 3.3 (b)
because κp+(u) is linear. qed

Proof of Corollary 4.20. The arguments are the same as in the proof for Corollary 4.13
with some little changes. For an orthogonal projector p ∈ P \ {0}, the vector p exposes
the face with support p

F⊥(p) = F(p)

by (4.29). The relative interior is

ri (F(p)) = {ρ ∈ S(A) : s(ρ) = p}

by (4.32). The relative interiors ri (F(p)) for non-zero p ∈ P cover the state space, so by
the stratification property (3.23) the mapping P → F is onto. Conversely, given p 6= 0,
each of the faces F(p) contains the centroid p

tr(p)
in the relative interior, thus the mapping

is injective. The mapping and the inverse are both isotone, hence by Lemma 2.32 it is a
lattice isomorphism. Both lattices are complete: the projector lattice of a von Neumann
algebra is considered in Lemma 2.29 on page 45, the face lattice of a convex set in (3.22)
on page 54. The remaining properties of the faces F(p) follow from Proposition 4.18. qed

Proof of Proposition 4.24. The first equation follows from the duality between ex-
posed faces and normal cones (3.39) on page 60 together with the description of exposed
faces (4.29). For a ∈ Asa \ {0} and ρ ∈ S(A)

a ∈ N(ρ) ⇐⇒ ρ ∈ F⊥(a) ⇐⇒ s(ρ) ≤ p+(a)
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holds. As argued in (3.41) on page 61 the normal cone is a sum

N(ρ) = N(A+ ∩ A1
sa, ρ) = N(A+, ρ) + N(A1

sa, ρ).

because the positive cone and the affine space of trace one self-adjoint matrices share a
relative interior point, the trace state 1̂l = 1l

tr(1l)
. By (3.16) the relative interior of a sum

of convex sets is the sum of their relative interiors, so

ri (N(ρ)) = ri
(
N(A+, ρ)

)
+ ri

(
N(A1

sa, ρ)
)
.

We have ri (N(A1
sa, ρ)) = N(A1

sa, ρ) = R · 1l and from Corollary 4.14 we recall that

ri(N(A+, ρ)) = −κk(ρ)
(
ri(Ak(ρ))+

)
= {a ∈ −A+ : s(a) = k(ρ)}
= {a ∈ −A+ : k(a) = s(ρ)}
= {a ∈ −A+ : p+(a) = s(ρ)}

where p+(a) is the maximal eigenprojector of a. Then we find

ri (N(ρ)) = {a ∈ −A+ : p+(a) = s(ρ)}+ R1l = {a ∈ Asa : p+(a) = s(ρ)}. qed

Proof of Lemma 4.28. For each unitary v ∈ A and a self-adjoint matrix a ∈ Asa the
support projector of a is equivariant under conjugation with v: v(s(ρ))v∗ = s(vρv∗) by
the spectral theorem. On the other hand, for two orthogonal projectors p, q ∈ P the
conditions v∗qv ≤ p and q ≤ vpv∗ are equivalent by (2.39) on page 43. Using these
relations it is straight forward to show that

vF(p)v∗ = F(vpv∗)

holds for arbitrary p ∈ P and unitaries v ∈ A. Using the isomorphism between projector
lattice and face lattice in Corollary 4.20 we may assume that two faces F,G are of the
form F = F(p) and G = F(q) for two projectors p, q ∈ P . Then

G = vFv∗ ⇐⇒ F(q) = vF(p)v∗ ⇐⇒ F(q) = F(vpv∗)

where the right-hand side is equivalent to q = vpv∗ for p = s(F ) and q = s(G).

Finally, by Lemma 2.38 on page 49 two projectors p, q ∈ P are conjugate if and only if
they belong to the same conjugation manifold Pk for a multi-index k ∈ NN

0 with k ≤ n.
Hence two faces are conjugate if and only if they belong to the same face manifold. qed
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Proof of Proposition 4.32. Let us prove continuity of the mapping P → F , p 7→ F(p).
Let (pi) ⊂ P be a sequence of projectors with limit p = lim

i→∞
pi. We show F(p) = lim

i→∞
F(pi)

using the conditions in Remark 4.31.

For condition (a) we have to show that every point ρ ∈ F(p) is a limit of points ρi ∈ F(pi).
Let us assume that ‖p− pi‖ < 1 for all i ∈ N. By Remark 2.39 on page 49 the unitaries
vi := sgn(1l− pi − p) satisfy p = vipiv

∗
i and

lim
i→∞

vi = 1l− 2p.

Given an arbitrary density matrix ρ ∈ F(p), we put ρi := v∗i ρvi for i ∈ N. Then each ρi
is element of the conjugate face F(pi) = v∗i F(p)vi by Lemma 4.28 and the limit

lim
i→∞

ρi = lim
i→∞

v∗i ρvi = (1l− 2p)ρ(1l− 2p) = ρ

completes the first condition of face convergence.

For condition (b) we have to show that the limit of any convergent sequence (ρij) belongs
to F(p) where ρij ∈ F(pij) for a subsequence (pij) of (pi), j ∈ N. Let ρ := limj→∞ ρij .
Each state ρij may be written ρij = pijρijpij for the support projector pij := s(ρij). By
joint continuity of matrix multiplication we get

ρ = lim
i→∞

ρij = lim
i→∞

pijρijpij = pρp.

The support projector s(pρp) is the infimum of all projectors q ∈ P with q(pρp) = pρp,
see (2.46). Thus

s(ρ) = s(pρp) ≤ p

and ρ belongs to F(p) by definition (4.33). This concludes the proof of continuity of the
mapping P → F , p 7→ F(p).

Now the projector lattice P is compact by Lemma 2.38. Since the lattice isomorphism
F : P → F is continuous and injective (see Corollary 4.20) it is a homeomorphism to
its image, to the face lattice F . As described in Lemma 2.38, the projector lattice P
is a union of compact real analytic manifolds, of the conjugation manifold Pk for multi-
indices k ∈ NN

0 with k ≤ n. Each face manifold Fk ⊂ F inherits the the structure of a
compact real analytic manifold from Pk ⊂ P through the homeomorphism F : P → F ,
see Definition 1.6, 1.7 and 1.8 in [Ga] for the definition of a differentiable manifold. qed

Proof of Proposition 4.35. The union of faces in a face manifold
⋃
Fk is a compact

subset of the state space S(A). Assume (ρi) is an arbitrary sequence in
⋃
Fk. We will
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find a converging subsequence. The state space is compact by Proposition 4.18. Thus
we can assume that (ρi) converges and it is sufficient to show that the limit ρ := lim

i→∞
ρi

belongs to
⋃
Fk. There is a sequence of faces (Fi) in Fk with ρi ∈ Fi for all i ∈ N. By

Proposition 4.32 the face manifold Fk is compact for the Hausdorff distance. Thus we
can select a subsequence of faces (Fij) with limit F = lim

j→∞
Fij ∈ Fk. Then by condition

(b) in Remark 4.31 we have lim
j→∞

ρij ∈ F ⊂
⋃
Fk.

By (4.59), for d ∈ N0 the d-skeleton of the state space is a finite union of compact unions
over face manifolds. Hence the d-skeleton is compact. The closedness of all skeletons is
equivalent to lower semi-continuity of the dimension function, see Remark 4.34 (c). qed

Proof of Lemma 4.36. For a proof we use Lemma 3.5 and show that the level sets of
the rank function on M := Ck1×k2 are closed. Let k := min{k1, k2} and choose a ∈ M .
For 1 ≤ l ≤ k, an l-minor of a is the number det(ã) where ã is an l × l matrix obtained
from a by deleting columns and rows. It is well-known for 0 ≤ m ≤ k that rk(a) ≤ m if
and only if every l-minor of a is zero for l = m + 1, . . . , k, see [Fi]. Thus, the level set
{a ∈ M : rk(a) ≤ m} is the intersection of finitely many zero sets of polynomials in the
coefficients of a. Each of these zero sets is a closed subset of M , hence the level set is
closed. qed

Proof of Proposition 5.15. By Theorem 18.7 in [Ro] (a combination of Minkowski and
Straszewicz Theorem), the compact set srV is the closure of the convex hull of exposed
extreme points of srV ,

srV = conv(E),

where E denotes the set of exposed points of srV . By (5.15) an exposed point x ∈ E is
the projection of the face F(p) for some non-zero p ∈ PV,⊥. One point is sufficient to cover
the zero-dimensional face {x},

x = πV (
p

tr(p)
).

The exposed projector lattice PV,⊥ is derived from the vector space V by (5.16) through
calculation of maximal projectors. Hence for some v ∈ V we have p = p+(v) with the
maximal projector p+(v) of v. With v ∈ B also the spectral projectors of v belong to B
and in particular p ∈ B. This shows p

tr(p)
∈ S(B) and therefore

E ⊂ πV (S(B)).

Since πV (S(B)) is closed and convex we get srV ⊂ πV (S(B)). Since B ⊂ A, the converse
inclusion πV (S(B)) ⊂ πV (S(A)) is obvious. qed
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Proof of Lemma 5.17. Let p ∈ P be a non-zero projector, let V ⊂ lin(F(p)) and put
W := (κp)−1(V ) ⊂ (Ap)0

sa. Since κp is an isometry, one has for q ∈ P(Ap)

κp(FW (q)) = κp(πW (F(q)) = πκp(W )(κ
p(F(q)).

Using the composition (5.59) of *-isomorphisms on state spaces, we obtain the result

κp(FW (q)) = πV (F(κp(q))).

This proves the first assertion. In the special case q := (κp)−1(p) = 1lp we have FW (q) =
FW (1lp) = srW and κp(q) = p. Then with V ⊂ lin(F(p)) we get

κp(srW ) = πV (F(p)) = πV ◦ πlin(F(p))(F(p)).

Since faces of a state space are “large” (5.5), we get

πV ◦ πlin(F(p))(F(p)) = πV ◦ πlin(F(p))(S(A)) = πV (S(A)) = srV . qed

Proof of Proposition 5.20. We establish the left commuting diagram. The other two
follow by restriction from this one. Let us discuss the top line first. By definition (4.33) of
the face with support p we have F(p) = κp(S(Ap)) and this face has the affine hull (4.36)

aff (F(p)) = κp
(
(Ap)1

sa

)
.

The *-monomorphism κp restricts to an affine isomorphism (Ap)1
sa → aff(F(p)).

The mapping πςp(V ) : (Ap)1
sa → ςp(V ) on the left down-arrow of the diagram is onto. Since

ςp(V ) ⊂ (Ap)0
sa one has

πςp(V )((A
p)1

sa) = πςp(V ) ◦ π(Ap)0sa
((Ap)1

sa) = πςp(V )((A
p)0

sa) = ςp(V ).

Hence, in case of existence of a map ϑp : aff(FV (p)) → ςp(V ) which satisfies the relation
ϑp ◦ πV ◦ κp = πςp(V ) on the domain (Ap)1

sa, the mapping ϑp will be surjective. Since
dim(FV (p)) = dim(ςp(V )) by (5.61) injectivity of ϑp follows also.

Observe (5.3) that the orthogonal projection of a matrix v ∈ Asa to lin(F(p)) is given by

πlin(F(p))(v) = pvp− tr(pv)
p

tr(p)
.

Let {xi}ri=1 respectively {yj}sj=1 be an ONB of V respectively of ςp(V ). Since κp(ςp(V )) =

πlin(F(p))(V ) there exist real coefficients {ti,j}j=1,...,s
i=0,...,r such that for j = 1, . . . , s

κp (yj) =
r∑
i=1

ti,jpxip+ t0,jp
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holds. Now define for v ∈ V

ϑp(v) :=
s∑
j=1

〈 r∑
k=1

tk,jxk, v −
p

tr(p)

〉
yj.

Then for a ∈ (Ap)1
sa we have

ϑp ◦ πV ◦ κp (a) = ϑp(
r∑
i=1

〈xi, κp(a)〉xi)

=
s∑
j=1

〈 r∑
k=1

tk,jxk,
r∑
i=1

〈xi, κp(a)〉xi − p
tr(p)

〉
yj

=
s∑
j=1

[〈 r∑
k=1

tk,jxk, κ
p(a)

〉
−
〈 r∑
k=1

tk,jxk,
p

tr(p)

〉]
yj

=
s∑
j=1

[
〈κp(yj), κp(a)〉 − 〈κp(yj), p

tr(p)
〉
]
yj

=
s∑
j=1

〈κp(yj), κp(a)〉yj =
s∑
j=1

〈yj, a〉yj = πςp(V )(a)

and we have proved that ϑp fits into the commuting diagram.

We discuss the metric behavior of the affine isomorphism ϑp : aff(FV (p)) → ςp(V ). Since
ςp = (κp)−1 ◦ πlin(F(p)) we can assume that dim

(
πlin(F(p))(V )

)
≥ 1. Otherwise ϑp is the

isometry {πV ( p
tr(p)

)} → {0}. In the finite dimensional Euclidean space Asa (or (Ap)sa) we
have for a vector x and a linear subspace U of dimension dim(U) ≥ 1 the equation

‖πU(x)‖2 = max
u∈U,‖u‖2=1

|〈u, x〉|.

This follows from the Schwarz inequality (2.3). Moreover, for a normalized vector u ∈ U
with πU(x) ∈ Ru we have ‖πU(x)‖2 = |〈u, x〉|.

Let us prove the expanding property of ϑp on two points in aff(FV (p)). Let a, b ∈ (Ap)1
sa,

put a′ := κp(a), b′ := κp(b) ∈ aff(F(p)) and consider the points

πV (a′), πV (b′) ∈ aff(FV (p)).

By the commuting diagram and using the isometry κp one has

‖ϑp(πV (b′))− ϑp(πV (a′))‖2 = ‖πςp(V )(b)− πςp(V )(a)‖2

= max
w∈ςp(V )
‖w‖2=1

|〈w, b− a〉| = max
w′∈πlin(F(p))(V )

‖w′‖2=1

|〈w′, b′ − a′〉|.

Using a normalized vector v ∈ V with πV (b′)− πV (a′) ∈ Rv and w̃ := πlin(F(p))(v) one has
‖w̃‖2 ≤ 1. Since b′ − a′ ∈ lin(F(p)) this implies

max
w′∈πlin(F(p))(V )

‖w′‖2=1

|〈w′, b′ − a′〉| ≥ |〈w̃, b′ − a′〉| = |〈v, b′ − a′〉| = ‖πV (b′)− πV (a′)‖2. (10.7)
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This shows that ϑp is expanding.

We discuss when ϑp is an isometry. if πlin(F(p))(V ) ⊂ V then we find in (10.7) the converse
inequality

max
w′∈πlin(F(p))(V )

‖w′‖2=1

|〈w′, b′ − a′〉| ≤ max
v∈V
‖v‖2=1

|〈v, b′ − a′〉| = ‖πV (b′)− πV (a′)‖2.

Conversely, notice for a vector v ∈ V that

• v ∈ lin(F(p)) =⇒ πlin(F(p))(v) = v ∈ V,
• v ⊥ lin(F(p)) =⇒ πlin(F(p))(v) = 0 ∈ V.

If πlin(F(p))(V ) ( V then there exists a normalized vector v ∈ V such that v = w̃ + w
for non-zero w̃ ∈ lin(F(p)) and non-zero w ∈ lin(F(p))⊥. We can choose two distinct
points a′, b′ ∈ aff(F(p)) such that the difference b′ − a′ is collinear with w̃. The modulus
of w̃ = πlin(F(p))(v) is strictly smaller than one, ‖w̃‖2 < ‖v‖2 = 1. Hence we obtain a strict
inequality in (10.7). qed

Proof of Corollary 5.23. If p ≤ s(F ) then by the isomorphism between projector lat-
tice and face lattice of the state space (Corollary 4.20) we have F(p) ⊂ F(s(F )) = F and
this shows lin(F(p)) ⊂ lin(F ). Then

ςp(lin(F )) = (κp)−1 ◦ πlin(F(p))(lin(F )) = (κp)−1(lin(F(p))) = (Ap)0
sa

by (4.37). If a ∈ (Ap)1
sa then by (5.3)

πςp(lin(F ))(a) = π(Ap)0sa
(a) = a− 1lp

tr(1lp)

holds. Since p ≤ s(F ) we get

πlin(F )(κ
p(a)) = s(F )κp(a)s(F )− tr(s(F )κp(a))

s(F )

tr(s(F ))
= κp(a)− s(F )

tr(s(F ))
.

Using the previous two equations and the relation (ϑp)−1 ◦ πςp(lin(F )) = πlin(F ) ◦ κp from
Proposition 5.20 we get

(ϑp)−1

(
a− 1lp

tr(1lp)

)
= (ϑp)−1

(
πςp(lin(F ))(a)

)
= πlin(F )(κ

p(a)) = κp(a)− s(F )

tr(s(F ))
.

Since πςp(lin(F )) : (Ap)1
sa → ςp(lin(F )) is onto, the claim follows. qed
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Proof of Corollary 5.25. Let p ∈ P\{0}, q ∈ P such that q ≤ p and put r := (κp)−1(q).
By definition of a face reflection (5.13) and by composition law for *-isomorphisms (5.59)
we have FV (q) = πV (F(q)) = πV ◦ κp(F(r)). An application of Proposition 5.20 gives

FV (q) = (ϑp)−1 ◦ πςp(V )(F(r)) = (ϑp)−1
(
Fςp(V )(r)

)
and we have FV (p) = (ϑp)−1(srςp(V )). The face lattices of FV (p) and srςp(V ) are isomorphic
under ϑp, because this is an affine isomorphism preserving the convex structure. qed

Proof of Proposition 5.27. Let p ∈ P \ {0} be an orthogonal projector. The transla-
tion vector space of F(p) is lin(F(p)) = κp((Ap)0

sa) by (4.37). Both sides of the equation
in the first statement are included in κp((Ap)sa), which we decompose into

(Ap)sa = (Ap)0
sa + R1lp = (Ap)1

sa − (Ap)1
sa + R1lp.

Let x = a − b + λ1lp be an element of (Ap)sa for a, b ∈ (Ap)1
sa and λ ∈ R. Then we have

κp(x) = κp(a− b) + λp and get

x ∈ ςp(V )⊥ ⇐⇒ a− b ⊥ ςp(V ) ⇐⇒ πςp(V )(a− b) = 0

⇐⇒ ϑp ◦ πV ◦ κp(a) = ϑp ◦ πV ◦ κp(b)
⇐⇒ πV (κp(a− b)) = 0

⇐⇒ κp(a− b) ⊥ V

⇐⇒ κp(x) ∈ (V ⊥ ∩ lin(F(p))) + Rp.

In the second line of the equivalence we use Proposition 5.20.

For the second assertion we choose a subset M ⊂ F(p). Since p ∈ PV we have by (5.63)
(F(p) + V ⊥) ∩ S(A) = F(p). Since M ⊂ F(p), the intersection of this equation with
M + V ⊥ gives

(M + V ⊥) ∩ S(A) = (M + V ⊥) ∩ F(p).

We modify only the right hand side of the last equation. Since F(p) =
(

p
tr(p)

+ lin(F(p))
)
∩

F(p) and since M − p
tr(p)

⊂ lin(F(p)), we get by the modular law for affine spaces the
following.

(M + V ⊥) ∩ F(p) =
((
M − p

tr(p)

)
+
(
V ⊥ + p

tr(p)

))
∩
(

p
tr(p)

+ lin(F(p))
)
∩ F(p)

=
[(
M − p

tr(p)

)
+
((
V ⊥ + p

tr(p)

)
∩
(

p
tr(p)

+ lin(F(p))
))]

∩ F(p)

=
[
M +

(
V ⊥ ∩ lin(F(p))

)]
∩ F(p)

=
[
M +

(
V ⊥ ∩ lin(F(p))

)
+ Rp

]
∩ F(p)

=
[
M + κp

(
ςp(V )⊥

)]
∩ F(p).

In the penultimate equality we have used a simple trace comparison. In the last equality
we have used the first assertion of this lemma. qed
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Proof of Corollary 5.28. Let p ∈ PV \ {0} choose q ∈ P with q ≤ p and put r :=
(κp)−1(q). Since F(q) ⊂ F(p) we can apply Proposition 5.27, second assertion. With
(5.59) follows(

F(q) + V ⊥) ∩ S(A) =
[
F(q) + κp

(
ςp(V )⊥

)]
∩ F(p) = κp

[(
F(r) + ςp(V )⊥

)
∩ S(Ap)

]
.

The proof is completed by (5.63). qed

Proof of Lemma 5.30. We consider the smallest exposed face (3.46) containing F ,

⊥
F =

⋂
{G ∈ F⊥(C) : F ⊂ G}.

This intersection is an exposed face of C because the exposed face lattice (3.35) is com-
plete. Moreover, the normal cones are equal (3.48)

N(C,F ) = N(C,
⊥
F ).

Notice that
⊥
F ( C. Otherwise N(C,F ) = N(C,C) = lin(C)⊥ implies F = C by

Lemma 3.20. This case is excluded from the definition. Inductively we argue with the

pair (F,
⊥
F ) in place of (F,C) and so forth. Since C is finite dimensional, the induction

will stop.

If F ⊂ G is an ordered pair of proper faces of C then by Remark 3.9 (b) the face F is a
face of G. Hence a concatenation of access sequences is an access sequence. qed

Proof of Theorem 2. If (F1, . . . , Fm) is a sequence of faces of the state reflection srV
such that F1 ∈ FV,⊥ and such that Fi ∈ F⊥(Fi−1) for i = 2, . . . ,m then Fi is a face of srV
for i = 1, . . . ,m. This follows from transitivity of the face property under inclusion, see
Remark 3.9 (b). Thus the condition Fi ∈ FV is redundant in the definition of an access
sequence of faces and we will drop it for the first direction of the proof.

Let (p1, . . . , pm) be an access sequence of projectors for srV . Then by definition the
projector p1 is a proper exposed projector of the state reflection and we get from (5.15)
that the face FV (p1) is a proper exposed face of srV . If p  q are two successive elements
of the access sequence (p1, . . . , pm) then by definition of an access sequence of projectors
the projector r := (κp)−1(q) satisfies r ∈ Pςp(V ),⊥. This implies Fςp(V )(r) ∈ Fςp(V ),⊥. Then
by Corollary 5.25 the face FV (q) is a proper exposed face of FV (p). This completes the
first direction of the proof.
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Let (F1, . . . , Fm) be an access sequence of faces for srV . Then sV (F1) ∈ PV,⊥ is a proper
exposed projector by (5.15). For two successive elements F ) G in the access sequence
(F1, . . . , Fm) we set p := sV (F ) and q := sV (G). Then by the lattice isomorphism sV :
FV → PV (see Remark 5.11) the projectors p, q belong to PV and we have p  q. Thus
for r := (κp)−1(q) we have r ∈ Pςp(V ) by Corollary 5.28. In particular, for the support
projector sςp(V )(Fςp(V )(r)) = r holds. In addition, we have by the definition of an access
sequence of faces that FV (q) ∈ F⊥(FV (p)) and from this we get from Corollary 5.25
that Fςp(V )(r) ∈ Fςp(V ),⊥. So r = sςp(V )(Fςp(V )(r)) ∈ Pςp(V ),⊥ and we conclude with
(κp)−1(q) ∈ Pςp(V ),⊥ as desired. qed

Proof of Corollary 5.31. This follows from Lemma 5.30 and Theorem 2. qed

Proof of Corollary 5.32. An ordered pair p ≤ q of proper projectors in PV corresponds
to the ordered pair FV (p) ⊂ FV (q) of proper faces of srV by the lattice isomorphism
PV → FV (5.54). By Lemma 5.30 there exists an access sequence of faces for srV including
both FV (p) and FV (q). Theorem 2 proves that the corresponding access sequence of
projectors for srV includes p and q. The case q ≤ p is analogue. qed

Proof of Lemma 5.37. The dimension of the face reflection for a projector p ∈ P is
dim(FV (p)) = dim(πlin(F(p))(V )) = rk(πlin(F(p))|V ) by (5.61). We use the operator norm on
the space of linear mappings V → A0

sa and prove below that the mapping

p 7→ πlin(F(p))|V
is continuous. By equivalence of norms on finite-dimensional vector spaces, the continuity
remains true in any matrix representation of the space in question. Thus it is sufficient
to have the rank function lower semi-continuous on a matrix space, which is proved in
Lemma 4.36.

Let p, q ∈ P with spectral norm bound ‖p−q‖ < 1. By Lemma 2.38 we have rk(p) = rk(q)
so tr(p) = tr(q) which we assume positive. By the explicit form (5.3) of the orthogonal
projection to the translation vector space of a face and by the inequality (2.12) we have
for all a ∈ A the estimate in trace norm

sup
‖a‖1=1

‖πlin(F(p))(a)− πlin(F(q))(a)‖1 = sup
‖a‖1=1

‖pap− tr(pa) p
tr(p)

− qaq + tr(qa) q
tr(q)

‖1

≤ sup
‖a‖1=1

(
‖pap− qap‖1 + ‖qap− qaq‖1 + ‖ tr(pa) p

tr(p)
− tr(pa) q

tr(q)
‖1

+‖ tr(pa) q
tr(q)

− tr(qa) q
tr(q)

‖1

)
≤ sup

‖a‖1=1

(
‖p− q‖1‖p‖1 + ‖q‖1‖p− q‖1 + 1

‖p‖1‖p− q‖1 + ‖p− q‖1

)
= (2‖p‖1 + 1

‖p‖1 + 1)‖p− q‖1.
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Moreover we have the global bound tr(p) ≤ tr(1l) < ∞. Then we get for non-zero
projectors p, q in spectral norm distance ‖p− q‖ < 1 the bound

2(‖1l‖1 + 1)‖p− q‖1

for the operator norm distance in trace norm between the mappings πlin(F(p)) and πlin(F(q)).
The estimate improves under restriction to V . qed

Proof of Lemma 5.40. Let (xi) ⊂ srV be a sequence with limit x := lim
i→∞

xi ∈ srV . As
the inaugural proof argument we assume that the second alternative

lim
i→∞

min{‖xi − y‖2 : y ∈ rb(FV (xi))} = 0

is wrong. The minima exist because faces of the state reflection are compact and the
same is true for their relative boundary. We deduce the first alternative x ∈ ri(FV (p))
for some p ∈ {s(xi) : i ∈ N}. After transition to a subsequence we fix a positive number
ε > 0 such that for i ∈ N

Bε(xi) ⊂ FV (xi)

with Bε(xi) a closed ball of radius ε about xi and of dimension dim(FV (xi)). By transition
to a subsequence we assume the constant dimension k := dim(FV (xi)) for i ∈ N and the
convergence

p := lim
i→∞

sV (xi).

Assumption of convergence of the support projectors is possible since the projector lattice
is compact by Lemma 2.38.

The main idea of the proof is that an accumulation point of the sequence of balls Bε(xi)
is a k-dimensional ball of radius ε about x included in the face reflection FV (p). On the
other hand, lower semi-continuity in Lemma 5.37 implies

dim(FV (p)) ≤ lim inf
i→∞

dim(FV (sV (xi))) = k.

The two arguments combined give x ∈ ri(FV (p)) and complete the proof.

Clear is that an accumulation point of the balls Bε(xi) will be a k-dimensional ball with
radius ε about x. The remaining proof is about existence of a converging subsequence and
about inclusion of the limit into the face reflection FV (p). We make a detour about the
lifted face lattice, where the homeomorphism P → F is available. First of all, to define an
affine lifting map from srV to the state space for each ball, let us work with smaller balls
of radius ε̃ := ε

k
> 0 about xi. Then by Remark 5.39 for each i ∈ N we can sandwich a
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regular k-dimensional simplex Zi of edge length ε
√

2(k+1)
k

between the boundary spheres
of Beε(xi) and Bε(xi). The result is

Beε(xi) ⊂ Zi ⊂ Bε(xi) ⊂ FV (xi) ∈ FV .

For an index i ∈ N we construct a lift ξi : Zi → LV (FV (xi)) by restriction of an affine map.
Let {ej}kj=0 be the extreme point set of the simplex Zi ⊂ FV (xi) and choose arbitrary
lifts fj ∈ LV (FV (xi)) such that πV (fj) = ej for j = 0, . . . , k. The assignment ej 7→ fj for
j = 0, . . . , k extends to an injective affine mapping aff(FV (xi)) → aff(LV (FV (xi))) and
we define ξi as the restriction of this mapping to Zi. As a consequence, for i ∈ N a lift ξi
is continuous and the lifted ball

Li := ξi(Beε(xi))
is a compact set, indeed an ellipse. Moreover, since the lifted face LV (FV (xi)) is convex
we have

Li = ξi(Beε(xi)) ⊂ ξi(Zi) = conv({fj}kj=1) ⊂ LV (FV (xi)) = F(sV (xi)).

Let us find a subsequence of Beε(xi) converging to a subset of FV (p). Since the state space
S(A) is bounded, we can use Blaschke selection theorem in [Sch], Theorem 1.8.6. This
says that the sequence Li has a converging subsequence. After transition to a converging
subsequence we put

L := lim
i→∞

Li.

From the homeomorphism P → F in Proposition 4.32 follows lim
i→∞

F(sV (xi)) = F(p)

because p = lim
i→∞

sV (xi). Since Li ⊂ F(sV (xi)) for i ∈ N we get from the criteria of
Hausdorff convergence in Remark 4.31 the inclusion L ⊂ F(p), thus

πV (L) ⊂ FV (p).

The following proof of lim
i→∞

Beε(xi) = πV (L) follows also from the Hausdorff convergence
criteria. To verify criterion (a) let y ∈ πV (L) and let z ∈ L with y = πV (z). From
criterion (a) applied to the limit limi→∞ Li = L we obtain a sequence of points zi ∈ Li
for i ∈ N with limi→∞ zi = z. Then for yi := πV (zi) ∈ Beε(xi) we have for i ∈ N

lim
i→∞

yi = lim
i→∞

πV ◦ ξi(yi) = πV

(
lim
i→∞

zi

)
= πV (z) = y.

To verify the convergence criterion (b) let yij ∈ Beε(xij) be a convergent sequence for
j ∈ N. Then

lim
j→∞

yij = lim
j→∞

πV ◦ ξij(yij) = πV

(
lim
j→∞

ξij(yij)

)
.

Since the state space is compact, we can select a convergent subsequence of ξij(yij). This
sequence converges to a point in L by criterion (b) applied to the limit limi→∞ Li = L.
Hence lim

j→∞
yij ∈ πV (L) as demanded. qed
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Proof of Theorem 3. Suppose x is an extreme point of the state reflection srV . By
Straszevicz’s theorem there exists a sequence (xi) of exposed points of srV such that
x = lim

i→∞
xi. Consider a limit point p of the sequence sV (xi) ∈ PV,⊥ of exposed support

projectors. Under transition to a subsequence sV (xi) with limit p we get

πV

(
p

tr(p)

)
= lim

i→∞
πV

(
sV (xi)

tr(sV (xi))

)
= lim

i→∞
xi = x.

Since x is an extreme point of the state reflection, we get FV (p) = {x}.

Assume that x belongs to the d-skeleton of the state reflection srV . By Asplund’s theorem
there exists a sequence (xi) of points each one contained in some exposed face Fi ∈ FV,⊥
of dimension at most d and such that x = lim

i→∞
xi. Without changing the limit x of the

sequence (xi) we can choose the point xi in the relative interior ri(Fi). Then we get for
i ∈ N the equalities

sV (xi) = sV (Fi) ∈ PV,⊥
for the support projectors. In particular, they are in the exposed projector lattice. The
projector lattice P is compact by Lemma 2.38 so we have by transition to a subsequence
the convergence

p := lim
i→∞

sV (xi)

to a projector p ∈ PV,⊥. If x ∈ ri(FV (p)) or if x ∈ ri(FV (sV (xi))) for some i ∈ N then
the proof is complete. Otherwise Lemma 5.40 shows that the point x is the limit of a
sequence (yi) of relative boundary points yi ∈ rb(Fi) for i ∈ N. Clearly, the dimension of
a face FV (yi) is strictly less than dim(Fi) ≤ d. Then the assumed lower semi-continuity
of the dimension function gives

dim(FV (x)) ≤ lim inf
i→∞

dim(FV (yi)) < d

and we see that x belongs to the (d− 1)-skeleton. Inductively we put the problem down
to the extreme point case treated in the beginning. qed

Proof of Corollary 5.42. One has the disjoint cover (5.49) srV =
⋃
p∈PV \{0} ri(FV (p)).

If the projector lattice PV is closed then PV,⊥ ⊂ PV . Assuming stability (Remark 5.47 (a))
of the state reflection srV one has by Theorem 3 the cover srV =

⋃
p∈PV,⊥

ri(FV (p)). qed

Proof of Lemma 5.48. The idea for the first part is to symmetrize an open set in C
by the midpoint map before doing the projection. Let U1 ⊂ C be open and convex. By
symmetry, the reflection U2 := rV (U1) is an open and convex subset of C. Since C is



CHAPTER 10. EVIDENCE 222

stable the set 1
2
(U1 +U2) is open. Thus the intersection 1

2
(U1 +U2)∩ V is open in C ∩ V .

By symmetry at V and by convexity of the sets 1
2
(U1 + U2) and C we have proved that

πV (1
2
(U1 + U2)) = 1

2
(U1 + U2) ∩ V is open in πV (C) = C ∩ V .

The observation πV (U1) = πV (1
2
(U1 + U2)) finishes the proof of the open projection.

Indeed, given v1 ∈ V and w1 ∈ V ⊥ such that v1 + w1 ∈ U1 we have v1 − w1 ∈ U2. Hence

πV (v1 + w1) = πV (
1

2
(v1 + w1 + v1 − w1)) ⊂ πV (

1

2
(U1 + U2)).

Conversely, for additional points v2 ∈ V and w2 ∈ V ⊥ such that v2 + w2 ∈ U2 we have
v2 − w2 ∈ U1 and get

πV (
1

2
(v1 + w1 + v2 + w2)) = πV (

1

2
(v1 + w1 + v2 − w2)) ⊂ πV (U1)

because U1 is convex.

We prove that the image πV (C) is stable. Consider open sets U1 ∩πV (C) and U2 ∩πV (C)
of πV (C) for U1, U2 ⊂ V open. By the modular law for cylinders we have (i = 1, 2)

Ui ∩ πV (C) = πV ((Ui + V ⊥) ∩ C)

and then

1

2
(U1 ∩ πV (C) + U2 ∩ πV (C)) = πV

(
1

2

(
(U1 + V ⊥) ∩ C + (U2 + V ⊥) ∩ C

))
.

The argument of πV on the right-hand side is open because C is stable. Since πV is
an open mapping, the left-hand side is open. The open set U1 and U2 in πV (C) were
arbitrary, hence the midpoint map for πV (C) is open and the set is stable. qed

Proof of Proposition 5.52. Let C ⊂ Rm be a convex set and H ⊂ Rm a linear hy-
perplane. Let s : C → s(C) be a homeomorphic symmetrization map for C at H. The
following proof is a generalization of the proof for Lemma 5.48 and the main idea is to
symmetrize an open set of s(C) by the reflection rH .

Let U1 ⊂ C be an open set. Then V1 := s(U1) is open in s(C) because s is a homeomor-
phism. By symmetry of s(C) the set V2 := rH(V1) is open in s(C) and U2 := s−1(V2) is
open in C. As in Lemma 5.48 we have

πH(U1) =
1

2
(V1 + V2) ∩H,
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in contrast to the lemma the symmetric set 1
2
(V1 +V2) may not be open and the open set

1
2
(U1 + U2) may not be symmetric at H.

Let us use a special open base for the topology of s(C) and for the topology of C the open
base corresponding under the homeomorphism s−1. We assume that V1 = (B+B⊥)∩s(C)
where B ⊂ H and B⊥ ⊂ H⊥ are convex open sets. Then V2 = (B − B⊥) ∩ s(C) and we
prove under these assumptions that 1

2
(V1 + V2) ∩H is covered by s (conv(U1, U2)). Then

the equality πH (s (conv(U1, U2))) = πH(U1) shows

πH(U1) = s (conv(U1, U2)) ∩H.

The proof is completed by the observation that the convex hull conv(U1, U2) is open in C
because C is stable [Pa].

We discuss the convex symmetric set 1
2
(V1+V2)∩H in relation to the open set s (conv(U1, U2)).

Notice that
1
2
(V1 + V2) ∩H = 1

2
[((B +B⊥) ∩ s(C)) + ((B −B⊥) ∩ s(C))] ∩H

=
⋃

b∈B⊥

1
2
((B + b) ∩ s(C) + (B − b) ∩ s(C))

=
⋃

b∈B⊥
((B + b) ∩ s(C))− b.

(10.8)

In addition, notice the monotonicity for b ∈ H⊥ and λ ∈ [0, 1]. One has

((B + b) ∩ s(C))− b ⊂ ((B + λb) ∩ s(C))− λb.

The monotonicity follows from symmetry at H of s(C) and from convexity of s(C). In
the case 0 ∈ B⊥ we find

1

2
(V1 + V2) ∩H = B ∩ s(C) ⊂ V1 = s(U1) ⊂ s (conv(U1, U2)) .

Now we have to restrict to the hyperplane case. If 0 6∈ B⊥ then by (10.8) for a point
v ∈ 1

2
(V1 + V2)∩H there exists a point b ∈ B⊥ \ {0} such that v + b ∈ V1 and v− b ∈ V2.

We put x1 := s−1(v+b) ∈ U1 and x2 := s−1(v−b) ∈ U2 and define the continuous function

ψ : C → R, x 7→ 〈b, s(x)〉

with ψ(x1) = ‖b‖2
2 > 0 and ψ(x2) = −‖b‖2

2 < 0. There exists a point x̃ ∈ [x1, x2] ⊂
conv(U1, U2) such that ψ(x̃) = 0. We have s(x̃) = v because the fiber π−1

H (v) = v+H⊥ is
one-dimensional.

Finally the proof that the image πH(C) is stable is the same as in Lemma 5.48. qed
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Proof of Corollary 5.53. By Proposition 4.35 the skeletons of the state space S(A)
are all compact. Thus, by Remark 5.47 (a) the state space is stable. Moreover, the state
space is compact so the symmetrization at H is a homeomorphism. Then Proposition 5.52
shows that the state reflection srH = πH(S(A)) is stable. qed

Proof of Lemma 6.22. Let a ∈ Cyl = E + U⊥ and put M := S(A) ∩ (a + U⊥). We
want to prove that E ∩M consists of a single point. Since 1l ∈ U⊥ we can assume without
loss of generality that tr(a) = 1. Then we have

M = S(A) ∩ (a+ U⊥,0) and a ∈ E + U⊥,0.

For abbreviation we put A := a+ U⊥,0.

By definition we haveM 6= ∅. The convex manifold S(A) is the relative interior of the state
space S(A), so the affine space A and S(A) share a relative interior point. Thus by (3.18)
we have aff(M) = aff(S(A))∩A. The affine hull of S(A) is the affine hull of the state space
(4.25), aff(S(A)) = A1

sa. So aff(M) = A and we see that M = S(A) ∩ aff(M) is a convex
sub-manifold of S(A) with translation vector space lin(M) = U⊥,0. In particular for any
σ ∈ E ∩M the m-representation of the tangent space TσM is T(m)

σ M = lin(M) = U⊥,0.
Let θ := ln0(σ) ∈ Θ. The canonical representation of the tangent space Tσ E is T

(Θ)
θ E = U .

The BKM-metric (6.23) evaluated under two vectors u ∈ Tσ E and v ∈ TσM is (6.11)
〈u, v〉σ = 〈u(Θ), v(m)〉 = 0 and the dimension equation

dim(Tσ S(A)) = dim(A0
sa) = dim(U) + dim(U⊥,0) = dim(Tσ E) + dim(TσM)

completes the proof of the orthogonal direct sum with respect to the BKM-metric

Tσ S(A) = Tσ E ⊕ TσM. (10.9)

Now we prove that the intersection E ∩M consists of only one point. Since a ∈ A =
aff(M) ⊂ aff(S(A)) and since σ belongs to the relative open set S(A), there is ε > 0 such
that ρ := σ + ε(a− σ) ∈ S(A). In particular, if a ∈ S(A) we may choose ε = 1 and keep
ρ = a. The m-geodesic (6.24) γ(m)

σρ and the e-geodesic (6.25) γ(e)
στ for arbitrary τ ∈ E meet

at σ ∈ E orthogonally with respect to BKM-metric (10.9). If τ 6= σ then we obtain by
the distance like properties (6.19) and the Pythagorean theorem of relative entropy (6.26)
the estimate

S(ρ, σ) < S(ρ, σ) + S(σ, τ) = S(ρ, τ).

This proves that Sρ has a unique minimum at σ. In particular, the intersection E ∩M
contains a unique point because σ ∈ E ∩M was chosen arbitrary. qed
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Proof of Lemma 6.25. Let (xi) ⊂ Asa be a sequence with limi→∞ ‖xi‖ = ∞. We
select a subsequence and put u := limi→∞

xi

‖xi‖ . We put si := xi − µ+(xi)1l with the
maximal eigenvalue µ+(xi) of xi for i ∈ N. Let us first prove the support projector bound
for an accumulation point of (esi). For convenience we select a subsequence and put
z = limi→∞ esi . For i ∈ N we use the perturbation ti := xi

‖xi‖ of u where

si = ‖xi‖(ti − µ+(ti)1l).

Consider for i ∈ N the total projectors of ti which are for µ ∈ spec(u) given by qµ(i) :=
− 1

2πi

∫
γµ

(ti − ζ)−1 d ζ. Here we have used a positive-oriented curve γµ in the resolvent set
of u enclosing µ and no other eigenvalues of u. With the spectral projector pµ(u) of u for
an eigenvalue µ ∈ spec(u) one has [KaT]

lim
i→∞

qµ(i) = pµ(u).

For a fixed spectral value µ ∈ spec(u) we define for i ∈ N a sequence of hermitean unitaries
vi := sgn(1l− qµ(i)− pµ(u)) reflecting the projectors on each other, pµ(u) = vqµ(i)v [Av]
and such that (2.50)

lim
i→∞

vi = 1l− 2pµ(u).

The eigenvalues of ti|Im(qµ(i)) converge to µ for i→∞, hence si

‖xi‖ = ti − µ+(ti)1l behaves
as follows. The eigenvalues of si

‖xi‖ |Im(qµ(i)) converge to µ− µ+(u) for i→∞ and si

‖xi‖qµ(i)

is zero on the complement ker(qµ(i)). We assume µ 6= µ+(u) is not the largest eigenvalue
of u, then ε := 1

2
(µ+(u) − µ) > 0. For large i ∈ N the eigenvalues of vi si

‖xi‖qµ(i)vi are
bounded above by −ε in restriction to Im(pµ(u)) and zero on the complement ker(pµ(u)).
So

1l− pµ(u) ≤ e
vi

si
‖xi‖

qµ(i)vi ≤ 1l + (e−ε − 1)pµ(u)

and then 1l− pµ(u) ≤ evisiqµ(i)vi ≤ 1l + (e−ε‖xi‖ − 1)pµ(u). We find limi→∞ ‖xi‖ = ∞ that

lim
i→∞

esiqµ(i) = lim
i→∞

vie
visiqµ(i)vivi = (1l− 2pµ(u))(1l− pµ(u))(1l− 2pµ(u)) = 1l− pµ(u).

Now consider

z = lim
i→∞

esi = lim
i→∞

e

P
µ∈spec(u)

siqµ(i)

=
∏

µ∈spec(u)

lim
i→∞

esiqµ(i) =
∏

µ∈spec(u)
µ 6=µ+(u)

(1l− pµ(u)) lim
i→∞

esiqµ+(u)(i)

= p+(u) lim
i→∞

esiqµ+(u)(i).

This shows p+(u)z = z and then by (2.46) we have s(z) ≤ p+(u).

The discussion of the support projector bound for an accumulation point ρ of (exp1(si)) =
( esi

tr(esi )
) is led by geometry. The points si belong to the relative boundary of the negative
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of the positive cone − rb(A+), (4.14). In particular, by the maximal eigenvalue zero the
trace tr(esi) ≥ 1 is bounded below away from zero and one has the inclusion

(esi) ⊂ {z ∈ Asa : ‖z‖ ≤ 1}

into the unit ball of Asa which is a compact subset. The limit z of a convergent subsequence
of (esij ) reproduces ρ = z

tr(z)
with the support bound discussed above. qed

Proof of Corollary 6.26. Let (ρi) ⊂ E be a converging sequence with limit ρ 6∈ E . For
i ∈ N we put θi := ln0(ρi) ∈ Θ. If a subsequence of ‖θi‖ is bounded then (θi) has a
converging subsequence (θij) with limit in Θ and by continuity of exp1 follows

ρ = lim
j→∞

ρij = lim
j→∞

exp1(θij) = exp1( lim
j→∞

θij) ∈ E .

We see that the assumption ρ 6∈ E implies limi→∞ ‖θi‖ = ∞.

By compactness of the unit sphere in A0
sa the sequence ( θi

‖θi‖) has an accumulation point.
We select a converging subsequence and put u := limi→∞

θi

‖θi‖ . From limi→∞ ‖θi‖ = ∞
follows u ∈ lin(Θ) = U so by (5.16) the maximal projector p+(u) of u belongs to the
exposed projector lattice PU,⊥ of srU . We can apply Lemma 6.25 and get s(ρ) ≤ p+(u)
because ρ = limi→∞ exp1(θi) = limi→∞ exp1(θi − µ+(θi)1l) . qed

Proof of Lemma 6.28. Since f(K \ K) ∩ L = ∅ we have f(K) ∩ L = f(K) ∩ L and
L \ f(K) = L \ f(K). This gives

L = (f(K) ∩ L) ∪ ((L \ f(K)) ∩ L) = (f(K) ∩ L) ∪ (L \ f(K)).

Since f(K) is open and f(K) is compact, the above union is a disconnection for L unless
L \ f(K) = L \ f(K) is empty. So f(K) ⊃ L. qed

Proof of Theorem 4. First we prove that the Jacobian of π : E → U is invertible
at every point σ ∈ E . We choose a basis x1, . . . , xp of Tσ E such that the canonical
representation x

(Θ)
1 , . . . , x

(Θ)
p is an ONB of the canonical tangent space U = T

(Θ)
ln0(σ) E .

Then for u ∈ Tσ E we have by (6.10) and by (6.23)

Dπ(u)|σ = πU(u(m)) =

p∑
i=1

〈x(Θ)
i , u(m)〉x(Θ)

i =

p∑
i=1

〈xi, u〉σ x(Θ)
i .

The BKM-metric 〈·, ·〉σ is non-degenerate hence Tσ E → U , u 7→ D π(u)|σ is invertible.
We can conclude that π is a diffeomorphism through a proof of injectivity. We can prove
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injectivity of π : E → U with Lemma 6.22. Let π(ρ) = π(σ) for ρ, σ ∈ E . Then ρ−σ ∈ U⊥

implies ρ+ U⊥ = σ + U⊥. Thus

{ρ} = E ∩ (ρ+ U⊥) = E ∩ (σ + U⊥) = {σ}.

We have proved that π is a diffeomorphism.

We want to find out the image of the mean value chart. The image of the diffeomorphism
π is an open subset of U . And it is included in the relative interior of the state reflection

π(E) ⊂ ri(srU)

because E ⊂ S(A) = ri(S(A)). Suppose a state ρ belongs to E \ E . It is proved in
Corollary 6.26 that the support projector of ρ is dominated by a proper exposed projector
p ∈ PU,⊥, that is s(ρ) ≤ p. From this it follows by (5.58) that πV (ρ) ∈ rb(srU). This
shows

πU(E \ E) ⊂ rb(srU).

With K := E , L := ri(srU) and f := πU |E we meet the conditions of Lemma 6.28
that E is bounded, ri(srU) is connected, πU : E → srU is continuous, πU(E) is open,
πU(E) ∩ ri(srU) 6= ∅ and πU

(
E \ E

)
∩ ri(srU) = ∅. The lemma proves

πU(E) = ri(srU).

By continuity of πU and by compactness of E we get also πU(E) = srU . qed

Proof of Corollary 6.30. This follows immediately from the definition (6.29) of the
mean value parametrization and from Theorem 4. qed

Proof of Corollary 6.31. By Theorem 4 we have

Cyl = E + U⊥ = πU(E) + U⊥ = ri(srU) + U⊥.

By equivariance (3.15) of reduction to the relative interior under affine maps we have
ri(srU) = ri(πU(S(A))) = πU(S(A)) and obtain Cyl = πU(S(A)) + U⊥ = S(A) + U⊥ as
desired. For the domain expression notice that

Dom = S(A) ∩ Cyl = S(A) ∩
(
ri(srU) + U⊥) .

The argument is completed by (5.58) which says that a state ρ ∈ S(A) projects under
πU to the relative boundary rb(srU) if and only if the support projector s(ρ) of ρ satisfies
s(ρ) ≤ p for some proper projector p ∈ PU . qed
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Proof of Lemma 7.5. At the beginning we estimate the support projector of a possible
limit point. We can not apply Lemma 6.25 directly because the largest eigenvalue of θ+λu
may not be zero. Thus we choose a monotone real sequence (λi) with limi→∞ λi = ∞ and
we study the limit z = limi→∞ eθ+λiu for u 6= 0. With Lemma 6.25 we have the estimate
s(z̃) ≤ p+(u) for the support projector of an accumulation point z̃ of

exp(θ + λiu− µ+(θ + λiu)1l)

because limi→∞
θ+λiu
‖θ+λiu‖ = u

‖u‖ . Let us prove s(z) = s(z̃). For i ∈ N we have

eθ+λiu−µ+(θ+λiu)1l = e−µ+(θ+λiu)eθ+λiu

and it is sufficient to show that e−µ+(θ+λiu) converges to a non-zero number for i →
∞. We show that the maximal eigenvalue µ+(θ + λiu) is bounded below and monotone
decreasing. With H the Hilbert space (2.7) of A, one has by the min-max principle [Ree4]
µ+(θ + λiu) = maxx∈H,‖x‖2=1〈x, (θ + λiu)(x)〉. Since 〈x, u(x)〉 ≤ 0 for x ∈ H we see
the desired monotonicity. Using a normalized vector x ∈ ker(u) we get the lower bound
µ+(θ + λiu) ≥ 〈x, θ(x)〉. A monotone decreasing and bounded real sequence converges.
We have proved s(z) ≤ p+(u).

To calculate z we denote for µ ∈ spec(u) the spectral projector pµ := pµ(u) of u. Then
p0 = p+(u) is the kernel projector and the maximal projector of u. We consider for real
parameter c > 0 the perturbed matrix

t(c) := u+ cθ.

For an eigenvalue µ ∈ spec(u) and a positive-oriented curve γµ in the resolvent set of
u, enclosing the eigenvalue µ and no other eigenvalues of u, we have the total projector
qµ(c) := − 1

2πi

∫
γµ

(t(c)− ζ)−1 d ζ. The total projector is expanded as1

qµ(c) = pµ + cq(1)
µ + o(c)c→0

for q(1)
µ := 1

2πi

∫
γµ

(u− ζ)−1θ(u− ζ)−1 d ζ, see [KaT] II-§1.3/1.4. We get

qµ(c)t(c)qµ(c) = µpµ + c
(
µ(pµq

(1)
µ + q(1)

µ pµ) + pµθpµ
)

+ o(c)c→0.

In particular for µ = 0 one has

1

c
q0(c)t(c)q0(c) = p0θp0 + o(1)c→0. (10.10)

1The equality f(c) = o(g(c))c→d means that limc→d
‖f(c)‖
|g(c)| = 0 for an operator valued function f , a

real function g and d ∈ R ∪ {±∞}.
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The total projectors qµ(c) are pairwise orthogonal and the set {qµ(c)}µ∈spec(u) is a complete
set of projectors for small values of c. We expand for small values of c

e
1
c
t(c) = e

P
µ∈spec u

1
c
qµ(c)t(c)qµ(c) =

∏
µ∈specu

e
1
c
qµ(c)t(c)qµ(c).

As shown above, the support projector is bounded s(z) ≤ p0 and we get

z = p0z = p0 lim
c→0

e
1
c
t(c) = lim

c→0
q0(c)e

1
c
t(c) = lim

c→0
q0(c)e

1
c
q0(c)t(c)q0(c).

The limit is evaluated using (10.10) as z = p0e
p0θp0 . qed

Proof of Lemma 7.6. Let θ, u ∈ Asa. We put µ := µ+(u) the maximal eigenvalue of
u and p := p+(u) the maximal projector of u. For λ ∈ R one has exp1(θ + λu) =
exp1(θ + λ(u− µ1l)) by invariance of exp1. Since p = p+(u− µ1l) we get by Lemma 7.5

lim
λ→∞

exp1(θ + λu) =
pepθp

tr(pepθp)
.

The free energy (6.6) is for λ ∈ R

F (θ + λu)− λµ = F (θ + λ(u− µ1l)) = ln
(
tr
(
eθ+λ(u−µ1l)

))
.

We get by Lemma 7.5 limλ→∞ (F (θ + λu)− λµ) = ln
(
tr
(
pepθp

))
. Using transport of

functional calculus (2.33) under κp this gives ln
(
tr
(
pepθp

))
= ln

(
tr
(
e(κ

p)−1(pθp)
))

=

F ((κp)−1(pθp)). qed

Proof of Theorem 5. To begin, observe that E is covered by e-geodesics contained in E
and trivially E = κ1l(E1l). Other points ρ ∈ S(A)\E belong to the closure of an e-geodesic
in E if and only if

ρ = lim
λ→∞

exp1(θ + λu) for some θ ∈ Θ and u ∈ U \ {0}.

By the limit expression in Lemma 7.6 and by the characterization of the exposed projector
lattice PU,⊥ through maximal projectors, see (5.16), the above statement is equivalent to

ρ =
pepθp

tr(pepθp)
for some θ ∈ Θ and a proper p ∈ PU,⊥.

Using the invariant parametrization (7.7) of a compression κp(Ep), the previous statement
is equivalent to

ρ ∈ κp(Ep) for a proper p ∈ PU,⊥. qed
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Proof of Corollary 7.7. The state reflection srU is the disjoint union of relative interiors
of its faces (5.56) srU =

⋃
p∈PU\{0} ri(FU(p)). For non-zero p ∈ PU the relative interior

ri(FU(p)) is the set of mean values with respect to U of the compression κp(Ep) (7.10). By
Theorem 5 the compression κp(Ep) is covered by closures of e-geodesics in E if and only if
p ∈ PU,⊥. For all other projectors p ∈ P the compression κp(Ep) is not met by the closure
of any e-geodesic in E . qed

Proof of Proposition 7.9. Let p ∈ PU be a non-zero projector. The cylinder on Ep is
Cylp = Ep + ςp(U)⊥ = ri(srςp(U)) + ςp(U)⊥ = S(A) + ςp(U)⊥, see (7.11). This implies the
sequence

Ep ⊂ S(Ap) ⊂ Domp ⊂ Cylp

ordered by inclusion. Recall that Domp = S(Ap) ∩ Cylp by definition. For the small-
est set Ep in the sequence follows from the mean value chart for compressions (7.9) the
diffeomorphism

πp = πςp(U)|Ep : Ep → ri(srςp(U)).

The inverse is given by the mean value parametrization Mp : ri(srςp(U)) → Ep, see Corol-
lary 6.30. But the largest set in the sequence Cylp = Ep + ςp(U)⊥ has the same mean
values. We have verified the left-hand side of the diagram.

It is not reasonable to include κp(Cylp) into the diagram, see Remark 5.21 (c). We enter
the right-hand side of the diagram through the domain Domp of Ep. Since Domp ⊂ (Ap)1

sa
we get from the first diagram in Proposition 5.20 that the whole diagram commutes,
except we have to verify the expression for

κp(Ep) ⊂ κp(S(Ap)) ⊂ κp(Domp)

and πU(κp(Domp)) on the right hand side of the diagram. By (4.38) we have κp (S(Ap)) =
ri (F(p)). The formula for the domain follows from Proposition 5.27 applied to ri(F(p)) ⊂
F(p),

κp(Domp) = κp
(
S(Ap) ∩ Cylp

)
= κp

(
S(Ap) ∩

(
S(Ap) + ςp(U)⊥

))
= F(p) ∩

(
ri(F(p)) + κp

(
ςp(U)⊥

))
= S(A) ∩

(
ri(F(p)) + U⊥) = S(A) ∩

(
ri(FU(p)) + U⊥) .

From this expression follows πU(κp(Domp)) ⊂ ri(FU(p)). By (7.10) there is a diffeomor-
phism πU |κp(Ep) : κp(Ep) → ri(FU(p)). qed

Proof of Proposition 7.11. A density matrix ρ ∈ S(A) belongs to κp(Domp) for a
unique non-zero projector p ∈ PU by (7.13). We can show that

p =
∧
{q ∈ PU : q ≥ s(ρ)}.
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Since ρ ∈ F(p) one has p ≥ s(ρ) (4.33). Hence it remains to prove that p is the minimum
of {q ∈ PU : q ≥ s(ρ)}. For all q ≥ s(ρ) we have ρ ∈ F(q) so πU(ρ) ∈ FU(q). On the other
hand, since ρ ∈ κp(Domp) we get from Proposition 7.9 that πU(ρ) ∈ ri(FU(p)). Now the
relative interior ri(FU(p)) meets the face FU(q) and Remark 3.9 (e) proves the inclusion
FU(p) ⊂ FU(q). The lattice isomorphism FU → PU (5.53) concludes with p ≤ q.

The combinatorial extension Ecmb =
⋃
p∈PU\{0} κ

p(Ep) is composed of isomorphically la-
beled parts compared to the state reflection srU =

⋃
p∈PU\{0} ri(FU(p)). On each of these

parts, for non-zero p ∈ PU , there is a bijection induced by the mean value chart (7.10)

πU |κp(Ep) : κp(Ep) → ri(FU(p)).

The ranges ri(FU(p)) are disjoint by the stratification of the state reflection into relative
interiors of faces. The domains κp(Ep) (included in ri(F(p))) are disjoint by stratification of
the state space in relative interiors of faces. Hence the combination πcmb : Ecmb → srU (7.5)
of these restricted projections is a bijection. The combinatorial mean value chart πcmb =
πU |Ecmb is a restriction of the projection πU . Hence for a point x ∈ ri(FU(p)) = πU(κp(Ep))
with non-zero p ∈ PU the fiber x + U⊥ intersects Ecmb at (π

cmb
)−1(x) = (πU |κp(Ep))

−1(x)
and nowhere else. This proves the geometric expression

x 7→ (x+ U⊥) ∩ Ecmb

for the inverse (π
cmb

)−1 of the combinatorial mean value chart. qed

Proof of Lemma 7.14. By Lemma 6.22 for a state ρ ∈ Dom there is a unique minimum
of relative entropy (6.18) on E at N(ρ) ∈ E . The combinatorial normal projection N cmb

restricts to N = N cmb|Cyl by definition and the distance Sρ(N(ρ)) is finite since N(ρ) ∈ E
has full support. It remains to show Sρ(σ) > Sρ(N(ρ)) for σ ∈ Ecmb \ E . In fact we prove
Sρ(σ) = ∞ for σ ∈ Ecmb \ E . Since ρ ∈ Dom one has by Corollary 6.31

s(ρ) 6≤ p for all proper p ∈ PU .

By definition (7.4) of the combinatorial extension Ecmb and since σ ∈ Ecmb \ E there is a
proper projector p ∈ PU such that σ ∈ κp(Ep). This implies s(σ) = p. Hence s(ρ) 6≤ s(σ)
and Sρ(σ) = ∞. qed

Proof of Lemma 7.15. Let θ, u ∈ A0
sa with non-zero u. The derivative of relative en-

tropy in the canonical chart is (6.21)

d

dλ
Sρ (exp1(θ + λu)) = 〈u, exp1(θ + λu)− ρ〉.
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The face of S(A) exposed by u is F⊥(u) = F(p) (4.47) for p := p+(u) the maximal
projector of u. If ρ ∈ F⊥(u) then for arbitrary τ ∈ S(A) the inequality 〈u, τ − ρ〉 ≤ 0
(3.34) holds. Since u ∈ lin(S(A)) = A0

sa (4.26) one has by Theorem 13.1 in [Ro] for τ in
the relative interior ri(S(A)) the strict inequality 〈u, τ − ρ〉 < 0. Points on an e-geodesic
are invertible and belong to ri(S(A)) = S(A) (4.27). So we get for λ ∈ R

d

dλ
Sρ (exp1(θ + λu)) < 0.

The limit of the e-geodesic is by Lemma 7.6 and by (7.7)

σ := lim
λ→∞

exp1(θ + λu) = κp
(
exp1

(
(κp)−1(pθp)

))
.

We use the decomposition (6.20) of relative entropy for an invertible density matrix τ

S(ρ, τ) = −S(ρ)− 〈ρ, ln0(τ)〉+ F (ln0(τ)).

The limit σ is not invertible but it can be made invertible by transition to the compression
Ap. Let ρp := (κp)−1(ρ) and σp := (κp)−1(σ). Then ln0(σp) = (κp)−1(pθp) and with the
limit of free energy calculated in Lemma 7.6 we have

S(ρ, σ) + S(ρ) = S(ρp, σp) + S(ρp) = −〈ρp, ln0(σp)〉+ F (ln0(σp))

= −〈(κp)−1(ρ), (κp)−1(pθp)〉+ F ((κp)−1(pθp))

= −〈ρ, θ〉+ limλ→∞ [F (θ + λu)− λµ+(u)] .

Since s(ρ) ≤ p = p+(u) one has 〈ρ, u〉 = µ+(u) and so

S(ρ, σ) + S(ρ) = limλ→∞ [−〈ρ, θ + λu〉+ F (θ + λu)]

= limλ→∞ [S(ρ, exp1(θ + λu)) + S(ρ)] .

The desired equation S(ρ, σ) = limλ→∞ S(ρ, exp1(θ + λu)) follows. qed

Proof of Lemma 7.16. Let p ∈ PU and q ∈ κp
(
PςP (U),⊥

)
be non-zero projectors with

q � p. Then Q := (κp)−1(q) ∈ PςP (U),⊥ is a proper projector. By (5.16) there exists
non-zero ũ ∈ ςp(U) such that Q = p+(ũ). First we prove the covering formula. Let σ̃ ∈ Ep
be arbitrary. Then for θ̃ := ln0(σ̃) ∈ ςp(Θ) the e-geodesic

λ 7→ geθ(λ) := exp1(θ̃ + λũ)

is included in Ep it passes through σ̃. Let us prove that the following diagram commutes.

Θ
ςp //

ςq

��

ςp(Θ)

κp

»
lim

λ→∞
exp1(g(·)(λ))

–

��
ςq(Θ)

κq◦exp1

// κq(Eq)
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We have the equality θ̃ = ςp(θ) for some θ ∈ Θ. By Lemma 7.6 one has

κp
[

lim
λ→∞

exp1(geθ(λ))
]

= κp

 QeQ
eθQ

tr
(
QeQeθQ)

 =
qeqκ

p(eθ)q
tr
(
qeqκp(eθ)q) . (10.11)

One has (5.60) κp(θ̃) = pθp− tr(pθ) p
tr(p)

. Since q ≤ p and by invariance of (10.11) under

addition of multiples of q to κp(θ̃), (10.11) is equal to qeqθq

tr(qeqθq)
. This is (modulo κq) the

surjective pullback (7.7) of the canonical parametrization of Eq, so the diagram commutes
and κq(Eq) is covered by the images of the mappings in the diagram.

Let ρ ∈ F(q). We visit the algebra Ap and set ρp := (κp)−1(ρ) ∈ S(Ap). The relative
entropy Sρ

(
κp
(
exp1(θ̃ + λũ)

))
= Sρp

(
exp1(θ̃ + λũ)

)
is strictly monotone decreasing in

the parameter λ by Lemma 7.15 because s(ρp) ≤ p+(ũ). Moreover

lim
λ→∞

Sρp(geθ(λ)) = Sρp( lim
λ→∞

geθ(λ)) = Sρ

(
κp
(

lim
λ→∞

geθ(λ)
))

.

Hence the infimum is attained at the limit point. qed

Proof of Theorem 6. At the beginning let us choose ρ ∈ S(A). Then ρ ∈ κp(Domp)
for the infimum of projectors

p :=
∧
{r ∈ PU : r ≥ s(ρ)}

by Proposition 7.11. If p = 1l then ρ ∈ Dom = S(A) ∩ (S(A) + U⊥) and the statement
of the theorem is proved in Lemma 7.14. Let us assume in the following that p ∈ PU is
a proper projector. We divide the proof in four paragraphs. Let q ∈ PU be an arbitrary
non-zero projector.

(a) Sρ has a unique minimum on κp(Ep) at N cmb(ρ),
(b) if q ≥ p then inf

σ∈E
Sρ(σ) = inf

σ∈κq(Eq)
Sρ(σ),

(c) if q  p then Sρ has no minimum on κq(Eq),
(d) if q 6≥ p then Sρ(σ) = ∞ for all σ ∈ κq(Eq).

These statements are a self-explaining proof of the theorem because Ecmb =
⋃
q∈PU\{0} κ

q (Eq)
(7.4) and because “≤” is a partial ordering on the projector lattice PU .

(a) We prove the existence of a minimum of Sρ on κp(Ep). Put ρp := (κp)−1(ρ) ∈ Domp.
Using the normal projection Np for Ep (7.12) and Lemma 6.22 there is unique minimum
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of relative entropy on κp(Ep),

inf
σ∈κp(Ep)

Sρ(σ) = inf
σp∈Ep

Sρp(σp) = Sρp(Np(ρp)).

With (7.22) we have Sρp(Np(ρp)) = Sρ(κ
p ◦Np(ρp)) = Sρ(N

cmb(ρ)).

(b) We show for q ≥ p the equality of infima infσ∈E Sρ(σ) = infσ∈κq(Eq) Sρ(σ). If q = 1l
then nothing is to show. Otherwise if q is proper then by Corollary 5.32 there is an access
sequence of projectors for srU including both p and q. We can use for some m ∈ N an
access sequence of projectors for srU

1l  p1  · · ·  pm

such that p = pm and q = pi for some i ∈ {1, . . . ,m}. We put p0 := 1l. By Definition 5.29 of
an access sequence one has for i ∈ {0, . . . ,m−1} and two successive members pi  pi+1 of
the sequence the proper projector (κpi)−1(pi+1) ∈ Pςpi (U),⊥. Further, since ρ ∈ κp(Domp)
one has ρ ∈ F(p) and so ρ ∈ F(pi) for i ∈ {1, . . . ,m}. Now, for each i ∈ {0, . . . ,m − 1}
there is by Lemma 7.16 a collection of e-geodesics geσ : R → Epi

labeled by σ̃ ∈ Epi
,

included in Epi
and passing through σ̃. Then the lemma proves the equality

infeσ∈Epi

Sρ(κ
pi(σ̃)) = infeσ∈Epi

inf
τ∈geσ Sρ(κ

pi(τ)) = infeσ∈Epi

Sρ

(
κpi

(
lim
λ→∞

geσ(λ)
))

= inf
σ∈Epi+1

Sρ(κ
pi+1(σ)).

By induction we get the desired equality for q.

(c) We prove for q  p that Sρ has no minimum on κq(Eq). Here we have to include the
case q = 1l. We can use the setup of (b) with the modification that q may be equal to
p0 = 1l. Since q  p one has q = pi for some i < m. When we consider an arbitrary point
σ̃ ∈ Epi

then by Lemma 7.16 the relative entropy Sρ is strictly monotone decreasing along
the curve κpi ◦ geσ. Thus a minimum on κpi(Epi

) is impossible.

(d) We prove for q 6≥ p that Sρ(σ) = ∞ for all σ ∈ κq(Eq). Since p is defined as the
infimum p =

∧
{r ∈ PU : r ≥ s(ρ)} the inequality q ≥ s(ρ) implies q ≥ p. Hence the

relation q 6≥ s(ρ) holds. A point σ ∈ κq(Eq) has support s(σ) = q so s(σ) 6≥ s(ρ) and the
relative entropy (6.17) is Sρ(σ) = ∞. qed

Proof of Corollary 7.17. The reverse information closure of E is defined by (7.2)

clrI(E) := {ρ ∈ S(A) : inf
σ∈E

S(ρ, σ) = 0}.
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For arbitrary ρ ∈ S(A) we have by Theorem 6

inf
σ∈E

S(ρ, σ) = S(ρ,N cmb(ρ)).

Hence ρ ∈ clrI(E) if and only if S(ρ,N cmb(ρ)) = 0, which is equivalent to ρ = N cmb(ρ)
(6.19). By Remark 7.13 one has N cmb(S(A)) = Ecmb hence ρ = N cmb(ρ) if and only if
ρ ∈ Ecmb. qed

Proof of Example 7.21. For E we use the parametrization with t, ϕ ∈ R

ρ(t, ϕ) := exp1 [t((σ1 ⊕ 0) sin(ϕ) + (σ2 ⊕ 1) cos(ϕ))] .

With 1l2 the identity in M2, this is by (4.8)

ρ(t, ϕ) =
(1l2 cosh(t) + b(ϕ)σ̂ sinh(t))⊕ et cos(ϕ)

2 cosh(t) + et cos(ϕ)

which we want to write for large t as

ρ(t, ϕ) =

1
2

(
2 cosh(t)

et 1l2 + 2 sinh(t)
et b(ϕ)σ̂

)
⊕ et(cos(ϕ)−1)

2 cosh(t)
et + et(cos(ϕ)−1)

because 2 cosh(t)
et → 1 and 2 sinh(t)

et → 1 for t → ∞. We parametrize the relative interior of
the segment g with λ ∈ (0, 1) by

τ(λ) :=
λ

2
p+ (1− λ)q = (1− λ

2
)p+(σ2)⊕

λ

2
.

For t > 0 we use the angles

ϕ(t) :=

√
2

t
ln

(
2− λ

λ

)
that satisfy limt→∞ ϕ(t) = 0 and

et(cos(ϕ(t))−1) = e−
t
2
ϕ(t)2(1+o(1)t→∞) =

(
λ

2− λ

)1+o(1)t→∞

.

Then

lim
t→∞

ρ(t, ϕ(t)) =
1
2
(1l2 + σ2)⊕ λ

2−λ

1 + λ
2−λ

= τ(λ).

This proves that g ⊂ E . qed
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Proof of Lemma 7.22. Let ρ 6= σ in E and put x := πU(ρ) = πU(σ) ∈ srU . Then, with
a := 〈σ − ρ, ρ〉 and b := 〈σ − ρ, σ〉 one has b = a + ‖σ − ρ‖2

2 > a and we obtain a real
segment [a, b] of positive length.

Let n ∈ N. There exist ρ̂, σ̂ ∈ E such that ‖ρ − ρ̂‖2 <
1
n

and ‖σ − σ̂‖2 <
1
n
. We put

y := πU(ρ̂) and z := πU(σ̂) and define the curve for λ ∈ [0, 1]

r(λ) := (1− λ)y + λz.

By Theorem 4 the curve r belongs to the relative interior ri(srU) of the state reflection.
We can use the mean value parametrization for E established in Corollary 6.30 and define
a curve in E for λ ∈ [0, 1]

τ(λ) := M ◦ r(λ).

Using the inequality ‖x − y‖2 = ‖πU(ρ) − πU(ρ̂)‖2 ≤ ‖ρ − ρ̂‖2 <
1
n

and the analogue
‖x− z‖2 <

1
n

we have for λ ∈ [0, 1] the inequality ‖x− r(λ)‖2 <
1
n
. This proves that the

curve τ is included in the cylinder

{u ∈ U : ‖x− u‖2 <
1

n
}+ U⊥. (10.12)

The curve τ leads from ρ̂ to σ̂. By the Schwarz inequality (2.3) and the bound
√

2 of the
state space in HS norm (Remark 4.5 (b)) one has

|〈σ − ρ, ρ̂〉 − a| ≤ ‖σ − ρ‖2‖ρ̂− ρ‖2 ≤
√

2

n

and similarly |〈σ − ρ, σ̂〉 − b| ≤
√

2
n

. Hence, by the intermediate value theorem for a
continuous real function, for each ξ ∈ [a +

√
2
n
, b −

√
2
n

] there exists λ ∈ [0, 1] such that
〈σ − ρ, τ(λ)〉 = ξ. We can define for each ξ ∈ [a+

√
2
n
, b−

√
2
n

]

ρn(ξ) := τ(λ) such that 〈σ − ρ, ρn(ξ)〉 = ξ.

Now let us fix ξ ∈ (a, b). Then for sufficiently large n ∈ N, a sequence of density
matrices ρn(ξ) is defined. By compactness of the variation closure E there is a converging
subsequence of ρn(ξ) with limit ρ∞(ξ) ∈ E . By (10.12) one has πU(ρ∞(ξ)) = x. On the
other hand 〈σ− ρ, ρ∞(ξ)〉 = ξ proves that limit points ρ∞(ξ) for mutually distinct values
of ξ in the segment (a, b) are mutually distinct. qed

Proof of Lemma 7.24. If p ∈ PU is a non-zero projector then we can assume for a
sequence (pi) ⊂ PU of non-zero projectors that p = limi→∞ pi. For every ρ ∈ κp(Ep)

ρ =
pepθp

tr(pepθp)
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holds for some θ ∈ Θ with the canonical parameter space Θ of E (7.7). Similarly, for
i ∈ N the density matrix

ρi :=
pie

piθpi

tr(piepiθpi)

belongs to κpi(Epi
) and then by Corollary 7.17 on obtains (ρi) ⊂ clrI(E). The limit of the

sequence is ρ = limi→∞ ρi. By the inclusion clrI(E) ⊂ E (7.27) and since E is closed one
obtains ρ ∈ E . qed

Proof of Proposition 7.26. Corollary 7.17 proves equality of rI -closure and combina-
torial extension, clrI(E) =

⋃
p∈PU\{0} κ

p(Ep). On the other hand we know from Lemma 7.24
that E ⊃

⋃
p∈PU\{0} κ

p(Ep). Since the exponential families κp(Ep) and κq(Eq) are disjoint
for distinct non-zero projectors p, q ∈ P , the equality E = clrI(E) gives PU ⊂ PU . So PU
is closed in this case. qed

Proof of Theorem 7. If E 6= clrI(E) then by (7.28) the reverse information closure

clrI(E) = {ρ ∈ S(A) : SE(ρ) = 0}

is not closed in norm topology. Hence we can choose a sequence ρi ∈ clrI(E) with limit
ρ := limi→∞ ρi outside of clrI(E), that is SE(ρ) > 0 while SE(ρi) = 0 for i ∈ N. As ρ
belongs to the compact state space S(A), it is a point of discontinuity for SE .

Conversely, under the assumption E = clrI(E) we can prove in the first step that en-
tropy distance is lower semi-continuous. Since E is a compact subset of Asa, lower semi-
continuity of relative entropy (Remark 6.15) yields lower semi-continuity of the minimum

S(A) → R, ρ 7→ min{S(ρ, σ) : σ ∈ E}.

This can be proved using a covering of E by open balls (Theorem 2 on page 116 in [Ber]).
This minimum function is entropy distance. Indeed: Theorem 6 proves for ρ ∈ S(A) that
SE(ρ) = minσ∈Ecmb S(ρ, σ), Corollary 7.17 shows Ecmb = clrI(E) and with the assumption
clrI(E) = E one has

SE(ρ) = min{S(ρ, σ) : σ ∈ E}.

Having established lower semi-continuity of entropy distance we follow the proof of Lemma
4.2 in [Ay02] (except the argument for lower semi-continuity) and we get continuity of
entropy distance. This is as follows. We choose a density matrix ρ ∈ S(A) and an
approximating sequence ρn ∈ S(A) such that ρ = limn→∞ ρn. For arbitrary σ ∈ E ⊂ S(A)
and n ∈ N we have SE(ρn) ≤ S(ρn, σ). From continuity of S(·, σ) with the invertible
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density matrix σ follows limn→∞ S(ρn, σ) = S(ρ, σ). The previous two equations combined
give

lim sup
n→∞

SE(ρn) ≤ lim sup
n→∞

S(ρn, σ) = S(ρ, σ).

The infimum over all σ ∈ E of the previous inequality is lim supn→∞ SE(ρn) ≤ SE(ρ).
Together with the lower semi-continuity of SE established above one has

lim sup
n→∞

SE(ρn) ≤ SE(ρ) ≤ lim inf
n→∞

SE(ρn).

This shows limn→∞ SE(ρn) = SE(ρ) and proves continuity of SE . qed

Proof of Proposition 7.29. Let ρ ∈ S(A) be fixed in the proof. We confine attention to
the subset K := F (ρ)∩ (ρ+U⊥) of the state space. The combinatorial normal projection
is constant on K, for τ ∈ K we have (7.21) N cmb(τ) = N cmb(ρ). Thus, by Theorem 6 one
has

SE(τ) = S(τ,N cmb(ρ))

and the function

K → R, τ 7→ SE(τ) = −S(τ)− tr
(
τ ln

(
N cmb(ρ)

))
(10.13)

is strictly convex onK, because von Neumann entropy is strictly concave, see Remark 6.13.
Let us assume that ρ is a local maximizer of SE . Then ρ is a local maximizer of SE |K .
Since SE |K is strictly convex on K and since the maximizer ρ belongs to the relative
interior ri(K), one has K = {ρ}. This implies

dim(F (ρ)) + dim(U⊥) ≤ dim(Asa) = dim(U) + dim(U⊥).

The exponential family E has the same dimension as the canonical tangent space U . qed

Proof of Lemma 7.31. We set q := s(F ) for the support projector of F . Since dim(F ) =
dim(S(A))− 1 the complementary projector q′ := 1l− q has rank one. As a consequence,
the canonical parameter space of E is the translate of lin(F ) by a multiple of q′ − q. We
can parametrize E for a fixed scalar λ ∈ R by

ρ : (Aq)0
sa → E , ϑ 7→ exp1(κ

q(ϑ) + λq′).

For ϑ ∈ (Aq)0
sa we define σ := exp1(ϑ) and c := tr(eϑ)

tr(eϑ)+eλ , then

ρ(ϑ) = cκq(σ) + (1− c)q′



CHAPTER 10. EVIDENCE 239

holds. We consider the density matrices for ϑ ∈ (Aq)0
sa in the relative interior of the face

F
τ(ϑ) := πaff(F )(ρ(ϑ)) = cκq(σ) + (1− c)

q

tr(q)
.

The projection to the affine hull of the face is explained in (5.4). The mean value chart in
Theorem 4 is a diffeomorphism π : E → ri(srlin(F )). Then by the equation srlin(F ) = F− q

tr(q)

(5.5) there is diffeomorphism πaff(F )|E : E → ri(F ). Thus

τ : (Aq)0
sa → ri(F )

is a diffeomorphism. For each ϑ ∈ (Aq)0
sa the density matrix τ(ϑ) has the same mean value

with respect to lin(F ) as the density ρ(ϑ) ∈ E by construction. Thus we have determined
the normal projection (6.27) N(τ(ϑ)) = ρ(ϑ) and the entropy distance from E is given by
Lemma 6.22 as SE(τ(ϑ)) = S(τ(ϑ), ρ(ϑ)). We introduce the abbreviations

f := (κq)−1(τ(ϑ)) and x :=
1− c

c
.

Then entropy distance is given for ϑ ∈ (Aq)0
sa by

a(ϑ) := SE(τ(ϑ)) = tr(f ln(1lq +
x

tr(q)
σ−1)). (10.14)

Here 1lq denotes the identity in the compression Aq. We can show that the function
a : (Aq)0

sa → R has a local maximum at zero by calculation of two derivatives. We use
the derivative of the logarithm (10.15) and of the normalized exponential (6.10). We have
the derivatives along u ∈ (Aq)0

sa at ϑ ∈ (Aq)0
sa

∂
∂t
|t=0c(ϑ+ tu) = c(1− c) tr(uσ),

∂
∂t
|t=0x(ϑ+ tu) = −x tr(uσ),

∂
∂t
|t=0f(ϑ+ tu) = c

(∫ 1

0
σyuσ1−y d y − tr(uσ)f

)
and these expressions can be used to verify the first derivative of a

∂

∂t
|t=0a(ϑ+ tu) = c tr((uσ − tr(uσ)f) ln(1lq +

x

tr(q)
σ−1))− tr(uf(1lq +

tr(q)

x
σ)−1).

In particular, ϑ = 0 is a critical point of a with σ = exp1(ϑ) = 1lq

tr(1lq)
. The second

derivative of a at zero along u, v ∈ (Aq)0
sa is

∂2

∂s ∂t
|s=t=0a(su+ tv) = −c(1− c)

tr(q)
tr(uv).
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The Hessian form is negative definite at zero, so a has a local maximum at zero, that is,
entropy distance from E in restriction to the relative interior of F has a local maximum
at the centroid s(F )

tr(s(F ))
.

Since dim(F ) = dim(S(A)) − 1 it is easy to extend the local maximum s(F )
tr(s(F ))

on ri(F )

to a local maximum on the state space S(A). On each of the segments for ϑ ∈ (Aq)0
sa

K(ϑ) := (τ(ϑ) + lin(F )⊥) ∩ S(A)

the entropy distance is a strictly convex function (10.13), because it is essentially the
negative von Neumann entropy. On the interval

[ρ(ϑ), τ(ϑ)] ⊂ K(ϑ)

entropy distance is strictly monotone increasing because it is zero at ρ(ϑ) and positive for
other points of the segment. qed

Proof of Lemma 8.2. Let U ⊂ A0
sa be a vector space and put E := exp1(U). For

a point x ∈ ri(srU) we consider the problem of maximizing von Neumann entropy on
K := S(A) ∩ (x+ U⊥).

The von Neumann entropy is a strictly concave and continuous function on the state
space S : S(A) → R, see Remark 6.13 [Weh]. Since x belongs to the relative interior of
the state reflection the set K intersects the relative interior of the state space because ri
interchanges with affine mappings (3.15). Then we obtain that ri(K) is the intersection of
K with ri(S(A)) (3.17). The relative interior of the state space consists of the invertible
density matrices S(A) (4.27) hence

ri(K) = S(A) ∩K.

Since von Neumann entropy S is strictly concave on S(A), a local maximum of S on ri(K)
is a unique global maximum on K. We can prove that a local maximum σ of S exists
on ri(K). We prove that σ belongs to the exponential family E := exp1(U). Then by
Corollary 6.30 it follows that σ is given by the mean value parametrization σ = M(x).

We consider the relative interior ri(A+) of the positive cone A+ = {a ∈ A : a ≥ 0} (2.10)
consisting of the invertible and positive matrices (4.14). This is an open subset of the
space of self-adjoint matrices Asa (4.11). The von Neumann entropy on this extended
domain S : ri(A+) → R is an analytic function. For arbitrary a ∈ ri(A+) and self-adjoint
u ∈ Asa we have with (3.6) and (3.3) in [Lie]

∂

∂t
ln(a+ tu)|t=0 =

∫ ∞

0

(a+ s1l)−1u(a+ s1l)−1 d s. (10.15)
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This gives
∂

∂t
S(a+ tu)|t=0 = − tr(u ln(a))− tr(ua

∞∫
0

(a+ s1l)−2 d s).

Using for µ > 0 the equality
∫∞

0
(µ+ s)−2 d s = 1

µ
the derivative of von Neumann entropy

becomes
∂

∂t
S(a+ tu)|t=0 = −〈u, ln(a))〉 − tr(u). (10.16)

By the mean value chart, see Lemma 6.22, there exists a density matrix σ ∈ E ∩ ri(K).
Then v := ln0(σ) belongs to U . The tangent space T(m)

σ ri(K) = U⊥ ∩ A0
sa in m-

representation consists of the traceless matrices in U⊥. For each u ∈ U⊥ ∩ A0
sa we have

∂

∂t
S(σ + tu)|t=0 = −〈u, ln(σ)〉 − tr(u) = −〈u, v − F (v)1l〉 = 0.

This proves that σ is a local maximum of S on ri(K). qed

Proof of Remark 8.3. Let {ai}ki=1 ⊂ Asa be a finite number of self-adjoint matrices such
that a1, . . . , ak, 1l is a linear independent set. For an invertible density matrix ρ ∈ S(A)
with mean values ξi := 〈ai, ρ〉 for i = 1, . . . , k we consider the constraint set

K := {σ ∈ S(A) : 〈aj, σ〉 = ξj for j = 1, . . . , k}.

We consider an invertible local maximum σ ∈ ri(K) of von Neumann entropy S. (The
relative interior of K is the set of invertible density matrices in K, see the proof of
Lemma 8.2.) The constraint set K is described by the equations g(a) = 0 and hi(a) = 0
for i = 1, . . . k where g(a) := tr(a) − 1 and hi(a) := 〈ai, a〉 − ξi for a ∈ Asa. In addition
there are the constraints defining the positive cone A+ but since σ ∈ ri(A+) is a relative
interior point none of the inequalities defining the positive cone are active.

We set x0 := 1l√
tr(1l)

and take x1, . . . , xn an ONB of the space of traceless matrices A0
sa.

Then x0, . . . , xn is an ONB of Asa for n = dim(Asa)− 1. The gradient of a differentiable
real function f defined on an open subset Y ⊂ Asa at a point y ∈ M is the vector
∇f(y) =

∑n
i=0

∂
∂t
|t=0f(y + txi)xi ∈ Asa.

The gradients of the constraint functions ∇g(σ) = 1l and ∇hi(σ) = ai for i = 1, . . . , k are
linearly independent by assumption. Thus we meet the conditions of Theorem 5.8 in [Ja]
which states that a local maximum σ of von Neumann entropy satisfies for some real βi,
i = 1, . . . , k and real µ the equation

∇S(σ) + µ∇g(σ)−
k∑
i=1

βi∇hi(σ) = 0. (10.17)
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By custom in thermodynamics we take the multipliers βi negative. The gradient of von
Neumann entropy is ∇S(σ) = − ln(σ) − 1l by (10.16) on page 241. Then by (10.17) we
get ln(σ) = −

∑k
i=1 βiai + (µ− 1)1l and we find that a maximum must be of the form

σ = exp

(
−

k∑
i=1

βiai

)
eµ−1.

Since tr(σ) = 1 we obtain (8.2),

σ =
e−

Pk
i=1 βiai

tr
(
e−

Pk
i=1 βiai

) . qed

Proof of Theorem 8. Given x ∈ srU there is a unique non-zero projector p ∈ PU such
that x ∈ ri(FU(p)) (5.56). Let us choose a density matrix ρ ∈ S(A) ∩ (x + U⊥). Then
S(A)∩ (x+U⊥) = S(A)∩ (ρ+U⊥). By Proposition 7.9 the set S(A)∩ (x+U⊥) belongs
to κp(Domp). We can put ρp := (κp)−1(ρ) and consider maximization of von Neumann
entropy on

S(Ap) ∩ (ρp + ςp(U)⊥) = (κp)−1
(
S(A) ∩ (ρ+ U⊥)

)
⊂ Domp

instead. The previous equation is proved by Proposition 5.27 and (4.33). The density
matrix of maximum von Neumann entropy in S(Ap) ∩ (ρp + ςp(U)⊥) ⊂ Domp is

σp := Mp

(
πςp(U)(ρp)

)
by Lemma 8.2. We obtain from Proposition 7.9 and (7.20)

κp(σp) = κp ◦Mp ◦ πςp(U)(ρp)

=
(
πU |κp(Ep)

)−1 ◦ πU ◦ κp(ρp)
= M cmb ◦ πU(ρ) = M cmb(x).

qed

Proof of Proposition 8.6. We assume that ρ = lim
i→∞

ρi for a sequence (ρi) ⊂ E and put
θi := ln0(ρi) ∈ Θ for the canonical parameter values, i ∈ N. Then for i ∈ N

ρi =
exp(θi)

tr(exp(θi))

holds. For a non-zero projector p ∈ P, we define a sequence of trace one matrices for
i ∈ N

σi :=
p exp(θi)

tr(p exp(θi))
. (10.18)
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Using the fact that the algebra is abelian, the σi’s are density matrices and with (7.7)
they belong to the compression κp(Ep), for i ∈ N

σi =
p exp(pθip)

tr(p exp(pθip))
∈ κp(Ep) (10.19)

holds. We use two arguments for the proof of the proposition. The first one works in
an arbitrary matrix algebra; we use the σi’s in (10.18). We prove under the assumption
p ≥ s(ρ) that limi→∞ σi = ρ. The second argument works only for an abelian algebra; we
use the σi’s in (10.19). We show under the assumption πU(ρ) ∈ ri(FU(p)) that limi→∞ σi ∈
κp(Ep). This is done by controlling the σi’s through their mean values. Let us argue how
the two arguments combine to a complete proof of the proposition. The projector

p∗ :=
∧
{q ∈ PU : q ≥ s(ρ)}

satisfies by Proposition 7.11 and Proposition 7.9 the assumptions of both arguments. We
obtain

ρ ∈ κp∗(Ep∗) ⊂ clrI(E),

as Corollary 7.17 proves Ecmb = clrI(E). We conclude with the Pinsker-Csiszár inequality
(7.27) that clrI(E) = E .

Assuming p ≥ s(ρ) we prove that the σi’s converge to ρ for i→∞. One has for i ∈ N

σi =
tr(exp(θi))

tr(p exp(θi))
pρi.

Using the expression θi = ln(ρi)− tr(ln(ρi))
tr(1l)

1l and the equation exp(tr(a)) = det(exp(a)) for
arbitrary a ∈ A (Satz 8.28 in [Kn01]), one obtains

exp(θi) = ρi det(ρi)
− 1

tr(1l)

and this gives us
tr(exp(θi))

tr(p exp(θi))
=

1

tr(pρi)
.

Hence
σi =

1

tr(pρi)
pρi

i→∞−→ 1

tr(pρ)
pρ = ρ.

Secondly, assuming convergence of the σi’s and provided that πU(ρ) ∈ ri(FU(p)), we show
that the limit of the σi’s is included in κp(Ep). The converging sequence (πU(σi)) of
mean values is finally in a compact subset C of ri(FU(p)) (with πU(ρ) ∈ C). Using the
diffeomorphism πU |κp(Ep) : κp(Ep) → ri(FU(p)) remarked in (7.10), the continuity of the
inverse (combinatorial mean value parametrization) shows that limi→∞ σi ∈ κp(Ep). qed
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Proof of Corollary 8.7. This follows from Proposition 8.6 and Theorem 7. qed

Proof of Lemma 8.11. This is a proof by induction. The first formula is trivial for one
element sets I = {i}. Assume the formula to be true for two disjoint non-empty subsets
I, J ⊂ [N ] and ai ∈ Ai for i ∈ I ∪ J . Since the matrices (a · I) ⊗ 1lJ and (a · J) ⊗ 1lI
commute one has by (8.7)

exp(a · (I ∪ J)) = exp((a · I)⊗ 1lJ) exp((a · J)⊗ 1lI).

By distributive law we have exp((a · I) ⊗ 1lJ) = exp(a · I) ⊗ 1lJ , so the induction step is
complete and we get the proposed result. For non-empty I ⊂ [N ] and ai ∈ Ai follows
with (8.5) the equation exp1(a · I) =

N
i∈I exp(ai)

tr(
N

i∈I exp(ai))
=

N
i∈I exp(ai)Q

i∈I tr(exp(ai))
=
⊗

i∈I exp1(ai). qed

Proof of Lemma 8.14. Recall from Definition 7.20 that the variation closure of an ex-
ponential family is the closure in norm topology. For I = {i} and i ∈ [N ] the statement
is S(Ai) = S(Ai) and this is proved in (4.27).

For larger sizes of I we first prove that the Kronecker product is jointly continuous. This
follows by induction from the following statement. If I, J ⊂ [N ] are disjoint then for
a, c ∈ AI and b, d ∈ AJ we have

‖a⊗ b− c⊗ d‖2 = ‖a⊗ (b− d) + (a− c)⊗ d‖2

≤ ‖a⊗ (b− d)‖2 + ‖(a− c)⊗ d‖2

= ‖a‖2‖b− d‖2 + ‖a− c‖2‖d‖2.

Let us prove for I ⊂ [N ] that {ρI : ρi ∈ S(Ai), i ∈ I} ⊂ F(I). A matrix in the left-hand
side can be written σ = ρI for ρi ∈ S(Ai), i ∈ I. For i ∈ I each of the factors ρi is the
limit of a sequence (ρj)i ⊂ S(Ai), j ∈ N, and ρI = limj→∞(ρj)I by joint continuity of the
Kronecker product. Since (ρj)I belong to F(I) the first inclusion is proved.

The inclusion F(I) ⊂ {ρI : ρi ∈ S(Ai), i ∈ I} follows from joint continuity of the
Kronecker product. If σ ∈ F(I) then σ = limj→∞ σj for a sequence σj ⊂ F(I), j ∈ N.
By definition (8.8) of the factorizable family one has σj = (ρj)I for (ρj)i ∈ S(Ai), i ∈ I,
j ∈ N. For i ∈ I, each of the sequences (ρj)i has an accumulation point ρi in S(Ai) and
by transition to a suitable subsequence we can assume convergence (ρj)i

j→∞−→ ρi ∈ S(Ai).
This proves σ = limj→∞ σj = limj→∞(ρj)I = ρI . qed

Proof of Proposition 8.15. For a density matrix ρ ∈ S(A) it is equivalent by The-
orem 5 whether ρ belongs to the closure of an e-geodesic in F(I) or ρ belongs to a
compression κp(F(I)p) for a non-zero projector p ∈ Pχ(I),⊥.
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One direction of the proof F(I) =
⋃
p∈Pχ(I),⊥

p6=0

κp(F(I)p) is obtained by the observation

that the closure of an e-geodesic in F(I) belongs to the variation closure F(I). For the
converse, it is sufficient to prove that every point σ ∈ F(I) belongs to the closure of an
e-geodesic in F(I). For a one-element set I = {i} ⊂ [N ] this follows from the regularity
of the exponential family S(Ai) of invertible density matrices described in Remark 7.27
(b). In the general case a density matrix σ ∈ F(I) can be written σ = ρI for ρi ∈ S(Ai),
i ∈ I, by Lemma 8.14. As discussed in the remark, for each i ∈ I there exist θi, ui ∈ (Ai)

0
sa

such that ρi = limλ→∞ exp1(θi + λui). One has u · I, θ · I ∈ χ(AI) so the curve

R → S(AI), λ 7→ exp1(θ · I + λ(u · I))

is an e-geodesic in F(I). Since θ · I +λ(u · I) = (θ+λu) · I by (8.6), one obtains from the
functional equation of the exponential function (proved in Lemma 8.11) and from joint
continuity of the Kronecker product that

lim
λ→∞

g(λ) = lim
λ→∞

⊗
i∈I

exp1(θi + λui) =
⊗
i∈I

ρi = σ. qed

Proof of Lemma 8.16. We use spectral decomposition. One has

aI =
⊗
i∈I

∑
µi∈spec(ai)

µipµi
(ai) =

∑
µi∈spec(ai)

i∈I

(
∏
j∈I

µj)
⊗
j∈I

pµj
(aj).

The orthogonal projectors
{⊗

j∈I pµj
(aj)

}
µj∈spec(aj),j∈I

are mutually orthogonal, and one

of them contributes to the above sum if and only if
∏
j∈I

µj > 0. So

s(aI) =
∑

µi∈spec(ai)\{0}
i∈I

⊗
j∈I

pµj
(aj) =

⊗
i∈I

∑
µi∈spec(ai)\{0}

pµi
(ai) =

⊗
i∈I

s(ai).

The Kronecker sum transforms as

a · I =
∑
i∈I

∑
µj∈spec(aj)

j∈I

µi
⊗
k∈I

pµk
(ak) =

∑
µj∈spec(aj)

j∈I

(
∑
i∈I

µi)
⊗
k∈I

pµk
(ak).

Then max
µj∈spec(aj)

j∈I

(
∑
i∈I
µi) =

∑
i∈I

max
µi∈spec(ai)

µi completes the proof. qed

Proof of Lemma 8.17. The two projector lattices Pχ(I),⊥ and Pχ(I) are equal by Propo-
sition 8.15 and Remark 7.27. We can calculate the exposed projector lattice Pχ(I),⊥ with
(5.16), it consists of the maximal projectors of elements of χ(I) and 0. The maximal
projectors are calculated in Lemma 8.16. qed
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Proof of Proposition 8.18. Let ai ∈ (Ai)
0
sa for i ∈ I. Then by (5.3) we have

πlin(F(pI))(a · I) = pI(a · I)pI − tr(pI(a·I))
tr(pI)

pI

=
∑
i∈I

(
piaipi ⊗

⊗
j∈I\{i}

pj − tr(piai)
tr(pi)

⊗
j∈I

pj

)
= pI

∑
i∈I
πlin(F(pi))(ai)⊗

⊗
j∈I\{i}

1lj.

For all i ∈ I we have πlin(F(pi))((Ai)
0
sa) = lin(F(pi)) so

πlin(F(pI))(χ(I)) = {pI(θ · I) : θi ∈ lin(F(pi)), i ∈ I}

is proved. For the compression Bi := Api

i and θi ∈ lin(F(pi)) we put ϑi := (κpi)−1(θi) ∈
(Bi)

0
sa, i ∈ I. Then using the *-isomorphism κpI :=

⊗
i∈I κ

pi : BI → pIAIpI one has

(κpI )−1(pI(θ · I)) =
(⊗

i∈I(κ
pi)−1

) (∑
j∈I pI\{j} ⊗ θj

)
=
∑

j∈I

(⊗
i∈I\{j}(κ

pj)−1(pj)
)
⊗ (κpj)−1(θj) = ϑ · I

with the last Kronecker sum calculated in the algebra BI . Since (κpi)−1(lin(F(pi))) =
(Api

i )0
sa = (Bi)

0
sa (4.37) one has

ςpI (χ(AI)) =
{
ϑ · I : ϑi ∈ (Bi)

0
sa, i ∈ I

}
= χ(BI).

As a result, F(AI)pI
= exp1(ς

pI (χ(AI)) is a factorizable family. Elements of the image
κpI (F(AI)pI

) may be expressed (7.7) independent of the choice of *-monomorphisms κpi

with θi ∈ lin(F(pi)), i ∈ I, by
pIe

pI(θ·I)

tr (pIepI(θ·I))
.

Since pI commutes with θ · I one has

pI exp(θ · I) exp(pI(θ · I))−1 = pI exp ((1l− pI)(θ · I)) = pI

and pIepI(θ·I) simplifies to pIeθ·I . qed

Proof of Lemma 8.20. Let I ⊂ [N ], let a ∈ AI and for i ∈ I let ui ∈ (Ai)
0
sa. If for i ∈ I

we set bi := tr{i}
(
π(AI)1sa

(a)
)

then one has tr(bi) = 1 and through (8.11) one obtains

tr ((u · I)a) =
∑

i∈I tr
(
(1lI\{i} ⊗ ui)a

)
=
∑

i∈I tr
(
ui tr{i}(a)

)
=

∑
i∈I tr

(
uiπ(Ai)1sa

(tr{i}(a))
)∏

j∈I\{i} tr(bj)

= tr
(∑

i∈I uibi
⊗

j∈I\{i} bj

)
= tr

(∑
i∈I(ui ⊗ 1lI\{i})(

⊗
j∈I bj)

)
= tr ((u · I)bI) .

Notice that π(Ai)1sa
(tr{i}(a)) differs from tr{i}(a) by a multiple of the identity 1li in Ai. qed
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Proof of Lemma 8.21. The density matrix σ :=
⊗

i∈I tr{i}(ρ) belongs to the combina-
torial closure F(I)cmb of the factorizable family by Lemma 8.14 and by Proposition 8.15.
By Lemma 8.20 one has equality of mean values with respect to the canonical tangent
space χ(I)

πχ(I)(σ) = πχ(I)(ρ).

Density matrices in S(A) with the same mean value have the same value of combinatorial
normal projection (7.14), so N cmb(ρ) = σ. qed

Proof of Theorem 9. Let I ⊂ [N ] and ρ ∈ S(AI). We notice by Theorem 6 that
the infimum of relative entropy infσ∈F(I) S(ρ, σ) is assumed for the combinatorial normal
projection τ := N cmb(ρ). By Lemma 8.21 this density matrix is the factorizable matrix

τ =
⊗
i∈I

tr{i}(ρ).

Before evaluation of relative entropy we have to discuss the kernels of the matrices ρ
and τ . Since τ is the combinatorial normal projection of ρ, the support projector is by
Proposition 7.11 equal to p := s(τ) =

∧
{q ∈ Pχ(I) : q ≥ s(ρ)}. In particular, s(τ) ≥ s(ρ)

makes the relative entropy S(ρ, τ) a finite number. The support projector p of τ is actually
factorizable, by Lemma 8.16 it is

p =
⊗
i∈I

s(tr{i}(ρ)).

Let us set qi := s(tr{i}(ρ)) ∈ P(Ai) for i ∈ I, then p = qI . Next we discuss a technical
detail. We choose trace preserving *-monomorphism κqi : (Ai)

qi → Ai for i ∈ I and we
put κp :=

⊗
i∈I κ

qi . It is easy to prove for a factorizable matrix aI ∈ AI defined by ai ∈ AI
for i ∈ I that

tr{i} ◦(κp)−1(aI) = (κqi)−1 ◦ tr{i}(aI)

holds for i ∈ I. This is a linear equation in aI hence it generalizes to arbitrary matrices
in AI . One has

S(ρ, τ) + S(ρ) = − tr
(
(κp)−1(ρ) ln

(
(κp)−1(τ)

))
.

We can discuss the logarithm with Lemma 8.11 and find

ln
(
(κp)−1(τ)

)
= ln

(⊗
i∈I

(κqi)−1
(
tr{i}(ρ)

))
=
∑
i∈I

1lI\{i} ⊗ ln
(
(κqi)−1

(
tr{i}(ρ)

))
.

Then using (8.11) we obtain that S(ρ, τ) + S(ρ) is equal

−
∑

i∈I tr
(
(κp)−1(ρ)

(
1lI\{i} ⊗ ln

(
(κqi)−1(tr{i}(ρ))

)))
= −

∑
i∈I tr

(
tr{i}((κ

p)−1(ρ)) ln
(
(κqi)−1(tr{i}(ρ))

))
=

∑
i∈I S

(
(κqi)−1(tr{i}(ρ))

)
=
∑

i∈I S(tr{i}(ρ)).



CHAPTER 10. EVIDENCE 248

qed

Proof of Lemma 8.26. The projection πU |aff(E) : aff(E) → U is an affine mapping. It
is surjective because ri(srU) = πU(E) by Theorem 4 and since the state reflection srU has
non-empty interior in U . Since E is convex one has dim(aff(E)) = dim(E) = dim(U). This
shows that πU |aff(E) is an affine isomorphism.

For the proof of E = aff(E)∩S(A) we use the equation πU(E) = ri(srU) = πU(S(A)) where
the second equality is true by definition srU = πU(S(A)) of the sate reflection and because
taking a relative interior commutes with πU (5.17). We can use the affine isomorphism
from the first part and obtain for arbitrary ρ ∈ aff(E)

ρ ∈ E ⇐⇒ πU(ρ) ∈ ri(srU) ⇐⇒ ρ ∈ S(A).

For a proof of E = aff(E) ∩ S(A) we observe that the relative open convex sets S(A) and
aff(E) share a point. So E is a relative open convex set and the closure distributes over
intersection (3.17),

E = aff(E) ∩ S(A) = aff(E) ∩ S(A). qed

Proof of Proposition 8.27. All faces of the state space S(A) are exposed by Proposi-
tion 4.18. We have found in Lemma 8.26 that

E = aff(E) ∩ S(A)

is the intersection of an affine space with the sate space. Under these assumptions it
is proved in Lemma 3.50 that all faces of the compact convex set E are exposed. In
Theorem 4 we can prove that srU = πU(E). Since E ⊂ aff(E) the affine isomorphism
πU |aff(E) : aff(E) → U established in Lemma 8.26 restricts to E and the state reflection
srU is affinely isomorphic to E . Thus it follows that all faces of the state reflection srU are
exposed, one has equality of the projector lattices

PU = PU,⊥.

Another consequence of the restricted affine isomorphism πU |E : E → srU is its injectivity.
Following the discussion in Remark 7.23 (c) one obtains equality of E = clrI(E). The
equality clrI(E) = Ecmb from Corollary 7.17 proves clrI(E) =

⋃
p∈PU,⊥\{0} κ

p(Ep). qed

Proof of Lemma 8.29. Assume θ ∈ Θ is such that [θ, u] = 0 for all u ∈ U and that
U + R1l contains the spectral projectors of all matrices in U . We prove that E is closed
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under convex combinations by showing for arbitrary u, v ∈ U and λ ∈ [0, 1] that the
density matrix

ρ := λ exp1(θ + u) + (1− λ) exp1(θ + v)

belongs to E . In the canonical chart (6.2) this means ln0(ρ) ∈ Θ. Since [θ, u] = [θ, v] = 0
one has [eθ, eu] = 0 by Remark 8.28 (b). The functional equations for commuting matrices
of exponential function and logarithm give

ln(ρ) = ln

(
λ

eθ+u

tr(eθ+u)
+ (1− λ)

eθ+v

tr(eθ+v)

)
= θ + ln

(
λ

eu

tr(eθ+u)
+ (1− λ)

ev

tr(eθ+v)

)
.

One has ln(ρ)− θ ∈ U + R1l and then ln0(ρ)− θ ∈ U , that is ln0(ρ) ∈ Θ. qed

Proof of Proposition 8.31. Let u ∈ U and assume a matrix θ ∈ Θ commutes with u.
Then the maximal projector p := p+(u) of u commutes with θ by Remark 8.28 (b). We
consider the traceless self-adjoint matrix ũ := p tr(p′)−p′ tr(p). Since [θ, ũ] = 0 we obtain
from Remark 8.30 that the e-geodesic

g̃ : R → S(A), λ 7→ exp1(θ + λũ)

is convex, it is a straight line segment in the space S(A) of invertible density matrices.
The e-geodesic

g : R → E , λ 7→ exp1(θ + λu)

is included in E . With Lemma 7.6 one can compute the limit

g̃(∞) := lim
λ→∞

g̃(λ) = lim
λ→∞

g(λ) ∈ E

which is the same for the two geodesics because u and ũ have the same maximal projector.

The closure E of the convex family E is convex (Theorem 6.2 in [Ro]). The closed segment
g̃ intersects E in the distinct points g̃(0) and g̃(∞) thus

[g̃(0), g̃(∞)] ⊂ E .

In particular g̃(1) ∈ E and this implies g̃(1) ∈ E . Otherwise by the mean value chart in
Theorem 4 follows from g̃(1) ∈ E \ E that πU(g̃(1)) ∈ rb(srU). This is a contradiction
because the density matrix g̃(1) is invertible and has mean value in the relative interior
ri(srU) by Remark 5.5 (e). Now g̃(1) ∈ E implies that

θ + ũ = ln0(g̃(1)) ∈ Θ,

so p tr(p′)− p′ tr(p) = ũ ∈ U and then p ∈ U + R1l.

We have proved above that the maximal projector p+(u) belongs to the vector space
U + R1l. It follows by induction on the cardinality of the spectrum of u that all spectral
projectors of u belong to U + R1l. qed
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Proof of Lemma 9.5. To prove surjectivity of J let p ∈ P (Ω × Ω) and consider the
first marginal p1 of p. For each ω′ ∈ Ω \ supp(p1) we choose an arbitrary probability
distribution pω′ ∈ P (Ω) and set for ω ∈ Ω

k(ω|ω′) := pω
′
(ω).

For ω′ ∈ supp(p1) and ω ∈ Ω we set

k(ω|ω′) :=
p(ω, ω′)

p1(ω′)
.

Then k is a Markov transition kernel on Ω with J(p1, k) = p.

To determine the fibers of J let p, p′ ∈ P (Ω) and k, k′ ∈ K(Ω) with J(p, k) = J(p′, k′).
Then one has p = J(p, k)2 = J(p′, k′)2 = p′ and for ω′ ∈ supp(p) and arbitrary ω ∈ Ω
follows the equality

k(ω|ω′) =
p(ω′)k(ω|ω′)

p(ω′)
=
J(p, k)(ω, ω′)

p(ω′)
= k′(ω|ω′).

These necessary conditions on p, p′ and k, k′ are sufficient for the equality J(p, k) =
J(p′, k′) by the discussion in the first paragraph.

We discuss the stationary case. Let (p, k) ∈ P (Ω)×K(Ω). Since J(p, k)2 = p one has the
equivalence

(p, k) is stationary ⇐⇒ J(p, k)1 = p

⇐⇒ J(p, k)1 = J(p, k)2 ⇐⇒ J(p, k) ∈ C(Ω).

Since J(p, k) belongs to P (Ω × Ω) and since the Kirchhoff polytope is the intersection
Kirch(Ω) = P (Ω×Ω)∩C(Ω) with the cycle space, the previous statements are equivalent
to J(p, k) ∈ Kirch(Ω). qed

Proof of Lemma 9.11. The Kirchhoff polytope Kirch(Ω) is a polytope because it is
the intersection of the joint probability simplex P (Ω × Ω) with the (linear) cycle space
C(Ω) [Zi]. The elementary probability cycles belong trivially to Kirch(Ω). The face
relation is proved by shifting the face lattice to the joint probability simplex. In detail,
let x, y ∈ Kirch(Ω). Since Kirch(Ω) = P (Ω × Ω) ∩ C(Ω), the face of y is obtained by
intersection:

F (Kirch(Ω), y) = F (P (Ω× Ω), y) ∩ C(Ω).

This is proved in (3.25). Hence x ∈ F (Kirch(Ω), y) is equivalent to x ∈ F (P (Ω× Ω), y).
The latter condition is equivalent by (4.45) to the support projector relation s(x) ≤ s(y)
which is the same as supp(x) ⊂ supp(y). qed
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Proof of Lemma 9.12. Let x ∈ C(Ω) be a cycle. We assume that c is an elementary
cycle on Ω given by a non-empty set U ⊂ Ω and a cyclic permutation π : U → U . If
supp(x) ⊂ supp(c) then every branch of the complex supp(x) is of the form b = (π(ω), ω)
for some ω ∈ U . Using marginals we get

x(π(ω), ω) = x2(ω) = x1(ω) = x(ω, π−1(ω)).

Since π acts transitively on supp(c), the vector x must be constant on supp(c). For
branches b not in c we have x(b) = 0.

Let x ∈ C(Ω) be a non-zero cycle with non-negative coefficients. We construct an elemen-
tary cycle dominated by x. Let (ω2, ω1) be a branch in the non-empty complex supp(x).
By assumption we have x(ω2, ω1) > 0. Then

x2(ω2) = x1(ω2) ≥ x(ω2, ω1) > 0

shows that there must be a node ω3 ∈ Ω with x(ω3, ω2) > 0, that is (ω3, ω2) ∈ supp(x).
Inductively we find a ray of branches . . . , (ω3, ω2), (ω2, ω1) in the complex supp(x). Since
Ω is finite there exists a smallest index k ∈ N such that ωk = ω1. Then with U :=
{ω1, . . . , ωk−1} and the cyclic permutation

π : U → U, ω1 7→ ω2, . . . ωk−1 7→ ωk

we obtain the elementary cycle c(U, π) which is dominated by supp(x). qed

Proof of Lemma 9.13. At first we show that the extreme points of Kirch(Ω) are the
elementary probability cycles. Let ζ be an elementary probability cycle. If there is
x ∈ F (Kirch(Ω), ζ) then by Lemma 9.11 we have supp(x) ⊂ supp(ζ). Then Lemma 9.12
shows that x = λζ for some λ ∈ C. Since x and ζ are probability distributions we get
λ = 1. Conversely we show that every extreme point of x ∈ Kirch(Ω) is an elementary
probability cycle. Since x is non-negative and non-zero, there exists an elementary cycle
c such that supp(c) ⊂ supp(x) (Lemma 9.12). The corresponding normalized elementary
probability cycle ζ belongs to Kirch(Ω) and the support inclusion supp(ζ) ⊂ supp(x)
proves that ζ ∈ F (Kirch(Ω), x) (Lemma 9.11). If x is an extreme point then this implies
ζ = x.

We discuss how extreme points of a face can be described. As a general principle, see
Remark 3.11 (c) on page 55, the extreme points of a face of a convex set C ∈ Rn are
these extreme points of C that belong to the face. Returning to the case of the Kirchhoff
polytope we consider x ∈ Kirch(Ω). We can decide with Lemma 9.11 that a cycle ζ ∈ Z(Ω)
belongs to the face F (Kirch(Ω), x) if and only if supp(ζ) ⊂ supp(x).
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Under the assumption x ∈ Kirch(Ω) we write an arbitrary vector y ∈ C(supp(x)) as a
complex linear combination of elementary probability cycles dominated by x. We use a
decomposition2

y = (<(y) + λx)− λx+ i(=(y) + µx)− iµx

for non-negative scalars µ, λ ∈ R such that <(y) + λx ≥ 0 and =(y) + µx ≥ 0. These
choices can be made because supp(y) ⊂ supp(x) and we can assume that y ≥ 0. A
non-zero and non-negative cycle is decomposed into elementary cycles using successive
support reduction (Lemma 9.12). The elementary cycles in the decomposition can be
replaced by the corresponding normalized elementary probability cycles. qed

Proof of Proposition 9.14. Let x ∈ Kirch(Ω) and y ∈ P (Ω× Ω). Then

y ∈ F (Kirch(Ω), x) ⇐⇒ y ∈ C(Ω) and supp(y) ⊂ supp(x)

⇐⇒ y ∈ C(supp(x)).

The first equivalence follows from the definition Kirch(Ω) = P (Ω × Ω) ∩ C(Ω) of the
Kirchhoff polytope (9.7) and from the equivalence for points z ∈ Kirch(Ω) that z ∈
F (Kirch(Ω), x) if and only if supp(z) ⊂ supp(x) (Lemma 9.11). The second equivalence
above is the definition of the cycle space of a complex in Definition 9.8. This proves that
F (Kirch(Ω), x) = P (Ω× Ω) ∩ C(supp(x)).

By Minkowski theorem a compact convex subset of Rn is the convex hull of its extreme
points. The extreme points of F (Kirch(Ω), x) are the elementary probability cycles dom-
inated by supp(x) by Lemma 9.13, hence

F (Kirch(Ω), x) = conv ({ζ ∈ Z(Ω) : supp(ζ) ⊂ supp(x)}) .

The elementary cycles have all trace one. So their affine hull does not contain zero and
therefore

dim(F (Kirch(Ω), x)) = dim (aff ({ζ ∈ Z(Ω) : supp(ζ) ⊂ supp(x)}))
= dimR (LinR ({ζ ∈ Z(Ω) : supp(ζ) ⊂ supp(x)}))− 1

= dimC (LinC ({ζ ∈ Z(Ω) : supp(ζ) ⊂ supp(x)}))− 1

with the last equality because elementary cycles are real. The latter vector space is the
cycle space C(supp(x)) by Lemma 9.13. It has dimension equal the cyclomatic number
µ(supp(x)) (9.12). qed

2<(z) and =(z) denote real and imaginary part of a complex number z.
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Proof of Proposition 9.17. For a detailed proof we introduce a finer factorization of
the algebra A := A[N ]. We use Bj := CΩj for j ∈ [N ]. Then

A = B{1,2}×[N ] = CΩ ⊗ CΩ.

The following partial traces will be considered. If x ∈ B{1,2}×[N ] then we use

tr{1,2}×{j}(x) ∈ CΩj ⊗ CΩj the “j-th unit marginal”, j ∈ [N ],
tr{1}×[N ](x) ∈ CΩ the “1st global marginal”,
tr{2}×[N ](x) ∈ CΩ the “2nd global marginal”,

tr(1,j)(x) ∈ CΩj the “1st local marginal for the unit j”, j ∈ [N ],
tr(2,j)(x) ∈ CΩj the “2nd local marginal for the unit j”, j ∈ [N ].

We consider the local cycle spaces C(Ωj) ⊂ Aj for j ∈ [N ] and the global cycle space
C(Ω) ⊂ A (9.6). Local and global cycle spaces are connected.

(a) If yj ∈ C(Ωj) ⊂ Aj for j ∈ [N ] then the Kronecker product y[N ] belongs to C(Ω). We
can write yj =

∑
α∈Ij x

α
(1,j) ⊗ xα(2,j) with finite index sets Ij for j ∈ [N ] where xαj

(i,j) ∈ CΩj

for αj ∈ Ij, i = 1, 2 and j ∈ [N ]. To apply the distributive law we introduce a multi-index
α := (α1, . . . , αN) in I := ×j∈[N ] Ij and define zα(i,j) := x

αj

(i,j) for i = 1, 2 and j ∈ [N ].
Then

y[N ] =
⊗

j∈[N ]

∑
α∈Ij x

α
(1,j) ⊗ xα(2,j)

=
∑

α∈I
⊗

j∈[N ](x
αj

(1,j) ⊗ x
αj

(2,j))

=
∑

α∈I
⊗

j∈[N ](z
α
(1,j) ⊗ zα(2,j))

=
∑

α∈I z
α
{1,2}×[N ].

For j ∈ [N ] the assumption that yj ∈ C(Ωj) ⊂ Aj reads tr{1}(yj) = tr{2}(yj) in the algebra
CΩj ⊗ CΩj and this is ∑

α∈Ij

xα(1,j) tr(xα(2,j)) =
∑
α∈Ij

xα(2,j) tr(xα(1,j)).

These equations imply∑
α∈I z

α
{1}×[N ] tr(z

α
{2}×[N ]) =

∑
α∈I
⊗

j∈[N ] z
α
(1,j) tr(zα(2,j))

=
⊗

j∈[N ]

∑
α∈Ij x

α
(1,j) tr(xα(2,j))

=
∑

α∈I z
α
{2}×[N ] tr(z

α
{1}×[N ]).

Then finally one obtains

tr{1}×[N ](y[N ]) = tr{1}×[N ](
∑
α∈I

zα{1,2}×[N ]) =
∑
α∈I

zα{1}×[N ] tr(z
α
{2}×[N ]) = tr{2}×[N ](y[N ]).
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(b) If x ∈ C(Ω) then for j ∈ [N ] the j-th unit marginal x{1,2}×{j} belongs to C(Ωj).
Since x ∈ A = B{1,2}×[N ] we can write x =

∑
α∈I x

α
{1,2}×[N ] for a finite index set I and

xα(i,j) ∈ CΩj for each j ∈ [N ]. Since x ∈ C(Ω) one has tr{1}×[N ](x) = tr{2}×[N ](x), that is∑
α∈I

xα{1}×[N ] tr(x
α
{2}×[N ]) = tr{1}×[N ](

∑
α∈I

xα{1,2}×[N ]) = tr{1}× =
∑
α∈I

xα{2}×[N ] tr(x
α
{1}×[N ]).

For j ∈ [N ] that the j-th unit marginal x{1,2}×{j} belongs to C(Ωj) means that tr(1,j)(x) =
tr(2,j)(x). Taking the j-th partial trace in the algebra A[N ] in step (*) one has

tr(1,j)(x) = tr(1,j)(
∑

α∈I x
α
{1,2}×[N ])

=
∑

α∈I x
α
(1,j) tr(xα{1}×([N ]\{j})) tr(xα{2}×[N ])

(*)
=

∑
α∈I tr{j}(x

α
{1}×[N ]) tr(xα{2}×[N ])

=
∑

α∈I tr{j}(x
α
{1}×[N ] tr(x

α
{2}×[N ]))

= tr(2,j)(x).

For a factorizable family the closure and rI -closure are equal by Remark 8.23 (a), rI - and
combinatorial closure coincide by Corollary 7.17. We can prove that the combinatorial
normal projection to F([N ])cmb maps Kirch(Ω) into Kirch(Ω). If Q is a probability dis-
tribution of the Kirchhoff polytope Kirch(Ω) then N cmb(Q) =

⊗
i∈[N ] tr{1,2}×{j}(Q), this

is a result for factorizable families proved in Lemma 8.13. The paragraph (b) above gives
tr{1,2}×{j}(Q) ∈ C(Ωj) for j ∈ [N ] and this implies by paragraph (a) that the product
N cmb(Q) belongs to Kirch(Ω).

We can prove the equality F([N ]) ∩ Kirch(Ω) = {Q[N ] : Qi ∈ Kirch(Ωi), i ∈ [N ]}.
Lemma 8.14 proves that a probability distribution Q ∈ F([N ]) is of the form Q[N ] for
Qi ∈ P (Ωi × Ωi), i ∈ [N ]. Since Q = Q[N ] belongs to the global cycle space C(Ω) we
get from paragraph (b) above that the j-the unit-marginal tr{1,2}×{j}(Q) = Qj belongs
to Kirch(Ωj) for j ∈ [N ]. This shows the inclusion “⊂”. Conversely, if Qi ∈ Kirch(Ωj)
for j ∈ [N ] then obviously Q[N ] belongs to P (Ω × Ω) and by the paragraph (a) above
Q[N ] ∈ C(Ω) holds. This completes equality.

The equation F([N ])∩Kirch(Ω) = {Q[N ] : Qi ∈ ri(Kirch(Ωi)), i ∈ [N ]} follows from the
previous formula. On one hand the exponential family F([N ]) consists of the invertible
density matrices in F([N ]) on the other hand ri(Kirch(Ω)) consists of the invertible density
matrices in Kirch(Ω) because the vector space C(Ω) intersects the relative interior of
P (Ω× Ω) in the identical distribution 1l

tr(1l)
(4.27) and (3.17). qed
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S(ρ), 137
S(ρ, τ), 137
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S(A), 76
Θ, 140
aff(C), 50
aff (F⊥(u)), 85
aff
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S(A)

)
, 84

aff (F(p)), 85
F(p), 85
FV , 95
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F(C), 54
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dH, 89
κp, 40
lin(A), 50
lin (F⊥(u)), 85
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affine
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hull, 50, 84, 85
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ball, 77
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canonical
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tangent space, 134, 140

Carathéodory theorem, 186
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family, 168
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closure property, 45
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extension, 147
mean value chart, 147
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normal projection, 151
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compatible, 19
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lattice, 44
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compression, 39, 146
traceless, 111
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density matrix, 17, 76
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family, 128
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exponential family, 8
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Gibbs ensemble, 166
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kernel projector, 38
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level set, 53
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Markov transition, 180
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Minkowski theorem, 55
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multi-information, 5, 173

norm, 31
normal, 31
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projection, 141
vector, 60

normalized, 32
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orthogonal, 32

complement, 32, 37
projection, 50
projector, 37

orthonormal
basis, 32
set, 32

partial trace, 172
Pauli matrices, 77
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probability simplex, 20
projector lattice, 37, 108
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system, 17
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boundary, 51
entropy, 9, 137
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of state space, 84

reverse information closure, 145

self-adjoint, 31
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spectral

decomposition, 38
projector, 38
theorem, 38

stable, 124
Staffelberg family, 132
state, 17, 76

reduction, 18
reflection, 93
space, 76

lift, 95
statistic, 8, 143
Steiner symmetrization, 122
stratification, 55
strictly
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convex, 53

sublattice, 44
support, 48

function, 57, 84, 95
projector, 38, 48, 86, 95, 108
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half-space, 57
hyperplane, 57, 84

swallow family, 132
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temporal interaction, 182
trace, 36

norm, 36
state, 83

trace-preserving *-automorphism, 40
traceless

complement, 140
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translation vector space, 50, 84, 85

unit vector, 32
upper semi-continuous, 53

variation closure, 156
von Neumann

entropy, 137
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