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ABSTRACT: The NEXT experiment aims to observe the neutrinoless double beta decay of $^{136}$Xe in a high-pressure xenon gas TPC using electroluminescence (EL) to amplify the signal from ionization. Understanding the response of the detector is imperative in achieving a consistent and well understood energy measurement. The abundance of xenon K-shell X-ray emission during data taking has been identified as a multitool for the characterisation of the fundamental parameters of the gas as well as the equalisation of the response of the detector.

The NEXT-DEMO prototype is a $\sim 1.5$ kg volume TPC filled with natural xenon. It employs an array of 19 PMTs as an energy plane and of 256 SiPMs as a tracking plane with the TPC light tube and SiPM surfaces being coated with tetraphenyl butadiene (TPB) which acts as a wavelength shifter for the VUV scintillation light produced by xenon. This paper presents the measurement of the properties of the drift of electrons in the TPC, the effects of the EL production region, and the extraction of position dependent correction constants using $K_{\alpha}$ X-ray deposits. These constants were used to equalise the response of the detector to deposits left by gammas from $^{22}$Na.
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1 Introduction

Gas detector and, particularly, time projection chamber (TPC) technology have been developed over a number of years and now find applications in a diverse range of fields. The relative ease with which noble gases can be cleaned of impurities as well as the availability of both scintillation and ionization signals when using these materials as target has meant that such detectors have been extensively used in medical imaging, dark matter detection, X-ray astronomy, and for the observation of double beta decay (see for example [1–4]).
Figure 1. X-ray emission process. An incoming photon with enough energy extracts an electron from the K, L shells (left). The hole is filled by a more energetic electron with the consequent emission of an X-ray (right).

Xenon, both as a gas and liquid, is of special interest for applications in which the energy of the interacting particle must be measured. In particular, gas Xenon presents a low Fano factor, which results in a good intrinsic limit on the energy resolution, 0.3% FWHM at 2500 keV [5]. This trait coupled with the existence of the $^{136}$Xe isotope which can decay via the double beta mechanism ($\beta\beta 2\nu$) makes xenon an attractive material for the search for neutrinoless double beta decay ($\beta\beta 0\nu$). Moreover, the long lifetime of the 2 neutrino mode, $2.165 \times 10^{21}$ yr [6], is advantageous due to the reduction factor afforded in terms of the background from this mechanism.

NEXT will use a target mass of high purity $^{136}$Xe gas at high pressure to search for the double electron events indicative of double beta decays. The scintillation light produced by the interaction will be used as the start of event with the ionization electrons being induced to produce more light after drift in a region of higher electric field via the process of Electroluminescence (EL). This light will be detected in PMTs at the opposite end of the drift region where a measurement of the event energy will be made, and in an array of silicon photomultipliers. This tracking plane, positioned $\sim 2$ mm behind the EL region will be used to perform a topological reconstruction and pattern recognition of the events.

In xenon, as in most noble gases, there exists a non-zero probability that an interacting photon will excite the K or L shells of an atom causing the emission of an X-ray. This can take place in two ways (illustrated in figure 1):

1. The gamma directly excites an electron which upon de-excitation emits a K/L-shell X-ray.
2. An electron from the K/L shells is knocked out of the xenon atom. The hole is then filled by an electron from a higher shell, which emits an X-ray.

In both cases, at 10 bar the X-ray will travel on average $\sim 1.39$ cm [7] before interacting with the gas, producing a photoelectric electron. In xenon in the range of sensitivity of NEXT the most important lines are the $K_\alpha$ and $K_\beta$ emissions with 29.7 keV and 33.8 keV respectively. Electrons produced at these energies will travel a maximum CSDA distance $\sim 0.6$ mm at 10 bar [8] but will
tend to displace from their production point by less due to the dominance of multiple scattering. The abundance of such events and their effectively point-like nature make K-shell X-ray interactions useful tools for the calibration of the detector. They can be used to study fundamental properties of the gas and drift region as well as to equalise the energetic response which varies due to detector geometry. The NEXT-DEMO prototype [9, 10], shown in figure 2, has been used to study these properties.

2 Experimental setup

NEXT-DEMO is a cylindrical pressure vessel made of stainless steel, able to withstand up to 20 bar of internal pressure. It is 60 cm long and 30 cm in diameter, and holds $\sim 1.5$ kg of Xe at 10 bar. Three wire grids, the cathode, gate and anode, limit the two active regions of the TPC. When a charged particle or photon interacts with the xenon, both scintillation light and electron-ion pairs are produced. The prompt scintillation light is emitted in the VUV ($\sim 178$ nm) and directly detected in a plane of 19 Hamamatsu R7378A PMTs (the energy plane) behind the cathode grid, this light (known as S1) defines the start of an event and is generally used as an event read-out trigger. The ionization electrons are induced to drift towards the gate by an electric field (generally of $500$ V cm$^{-1}$ except in the data of section 4, where the field was varied within $200$–$500$ V cm$^{-1}$) where they enter in a region of higher field and are induced to produce further scintillation light through the process of electroluminescence (EL). This secondary light is once again detected in the energy plane but the forward going photons are also detected in an array of 256 tetraphenyl butadiene (TPB) coated Hamamatsu S10362-11-050P SiPMs. This tracking plane is used to reconstruct the position of energy deposits and, ultimately, the topology of an event as a whole.

2.1 Calibration of sensors

Before data taking, the conversion gain of each individual sensor must be determined. The PMTs are calibrated using their single photon response using a 400 nm wavelength LED mounted in the

Figure 2. Schematic of NEXT-DEMO.
Figure 3. Left: Single Photon Spectrum (SPS) of a SiPM obtained with dark current events. Individual photoelectron peaks are identified and fitted to a Gaussian. Right: average number of ADC counts produced by different number of photoelectrons and linear fit obtaining the conversion gain. The point corresponding to the pedestal is excluded from the fit.

centre of the tracking plane, as described in [10]. The SiPMs are calibrated using the dark current of the sensors. A number of pixels within each channel are fired within the read-out integration time of 1 µs due to thermally generated photoelectrons. Recording the signal level per µs results in a spectrum of the form shown in figure 3- left. By fitting a Gaussian to the peaks corresponding to different numbers of photoelectrons and using the centroid position in a linear fit allows for a determination of the conversion gain (an example is shown in figure 3- right).

2.2 Data

The analyses presented in this paper used two separate datasets. Both proceed from the interaction of 511 keV gammas produced by the annihilation of positrons emitted by a $^{22}$Na source in the detector volume but differ in the source position (figure 4). In Configuration 1 the $^{22}$Na source was located between one of the transparent lateral ports of the vessel and a NaI scintillator placed outside. In this configuration, read-out was triggered by coincidence between a S1 and a pulse in the external NaI scintillator. This trigger is possible because of the back-to-back photons produced in positron annihilation. In Configuration 2, the $^{22}$Na source was located centered in one of the end caps of the vessel, axis $Z = 0$. The trigger required the coincidence of an S1-like signal in at least 3 central PMTs.

2.3 Monte Carlo data generation

A set of Monte Carlo end-to-end simulated events of the same kind of data has been used throughout this analysis, both as a tool for reconstruction and as a check of the appropriateness of the methods. A detailed simulation of the NEXT-DEMO prototype has been developed in NEXUS, the Geant4-based [11, 12] simulation software of the NEXT collaboration. This Monte Carlo dataset was generated simulating the two 511 keV back-to-back gammas coming from the annihilation of the positron emitted in the decay of a $^{22}$Na nucleus and the 1274 keV gamma emitted in the de-excitation of the daughter nucleus. Such particles are generated in the place where the radioactive source is located in NEXT-DEMO and are propagated through the materials of the detector, where
all the relevant processes are taken into account. The ionization electrons resulting from the ionization of the gas are drifted through the active region and, when they enter the electroluminescent region, a secondary scintillation signal is simulated, according to previously produced lookup tables, which give the response of the sensors (both PMTs and SiPMs) to the electroluminescent light generated in a particular point of the EL region. The response of the sensors, in photoelectrons, is digitized, adding fluctuations in the gain, electronic noise, and shaping according to measurements taken in NEXT-DEMO.

2.4 Data preprocessing and selection

Raw data first passes through a data preprocessing algorithm common to all analyses. This applies pedestal correction to all channels before identifying S1-like and S2-like signals and rejecting any events with multiple S1-like peaks or where the S2 signal is less than 20 photoelectrons. Figure 5-left, shows the signal induced by $^{22}$Na averaged over all 19 PMTs. This is the typical $^{22}$Na energy spectrum, where the photoelectric and escape peaks as well as the Compton edge are clearly visible along with the Xe X-ray peaks. Events with energy within 1 sigma of the most prominent X-ray peak ($K_\alpha$) are considered to be due to the interaction of these X-rays and constitute the basic dataset for the subsequent analyses (figure 5-right). The purity of X-ray events in this initial selection is high in such a way that less than 5% within this range are not X-ray events, corresponding to the low energy distribution of the Compton effect (flat region in figure 5-right).

2.5 Position reconstruction

Spatial reconstruction of the deposited energy in the detector is performed using the S2 signal produced in the EL region using the information available from the tracking plane. The EL production is isotropic but for losses in the grids and, as such, a reconstruction of the position is made using the barycentre of the deposited charge. A preselection of the useful channels is made considering the
Figure 5. Left: energy spectrum of $^{22}$Na source before any correction. Right: Gaussian fit to X-ray peak for X-ray event selection.

Figure 6. Relative charge to maximum signal in the tracking plane. The plot shows how relative charge decreases until an asymptotic value of 10% of the maximum charge.

relative charge compared to that of the maximum channel. As can be seen in figure 6, the charge observed in each channel tends to decrease asymptotically to a level of 10%. Taking this as the noise baseline, the barycentre is calculated using only those channels with charge greater than 10% of that of the channel with greatest charge.

This assumption has been checked using NEXUS under the same conditions. The barycentre is calculated as described above using the SiPM channels with charge of greater than 10% of the SiPM with maximum charge and then compared to the averaged position of the energy deposits recorded by Geant4. Figure 7 shows the distribution on the reconstructed position where $R_{\text{true}}$ is the true position of events given by MC and $R_{\text{reco}}$ is the calculated position. In the data the statistics reduce significantly at $R_{\text{reco}} > 60$ mm due to set trigger conditions favor the events in the center of
Figure 7. Distribution of the reconstructed position. $R_{\text{true}}$ is the true position of events given by MC and $R_{\text{reco}}$ is the calculated position.

the detector volume, for this reason the fiducial region is defined by this value. As can be seen in figure 7, the position is reconstructed accurately within this region. The $z$ fiducial region depends on the particular analysis, with those analyzing drift effects requiring events produced closer to the grids than are useful for the resolution analysis of section 5.2.

3 Detector response using x-rays

X-ray events are particularly useful to monitor the performance of the detector and to calibrate for effects beyond the scope of the basic conversion gain because of their point-like nature and their abundance in source based data taking. This section describes the development of methods with an eye on their extrapolation to the larger detectors which will make the physics measurements of NEXT.

3.1 Tracking plane response

As explained in [10], the tracking plane consists of 256 Hamamatsu S10362-11-050P SiPMs distributed between 4 boards, each with 64 sensors with common bias voltage, and is positioned 2 mm behind the EL production region. Prior to its introduction in the TPC, a dedicated study of the sensors was done, with a final spread in gain below 4% at room temperature [13]. However, due to the posterior addition of a wavelength shifter coating (TPB) over the SiPMs [14], to make them sensitive to the xenon scintillation light, together with the addition of the electronic read out chain, a regular monitoring of the SiPM response is needed to maintain the spread in gain constant.

3.1.1 X-ray calibration monitoring

The calibration constants of the individual SiPMs are determined as described in section 2.1. However, during long runs there is the possibility that channels could become faulty or that the TPB on the surface of the SiPMs could degrade, causing a change in the conditions of the detector. The relative calibration of the sensors can be monitored using the xenon $K_{\alpha}$ deposits.
Figure 8. Left: 2D projection of the spatial distribution of x-rays inside the detector. Right: “low energy” spectrum of $^{22}$Na obtained with one SiPM of the tracking plane, and gaussian fit to the X-ray peak.

Under the trigger conditions of the data considered here around 15% of the events are caused by xenon X-ray interactions. As can be seen in figure 8-left, the events are distributed across the full volume of the detector in x-y. Due to the smallness of these events and the distance where SiPMs are located, a few millimetres away from EL light generation, the light produced tends to be concentrated in few channels. Considering as estimator of the energy released in each recorded event only the channel with most charge, a low energy spectrum is achieved (example in figure 8-right) which exhibits a peak in the region of the X-ray energy. The relative position of this peak can be used to effectively monitor the SiPM calibration and any change over data taking into account in analysis.

3.2 Energy plane response

The measurement of event energy is affected by a number of processes in the detector, many of which can be corrected with appropriate calibration. The individual gains are well determined by the LED calibration but there remain inhomogeneities in the averaged response due to differences in PMT quantum efficiency, and to the imperfect rotational symmetry of the light tube and variation in the amount of deposited TPB across the detector. The first of these effects is limited by preselecting PMTs with little variation in response and can be taken into account in the calculation of the averaged signal as described in section 3.2.1. The latter effects cannot be separated but their combined effect can be calibrated for using the methods described in section 3.2.3.

3.2.1 Determination of relative response of the PMTs

Disparity in the response of the photosensors that make the energy measurement (PMTs) can have an impact in the energy resolution of the detector [5]. The relative response of the PMTs can be measured using the x-ray signal. Considering the response function of a PMT as being described by:

$$q_i(K\alpha) = N_\gamma \cdot T F_i(x, y) \cdot QE_i$$

(3.1)

where $q_i(K\alpha)$ is the recorded charge in photoelectrons of the PMT with index $i$ due to a $K\alpha$ deposit, $N_\gamma$ is the number of photons produced by de $K\alpha$ deposition, $QE_i$ represents the quantum efficiency, and $TF_i(x, y)$ is the transmission function of the light tube, which is a map which describes the probability that a photon generated at position $(x,y)$, will pass through the photocathode of the PMT $i$. 
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Using the Monte Carlo data described in section 2.3 and setting the gains and \( QE \) of all PMTs to 1, \( TF_i(x,y) \) can be obtained as the only effect which contributes to differences in the PMTs’ response.

\[
q_{iMC(Ka)} = N_y \cdot TF_i(x,y).
\]  

(3.2)

A determination of \( TF_i(x,y) \) coupled with a good knowledge of the individual conversion gains of the PMTS, the relative \( QE \) between the different PMTs can be established. Taking the response of the central PMT as reference it can be seen that the relative \( QE \) can be determined as:

\[
\frac{QE_i}{QE^*} = \frac{q_{i[Ka]}TF^*(x,y)}{q_{[K\alpha]}TF_i(x,y)}
\]  

(3.3)

where \( q_{i[K\alpha]} \) is the response in photoelectrons of the central PMT and \( QE^* \) its quantum efficiency.

The response of the detector to the \( K\alpha \) X-rays was analysed in bins of 1 cm\(^2\) and the resulting distributions for each PMT, in each bin, were fitted to a Gaussian distribution and the mean and sigma extracted. The mean values were then used to calculate the relative \( QE \). The spread can be seen in figure 9-left where all but 4 of the PMTs exhibit \( QE \) within 10% with the outliers within 20%. This level of agreement allows for a consideration of a weighted sum as an estimator of the energy deposited in the detector. In addition, the sigma values (figure 9-right) were used to calculate the variance of each distribution and its inverse were taken as the weight of a PMT within that \((x,y)\) bin and used in the calculation of the weighted sum (as described in section 5). The means are used to calculate geometric correction factors as described in section 3.2.3.

### 3.2.2 Quantum efficiency degradation

Continuous exposure to VUV light can damage the photocathode of a PMT. In NEXT-100, PMTs will be located behind TPB coated sapphire windows, effectively blocking the PMTs from VUV. Simulations of this geometry using a silicone gel to optically couple the sapphire and PMT windows show no significant reduction in detected light and that the X-ray emissions are still easily discernible. However, in the NEXT-DEMO detector, the direct exposure to the xenon scintillation light can cause a degradation of the photocathode detection efficiency.
This effect can be observed as a time dependent reduction of the detected $K_{\alpha}$ X-ray charge. Figure 10 shows the mean position in charge of the $K_{\alpha}$ peak over a period of 6 months. As can be seen, there is a degradation of the charge with time.

This degradation can be modelled as described in equation (3.4):

$$q_i(K_{\alpha}) = N_{\gamma}(K_{\alpha}) \cdot PDE_i(\alpha t)$$ (3.4)

where $N_{\gamma}(K_{\alpha})$ is the number of photons produced by the $K_{\alpha}$ deposition, and $PDE_i(\alpha t)$ is the photon detection efficiency of the PMT, parameterized as linearly dependent on time with gradient $\alpha$. $\alpha$ was determined to be a fraction lost of charge of $\sim 0.06\%$ per day.

3.2.3 XY response

After taking into the account the variation in response of the PMTs in the weighted sum, there still remains a dependence on event position in the detector response. Using the mean position of the $K_{\alpha}$ deposits as calculated in the previous section, a correction factor can be determined by normalizing to the central bin (figure 11-left). The resolution of the grid can then be improved using a Delauney triangulation [15] between the bins, increasing the number of factors by 2 orders of magnitude (figure 11-right). These correction factors can then be introduced as an additional term in the weighted sum, as described in section 5.2.

4 Properties of Xenon EL-based TPC

As explained in section 1, EL TPCs have huge potential in the field of $\beta\beta0\nu$ physics. Good energy resolution can be achieved and topological reconstruction can be used to reduce backgrounds. However, achieving the optimum performance requires a deep understanding of the detector response so that inhomogeneities in energy reconstruction and blurring of the event topology do not reduce sensitivity. The point-like nature of X-ray induced events means that they can be used to monitor fundamental properties of the gas and detector.
Of particular interest are the properties of the EL gap. Since electrons continuously produce light as they pass between the gate and anode, a point-like deposition will be smeared out in three dimensions at the read-out plane. These effects are convoluted with the diffusion of the charge cloud during drift which can also be studied, along with the drift velocity, using the $K_{\alpha}$ X-ray deposits.

### 4.1 Drift velocity

Electron drift velocity ($v_d$) can be determined analyzing the longitudinal event time distribution in the TPC. The drift time ($t_d$) is well defined by the difference in detection time between the S1 and S2 signals in the events selected as X-ray induced. There exists a maximum drift time ($t_{d_{\text{max}}}$) corresponding to the events just inside the drift region next to the cathode. This maximum can be determined as the half-maximum of a Heaviside function fitted to the event time distribution (shown in figure 12-left). The maximum drift distance can be calculated from the detector design parameters as the total drift distance plus half of the width of the EL region, since the peak of light production is well estimated by that point. In NEXT-DEMO, these values are 300 mm and 2.5 mm respectively [9].

Drift velocity is lower in drift region than in EL region, however, due to smallness of the last, we assume this difference negligible compared to the total drift distance. The drift velocity can be then calculated from the ratio between the maximum drift distance $D_{d_{\text{max}}}$ and the maximum drift time $t_{d_{\text{max}}}$:

$$D_{d_{\text{max}}} = 300 + (5/2) = 302.5 \text{ mm}$$

$$v_d = \frac{D_{d_{\text{max}}}}{t_{d_{\text{max}}}} = \frac{302.5 \text{ mm}}{t_{d_{\text{max}}}}.$$  \hspace{1cm} (4.1)

Configuration 1 data were used to determine the drift velocity in order to maximise the number of events near the cathode. The drift velocity was determined for 4 drift field settings (0.5, 0.4, 0.3, 0.2 kV cm$^{-1}$).

The results are shown in figure 12-right, where they are compared to the expectation using electron scattering cross-sections for xenon at 10 bar obtained with the simulation based on version
Figure 12. Left: event time distribution for 0.5 kV cm$^{-1}$ drift field, and its fit to the Heaviside function. Right: drift velocity as a function of drift field, for xenon gas at 10 bar. The red square points are the measured values, green circles correspond to the results of [17], blue triangles are from [16] while the dashed curve is the prediction for pure xenon at 10 bar from the Magboltz 9.0.2 simulation.

9.0.2 of Magboltz. The difference between data and simulation may be due to the presence in the gas of xenon clusters, although not being stable, reduce the gas mix density increasing the electron drift velocity as well as the uncertainties in the cross sections used by the simulated model. These results are in agreement with previous data obtained by the NEXT Collaboration as published in [16, 17].

4.2 Longitudinal spread

A point-like charge deposit will tend to be read with a finite width in the longitudinal direction due to two main effects: the EL gap induced spread and the longitudinal diffusion. The former being due to the light, which ultimately forms the signal, being produced not at a single $z$ point but over the whole distance between the gate and anode. Both effects contribute to the observed signal $z$ sigma in the following way:

$$\sigma_z = \sqrt{\sigma_L^2 + S_L^2}$$  \hspace{1cm} (4.3)

where $\sigma_z$ is the sigma in $z$ of the signal, $\sigma_L$ is the sigma of the spread induced by longitudinal diffusion, and $S_L$ is the EL gap induced longitudinal spread (all units in seconds). The longitudinal diffusion term $\sigma_L$ is defined as:

$$\sigma_L^2 = \left( \frac{2D_L}{v_d^2} \right) \cdot z$$  \hspace{1cm} (4.4)

where $D_L$ is the longitudinal diffusion coefficient (in units of $[cm^2 s^{-1}]$), $v_d$ is the electron drift velocity, and $z$ is the drift length.

4.2.1 EL gap induced longitudinal spread $S_L$

Using Configuration 2 data to maximize the number of events at small drift lengths and selecting X-ray deposits using the additional requirement of Gaussian form of the S2 in the $z$ direction, $S_L$ can be studied. Events with drift times ($t_d$) less than 50 $\mu$s had their temporal charge distributions fitted (figure 13-left) with those events not successfully fitted by this model rejected. The number of rejected events is compatible with the number of not X-ray events present in the initial selection made on section 2.4.
Using equations (4.3) and (4.4) it can be seen that there exists a linear relationship between the variance of the signal in \( z \) and the drift time with the intercept equal to the square of \( S_L \):

\[
\sigma_z^2 = \frac{2D_L}{v_d} t_d + S_L^2
\]

(4.5)

where for a set drift field and gas conditions the longitudinal drift coefficient and drift velocity, and hence their ratio, are constant. Therefore, fitting this model to the distribution obtained using the selection mentioned above allows for a determination of \( S_L \). For the standard drift field settings (2 kV cm\(^{-1}\) bar) this method yields a value of \( S_L = 0.50 \pm 0.05 \) \( \mu s \). This result is slightly different to the value obtained in [17], where a value of \( S_L = 0.8 \) \( \mu s \) was obtained, presumably because the difference in drift field of the EL region (1 kV cm\(^{-1}\) bar). At higher field a higher drift velocity reduces the drift time across the EL gap of the electrons. Another implication of this value is the minimum expected duration in \( z \) of an event. A sigma of 0.5 \( \mu s \) implies that \( \sim 99.7\% \) of the charge would be contained within 6\( \sigma \) and, as such, we would expect a minimum \( z \) width of \( \sim 3 \) \( \mu s \), a value which includes the shaping of the electronics.

4.2.2 Longitudinal diffusion

Using the same method as in the previous section and extending the allowed drift time, the longitudinal diffusion coefficient can be determined by a fit to the \( z \) sigma versus the drift length using the model of equation (4.3) and the calculated drift velocity from section 4.1 and \( S_L \) from section 4.2.1.

The model is shown in figure 14-left for a drift field of 0.5 kV cm\(^{-1}\). This coefficient was determined for the same drift field settings used for drift velocity studies of section 4.1 and once again compared to a pure xenon simulation based on version 9.0.2 of Magboltz (figure 14-right). These results are in slight disagreement with previous data obtained by the NEXT Collaboration as published in [16, 17], where somewhat lower values were extracted. The differences with simulation and previous results are not fully understood at present and could be attributed to difference in gas conditions during data taking.
Figure 14. Left: longitudinal sigma of the temporal charge distribution fits versus drift length for the 0.5 kV drift field configuration dataset. Right: longitudinal diffusion coefficient $D_L$ as a function of drift field for xenon gas at 10 bar. The red square points are the measured values, green circles correspond to the results of [17], blue triangles are from [16] while the dashed curve is the prediction for pure xenon at 10 bar from the Magboltz 9.0.2 simulation.

4.3 Transverse spread

The transverse response of the tracking plane to a point-like charge deposition is expected to have a width distribution due to the convolution of the transversal diffusion and the EL gap induced Transverse Spread $S_T$. The ionization electrons will diffuse transversely as they drift up to the EL region. Once there, due to the isotropic emission of light, each electron will be seen as the projection of a cone, and therefore, a $K_\alpha$ deposit will be seen as multiple overlapping cones.

Using the events selected as X-ray using the criterion mentioned above, a study of the extent of this projection was carried out. Figure 15-left shows the average projection of an event onto the x-y plane with the channel with maximum charge taken as the centre and the charge of the other channels plotted according to their distance from it. A two dimensional Gaussian can be fitted to the distribution to give an estimate of the transverse spread of the charge.

Figure 15-right shows the sigmas of the two dimensional fit as well as their quadratic sum which is the parameter used to define the EL gap induced transverse spread ($S_T = \sqrt{\sigma_x^2 + \sigma_y^2}$), plotted with drift time. There is no significant trend in the measured values with drift time suggesting that the EL gap distortion dominates the transverse spread of the charge cloud in the detector. The pitch of the SiPM channels in NEXT-DEMO is 10 mm, $S_T$ of the order of 8 mm suggests that little would be gained by increasing sensor density.

5 Energy resolution

One of the most important goals of NEXT-DEMO is to prove that the energy of electron tracks can be reconstructed accurately and that the resolution calculated for these tracks can be extrapolated to $Q_{\beta\beta}$. While the energy resolution of the raw data, only considering the online trigger, is already good, there are a number of correctible detector effects which can be understood and equalised optimizing the energy resolution of the detector. Among these effects are attachment during drift which causes a drift distance dependant energy measurement and inhomogeneities in light production and reflection due to the grids and light tube. As described in section 3, these effects can be understood using the $K_\alpha$ X-ray events and used to equalise the detectors response.
Figure 15. Left: average 3D charge distribution of a x-ray event from its barycenter. Right: $S_T$, $\sigma_x$ and $\sigma_y$ of charge distribution gaussian fit versus Drift Length.

Figure 16. Mean charge of X-ray events versus drift time. Exponential fit is made and correction factor extracted.

5.1 Attachment correction

During the charge cloud’s drift towards the anode, a fraction of the charge is lost due to attachment. Attachment is limited by the constant circulation and cleaning of the gas through hot getters but there remains a small, observable effect. Using the $K_\alpha$ peak in the selected data and plotting its charge with drift time this decay can be seen (figure 16). Modelling this decay as an exponential, a value for the mean electron lifetime can be extracted. Using this value the loss of charge due to attachment can be effectively corrected. In all datasets considered in this paper the decay constant was of order $-3.5 \times 10^{-5} \mu s^{-1}$, equivalent to a mean electron lifetime of $\sim 28$ ms, far larger than the maximum drift time of the TPC. This value represents an improvement over the values achieved in other gaseous xenon detectors [18].
5.2 Calculation of energy weighted sum

The correction factor determined above together with those obtained in section 3.2.3 can, in principle, be used as a model for the correction of the energy of any type of interaction in the TPC. While an extended event will require consideration in time slices, the photoelectric events of $^{22}$Na are still small enough that the X-ray model is a good one.

The corrected event energy is calculated as the weighted sum of the contributions from each individual PMT:

$$Q_{\text{tot}} = S_0(x,y) \cdot \sum_i q_i \cdot w_i(x,y) \cdot f_i(x,y) \tag{5.1}$$

where $q_i$ is the charge recorded by PMT $i$, $w_i(x,y)$ its weight for the reconstructed $(x,y)$ position — here, the inverse of the variance of its response to $K_\alpha$ X-rays as described in section 3.2.1 — and $f_i(x,y)$ is the geometrical correction factor for PMT $i$ in for the reconstructed $(x,y)$ position as explained in section 3.2.3. The term $S_0(x,y)$ is an overall conversion factor from photoelectrons to energy. Using this weighted energy estimator as opposed to the basic mean value used in previous publications (for example [10]) improves the determination of the energy by taking into account inhomogeneities in the response of the PMTs.

The residuals of the Delaunay interpolation produce a slight difference in the energy scale according to the $(x,y)$ bin in which an event falls. This is accounted for by calculating a scaling factor per bin, $S_0(x,y)$. These factors are calculated by fitting a straight line, in each bin, to the known energy of well defined peaks (the $K_\alpha$ and $K_\beta$ peaks at 29.7 keV and 33.8 keV respectively) and the photoelectric peak and its escape peak (in the case of $^{22}$Na at 511 keV and $\sim 481$ keV).

Applying all the corrections described, the resultant $^{22}$Na spectrum is that shown in figure 17-top with energy resolution for the $K_\alpha$ peak of (5.691±0.003)% FWHM (detail shown in figure 17-bottom left). The $^{22}$Na photopeak has a resolution of (1.62±0.01)% FWHM. Independently extrapolating these two values to the $^{136}$Xe $Q_{\beta\beta}$ assuming the dominance of photon shot noise Poisson statistics results in predicted energy resolution at $Q_{\beta\beta}$ of 0.6256% FWHM extrapolating from the $K_\alpha$ peak and 0.7353% FWHM from the photopeak. The discrepancy in the two values can be attributed to the gradual breakdown of the model of X-ray response as a global correction as extended events become more probable.

6 Summary

NEXT-DEMO data has been used to present the flexibility of xenon X-ray events both as a means to understand the fundamental properties of the TPC and as a model for the equalisation of detector energetic response.

The drift velocity and diffusion of the TPC have been determined using these events, which are abundant in any type of data taking. These properties can be used to monitor the gas quality of the detector and to facilitate the union of datasets with slightly different conditions. Moreover, they can be used to understand the effect of the EL gap on the observed signals.

The same events have also been used to understand inhomogeneities in the detector response allowing for a normalisation of effects due to uneven deposition of wavelength shifter and asymmetries in the form of the light tube. This model has been used to calculate a corrected weighted sum of the observed energy resulting in $^{22}$Na photopeak energy resolution of 1.62% and a predicted
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<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>RMS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>304.2</td>
<td>181.8</td>
</tr>
</tbody>
</table>
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Figure 17. Top: $^{22}$Na spectrum after all corrections. Bottom-Left: zoom of X-ray peak region and gaussian fit of the $K\alpha$ peak. Bottom-right: zoom of the escape and photoelectric peaks and gaussian fit to the Photoelectric.

$Q_{\beta\beta}$ resolution of as little as 0.63%. These values represent a slight improvement on previously published results [10].

Future work will involve the generalisation of the X-ray model so it can be used to correct more extended events where temporal slicing and in slice deposit clustering are required to precisely equalise the energetic response of the TPC.
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