Role of the transition state in muon implantation
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In condensed matter positive muons behave similarly to hydrogen and are often used in materials research as local probes and substitutes for hydrogen [1,2]. In muon spectroscopy experiments muons are implanted in the material and come to rest in the unrelaxed host lattice. The formation of the final configuration requires a lattice relaxation which does not occur instantly. The present paper is concerned with the transition from the initial stopping state to the final muon configuration. We identify the often observed fast relaxing signal in muon experiments (e.g., in several oxides studied recently) with the transition state in this conversion process. This state is paramagnetic with a small hyperfine interaction (in the order of MHz) which fluctuates and averages to almost zero. Because of its apparent diamagnetic frequency behavior, the fast signal was in the past assigned to Mu+ or Mu−. We present evidence that this state is actually paramagnetic. The model presented in this paper is of importance for the interpretation of past and future μSR measurements.
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I. INTRODUCTION

In condensed matter positive muons behave similarly to hydrogen and are often used in materials research as local probes and substitutes for hydrogen [1,2]. In muon spectroscopy experiments muons are implanted in the material and come to rest at a site which may not be the final position. The transition of the stopped muon from the initial to the final configuration is the subject of this paper. In some cases there is a barrier in this conversion process which leads to delay in the formation of the final states.

The slowing down of the muon proceeds via different processes [3]: At high velocities, the impact ionization of the matrix atoms is dominant. When the velocity of the muon becomes comparable to the velocity of the matrix electrons, cyclic charge exchange between positive to neutral sets in. This process ends when the threshold for electron pickup and electron loss is reached. In semiconductors, at this stage the muon has energies of the order of eV and the charge state is positive or neutral. The negative charge state is unlikely since the remaining kinetic energy (eV region) after the charge exchange cycle is lost by excitation of phonons. The muon is formed by a two-step process and the binding of the second electron is weak.

The remaining kinetic energy (eV region) after the charge exchange cycle is lost by excitation of phonons. The muon finally stops at an interstitial site in the yet unrelaxed lattice. The final configurations after the lattice relaxation are [1,4,5]: (i) atomlike muonium at an interstitial site (e.g., normal muonium in Si), (ii) neutral muonium bound into the lattice structure (e.g., bond-centered muonium in Si), and (iii) the positively charged state Mu+, also bound into the host lattice. In the present paper we are in particular concerned with the formation of these final states, starting from neutral muonium at an interstitial site in the unrelaxed lattice.

As an example of the present model, we will discuss the fast relaxing signal observed in several experiments, for example in oxides (Fig. 1). We assign this signal to the transition state which exists for some time during the conversion from the initial to the final muon configuration. A characteristic of this signal is that the precession frequency corresponds closely to the Larmor frequency of the diamagnetic muon. We will call it diamagnetic-like leaving open that the actual configuration of the muon may possibly differ from diamagnetic.

As an example, we now analyze the data of the slightly Mg-doped zirconia sample (Zr0.96Mg0.04O2). The reason for this choice is that more data are available for this sample than for other systems. However, the features discussed here are typical for all zirconia (doped and undoped) [6] and are also representative for other systems with a fast relaxing diamagnetic-like signal (see below).

The classic case of the fast relaxing signal is Al2O3 (Refs. [7–9]). This signal was first interpreted as being due to delayed capture by Mu+ of an electron from the ionization track (delayed muonium formation, see Ref. [8]). Later, electric-field measurements showed that this interpretation could not be confirmed and the signal was then assigned to initially formed Mu− which loses the electron after some time [9]. Cox et al. [10] mention that neither of the two assignments is satisfactory (the sapphire puzzle), Mu− formation being not very plausible. Fast relaxing diamagnetic-like signals were observed also in various other systems: e.g., I. Fan et al. in photexcited Ge [11], H. V. Alberto et al. in solar cell materials [12], R. B. L. Vieira et al. in HfO2 [13], R. C. Vilão in TeO2 [14].

II. USUAL INTERPRETATION OF THE FAST RELAXING SIGNAL

The fast relaxing signal (Fig. 1) shows a precession frequency which is similar to the frequency of the diamagnetic state and has therefore been assigned to either Mu+ or Mu− (for example, Refs. [7,9,13,15]). It was, however, not tested whether the state is really diamagnetic or is actually paramagnetic with an average hyperfine interaction so small that the hyperfine splitting cannot be observed. A comparison of transverse and longitudinal field data (at appropriate fields) could clarify this point. The presence of a frequency shift would confirm as well the paramagnetic character. But these effects are small and not always detectable experimentally.
We will come back to this point later but discuss first some shortcomings of the \( \mu^+ \) or \( \mu^- \) interpretation.

1. \( \mu^+ \) hypothesis

One assumes that the muon stops as \( \mu^+ \) and exists for some time (several ns and more) in this charge state before it captures an electron from the ionization track (e.g., Ref. [15]). There are several shortcomings in this interpretation: (i) \( \mu^+ \) is not stable at the interstitial site and would quickly form the very stable O-H-like bond from which a return, after electron capture, to the higher-energy interstitial configuration is very unlikely. (ii) If both fast and slowly relaxing signals correspond to \( \mu^+ \), there is no place for the case where the muon stops in the neutral charge state. But it is unlikely that in the present cases no neutral muonium is formed in the charge exchange process.

The delayed capture of an electron from the ionization track was used to derive the electron mobility via the time the electron needs to travel from the ionization region to the muon site (Ref. [8]). This measuring method is not applicable if the electron is already present near the muon from the stopping process, as proposed in the present work.

2. \( \mu^- \) hypothesis

The formation of \( \mu^- \) is a two-step process and as such strongly suppressed. Note that \( \mu^- \) would have to be formed promptly since otherwise dephasing would destroy the polarization. The \( \mu^- \) in question here (probably atomlike interstitial \( \mu^- \)) is not the strongly bound hydride-like negative muonium predicted by theory (e.g., Ref. [16]) since the formation of this latter configuration requires a large lattice rearrangement which is unlikely in the short time and the relatively low temperature of the muon experiment. On the other hand, the atom-like negative muonium, the analog of the quasi-free \( H^- \), is very unstable if embedded in the host lattice. It is conceivable that this \( \mu^- \) is formed for a short time in a fluctuating capture and loss process as reported in the experiment on highly-doped n-type samples at high temperatures [17], or possibly in n-type samples after the ionization of donors, again in a cyclic capture and loss process [18,19] though in the latter case a revision of the assignment is intended following this work. However, a \( \mu^- \) with the characteristics of the fast relaxing signal, i.e. prompt formation and relatively long lifetime (several ns to \( \mu s \)), seems rather unrealistic.

Thus, the assignment of the fast relaxing signal to either \( \mu^+ \) or \( \mu^- \) has serious problems. We will show in the following that the assumption of neutral muonium \( \mu^0 \) for this state is consistent with the experimental findings. The signal looks diamagnetic since the hyperfine interaction is weak and fluctuates, resulting in an almost zero average hyperfine splitting.

III. THE TRANSITION STATE

The incoming muons (or a part of them) likely capture an electron during the charge-exchange thermalization cycle and end up as neutral muonium in the unrelaxed lattice. This configuration is highly unstable and initiates a lattice relaxation to release the stress around the muonium. The final step in the implantation process is sketched in Fig. 2.

Both \( \mu^+ \) and \( \mu^0 \) stop in an excited configuration (indicated by an asterisk on the corresponding symbol in Fig. 2). The excitation is mainly due to the embedding into the unrelaxed lattice. \( \mu^+ \) reacts immediately with the lattice and forms a bound configuration. However, starting from \( \mu^0 \) the formation of the final states may be delayed due to the necessity of a rearrangement of the lattice atoms. The duration of this transition situation (transition state in Fig. 2) may vary strongly from material to material and may depend on temperature and other external parameters (e.g. electrical field). If this time
lies in the nanosecond region or below the transition state cannot be observed directly but may manifest itself by a phase shift and missing fraction. This feature was used extensively in chemistry experiments to derive reaction constants [3]. For even shorter transition times one speaks of prompt formation of the final states, as observed in the classical cases of Si and Ge [1]. If the lifetime of the transition state falls into the time window of μSR method, the state can be observed directly. We identify the fast signal mentioned above with this situation. A long lifetime of the transition state is expected if the localization of the muonium electron proceeds via an energy barrier.

We suggest that the transition state is actually paramagnetic, but the hyperfine interaction is small and fluctuates leading to an almost vanishing average value. This makes it particularly difficult to detect and justifies that it may have been overlooked in past experiments. However, the paramagnetic character of the signal can be measured, as we will now demonstrate on the zirconia samples which were recently investigated at the ISIS Facility of the Rutherford Appleton Laboratory (United Kingdom) [6].

A. Longitudinal field decoupling

The hyperfine interaction causes a depolarization of the muon spin in longitudinal magnetic fields. If the field is strong enough to decouple the electron and muon spins then the muon spin polarization remains unaffected. In Fig. 3 we plot the fraction of muons that do not form the fast component, in order to highlight the corresponding recovery curve of the muon spin polarization. The fraction change seen in Fig. 3 equals the corresponding change of the fast relaxing signal which disappears in the same field range. Thus, the fraction change corresponds to the decoupling of the interaction in the fast relaxing signal.

Strongly anisotropic muonium has two regions where the electron and muon spin become decoupled [20]. The first decoupling occurs when the electron Zeeman energy becomes comparable to the hyperfine interaction. Assuming that the recovery in Fig. 3 is due to this effect, this would yield a hyperfine interaction in the order of 100 MHz. However, the shape of the recovery curve, in particular the kink at low fields, does not conform to the theoretical prediction, whereas such a feature is well known as a dip in the polarization recovery in case of an anisotropic interaction [20]. This depolarization mechanism occurs at the 1–2 level crossing [1,20,21]. This effect occurs at a much higher field or correspondingly at a lower interaction value for a given field than the usual decoupling and is observable only in case of an anisotropic interaction. The anisotropy determines the width of the depolarization peak and actually causes that the two levels avoid the crossing (avoided level crossing).

We analyzed the data with the avoided-level-crossing model presented in Refs. [20] and [21]. The fit required a very small value for the isotropic (contact) part of the interaction; it was therefore set equal to zero in the final analysis. Assuming a pure dipolar interaction (A = D(3cos^2θ − 1)), the fit of the recovery curve (Fig. 3) yields for the dipolar part D = −2.1(1) MHz. The cuplike behavior at low fields is obtained only with a negative value of D. We note that a dominant negative component of the hyperfine interaction is observed also in the case of bond-centered muonium in Si, Ge, and diamond [20]. A dipolar-like interaction is expected if the electron wave function is concentrated not at the muon site but at neighboring atoms some distance away from the muon. Actually, in a recent measurement on TiO_2, a predominantly dipolar interaction of this order of magnitude (D ~ 1 MHz) was found [22].

Thus, the hyperfine interaction in the transition state (in the case of ZrO_2:Mg) is in the order of 2 MHz and fluctuates, including sign changes. In the average, the interaction is close to zero.

B. Longitudinal field relaxation

Figure 4 shows the relaxation rate of the fast relaxing signal of the Mg-doped zirconia in longitudinal field. The fits were performed with two exponentially decaying functions, a slow and a fast component. The slow component was first fitted to the data in the range between 3 and 20 μs and then fixed for the final analysis. The obtained values for the fast signal are of the order of 1 μs^{-1} (Fig. 4). We note that the fraction of muons in the fast component becomes very small for fields close...
to 10 mT. The total nonfast fraction shown in Fig. 3 basically corresponds to the full observable muon spin polarization. This implies that for fields around and above 10 mT the analysis of the fast component becomes increasingly difficult and the corresponding relaxation becomes harder to define. The values in Fig. 4 are therefore limited to 8 mT.

The relaxation rate of 1 \( s^{-1} \) is much too small to correspond to the frequency distribution expected from the hyperfine interaction measured in the decoupling experiment (\( D \sim -2.1 \) MHz) if one assumes that the interaction is static. Dynamical narrowing must therefore take place.

The actually measured relaxation rate has an offset from lifetime broadening:

\[
\lambda_{\text{measured}} = \frac{1}{\tau} + \lambda_{\text{para}},
\]

where \( \tau \) is the lifetime of the state and \( \lambda_{\text{para}} \) is the relaxation corresponding to the line broadening by the paramagnetic interaction. Thus the values in Fig. 4 constitute an upper limit of the paramagnetic relaxation rate.

For a rough estimate of the relaxation rate, we assume that the hyperfine interaction fluctuates between plus and minus values of a fixed interaction. This is equivalent to spin flips of the electron and also represents an approximation of the fluctuating dipolar interaction for electrons changing sites on a sphere around the muon. Assuming \( A_{hf} \) is \( \pm 1 \) MHz and \( \lambda_{\text{para}} \) is \( \leq 1 \) \( s^{-1} \), one obtains a spin-flip rate \( \lambda_{SF} \) of \( (2\pi A_{hf})^2/(4\lambda_{\text{para}}) \geq 10 \) \( s^{-1} \) [23]. Note that this is only an estimate of the order of magnitude, taking into account the crude assumptions in the derivation.

C. Frequency shift

In our model, the fast relaxing signal is due to a paramagnetic state with a fluctuating hyperfine interaction. Due to the fast sign change, the hyperfine splitting is not observed but rather only the average of the two lines. This average value will coincide with the diamagnetic line only in the high-field (Paschen-Back) limit, where the hyperfine lines are symmetric around the diamagnetic line. However, if the external field approaches the transition region from the Paschen-Back to the Zeeman region the two lines are upward shifted and the average is displaced from the diamagnetic line. For the very small hyperfine interactions of the present case (in the order of 1 MHz) this effect can be observed only if the external field is of the order of 10 mT or below. In these low-field measurements a separate evaluation of the frequency of the different components of the signal is difficult; we therefore show here the result of a fit with a common frequency of all components (Fig. 5).

Clearly an upward shift of the frequency compared to the calibration line is observed (Fig. 5). This shift vanishes above about 150 K, at the temperature where the paramagnetic components of the signal disappear. This frequency shift is a clear indication of the presence of a paramagnetic interaction.

We conclude from the data analysis of the Mg-doped zirconia sample (which we consider as an example for other cases) that the fast relaxing signal, in spite of its nearly-diamagnetic frequency behavior, corresponds to a paramagnetic state, i.e., to a muon with a nearby unpaired electron. The effective hyperfine interaction becomes very small due to fluctuations of the instantaneous hyperfine interaction (of the order of MHz), assuming positive and negative values. The presence of the paramagnetic electron is evidenced by the decoupling behavior in low longitudinal fields and by the frequency shift in low transverse fields.

The precursor of the final muon states plays an important role in the \( \mu \)SR chemistry literature (see, e.g., Refs. [3], [24], and the literature cited therein). In these studies the intermediate state is not observed directly but deduced from the missing fraction and the phase shift. In Ref. [24] the controversial interpretation of the formation probabilities of the final states in the hot model and the spur model is discussed. Our interpretation is closer to the hot model, although differences exist due to the different aggregate state of the material (solid compared to liquid or gaseous).

D. Characteristics of the transition state

The stopped muonium first forms a configuration similar to an effective-mass donor state in a dielectric medium. The formation of this configuration requires only a slight lattice rearrangement and may be formed almost promptly. We suggest that the transition state indicated in Fig. 2 has these
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The stopped muonium is initially in a similar configuration as the normal atomlike muonium (left of Fig. 6), but the potential energy is higher since the lattice is not relaxed (dashed line). Due to the stress, induced by the foreign particle, the lattice atoms start to move and readjust themselves to form the final state. The potential energy of muonium in the unrelaxed lattice and the local phonons from the muon stopping process can initiate jumps over the barrier even at low temperatures. This is a kind of “hot-atom” process. Along the reaction path in Fig. 6, two critical points exist (indicated by vertical lines) which determine the formation probability of the final states (see discussion below).

IV. THE BARRIER MODEL

Why is there a delay in the formation of the final states? As mentioned above, the implanted muonium stops initially in the unrelaxed lattice. The final embedding of the muon into the lattice structure requires a rearrangement of the atoms in the neighborhood of the muon. The lattice relaxation may proceed via an energy barrier which delays the conversion. We note already here that this barrier is not the same as the barrier for the thermal conversion from interstitial to bound muonium. The electron capture ends the lifetime of the diamagnetic state. The justification of this model is largely based on electric field measurements which show that the state is easily ionized indicating weak binding of the electron. We note that the transition state described in the present paper (see Fig. 2) has the same weakly bound structure as in the Storchak model and therefore the electric field measurements do not distinguish between these models.

The maximum of the potential profile in Fig. 6 constitutes the threshold for the conversion. At the top of the profile (vertical line 1), muonium may return to the interstitial site and form atomlike muonium in the relaxed lattice or it may continue the conversion to the bound configuration. The barrier height determines the ratio between atomlike interstitial muonium and anion-bound muonium.

In the usual treatment of over-barrier hopping, a thermally activated process is assumed where the temperature provides the activation energy. In this model, the fraction of bound muonium is given by

\[ f_b = f_0 \frac{N \exp \left(-\frac{E_b}{k_B T}\right)}{1 + N \exp \left(-\frac{E_b}{k_B T}\right)}. \]

FIG. 6. Schematic representation of the total energy for the conversion from atomlike interstitial to anion-bound muonium (adapted from Ref. [26]). The dashed line indicates the potential during the first steps of the lattice relaxation. The vertical lines (marked 1 and 2) indicate branching points (see text).

FIG. 7. Recovery of the diamagnetic fraction as a function of temperature for ZrO\(_2\):Ca (from Ref. [6]).
TABLE I. Activation energy $E_a$ derived from the thermal recovery of the diamagnetic fraction (see Fig. 7) for different zirconia samples. In the last column, the bound fraction $f_b$ (slowly relaxing component) at low temperatures ($T \leq 10$ K) is given. We identify the activation energy with the barrier height and the bound fraction with the formation of a bound muon configuration. Data from Ref. [6].

<table>
<thead>
<tr>
<th>Sample</th>
<th>$E_a$ (eV) $f_b$ (%) at $T \leq 10$ K</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZrO$_2$ (undoped)</td>
<td>0.26(2) 37(2)</td>
</tr>
<tr>
<td>ZrO$_2$:Ca (monoclinic)</td>
<td>0.21(2) 58(3)</td>
</tr>
<tr>
<td>YSZ</td>
<td>0.12(2) 83(2)</td>
</tr>
</tbody>
</table>

Here $f_b$ is the neutral fraction (Mu$^0$) of stopped muons, $N$ the statistical weight factor, $E_a$ the barrier height, $k_B$ the Boltzmann factor, and $T$ the temperature. At low temperature, $T$ may be replaced by an effective temperature which accounts for the epithermal energy at the muon site.

The barrier height can be obtained from the thermal conversion from normal muonium to the bound muon configuration. As an example of the thermal conversion, the case of ZrO$_2$:Ca is shown in Fig. 7. Similar conversion curves were obtained for the other zirconia samples [6]. Barrier heights extracted from these data are given in Table I.

The data in Table I show a correlation between barrier height and the formation of a bound muon configuration. The higher the barrier, the fewer muons form a bound configuration. A quantitative evaluation of the correlation is difficult since the bound fraction contains also contributions from promptly reacting incoming Mu$^+$. But the general tendency is obvious and is expected in the barrier model.

2. Branching point 2

The electron is only weakly bound in the transition state, and the binding energy fluctuates as the matrix atoms change positions. As the atom positions change and the total energy of the muon and the lattice changes as depicted approximately in Fig. 6, the binding energy of the electron to the muon may become extremely reduced. At some point (vertical line 2 in Fig. 6) this binding energy may eventually become nearly zero, become extremely reduced. At some point (vertical line 2 in Fig. 6, the binding energy of the electron to the muon may change as depicted approximately in Fig. 6). As the atom positions change and the total energy (of the nearby atoms) changes as depicted approximately in Fig. 6. The electron may then be lost. The ionization terminates the lifetime of the transition state. We note that the electron loss may occur before the barrier height is reached (branching 2 before branching 1); in this case the barrier height does not determine the branching ratio between the atomlike and the bound muon configuration.

There is also the possibility that the electron remains bound until the end of the time spectrum or until the binding of muonium is formed. This latter process also ends the transition stage.

External fields weaken the electron binding in favor of ionization. Thus, the branching between neutral muonium and diamagnetic muon can be influenced, e.g., by the application of an external electric field. Electric field measurements by Storchak et al. [15] showed the existence of a weakly bound state in several semiconductor systems. These authors interpret these data as delayed muonium formation by capturing a radiolytic electron. However, the electron in the transition state described in the present work is also weakly bound and thus easily distractible by an external field. The difference to the weakly bound state proposed by Storchak et al. is that we assume that the electron is brought in by the muonium formed in the charge exchange stage and not by delayed electron capture. A difference is also that we assume that the weakly bound state is not an excited electronic state (as in the model of Ref. [15]) but an excitation of the lattice with the electron following adiabatically the changing atomic configuration.

V. CONCLUSIONS

We emphasize in this paper the importance of lattice relaxation for the formation of the final states in muon implantation. The muon is originally stopped in the pristine lattice. The formation of the final configuration requires a rearrangement of the nearby atoms. This process may take some time and lead to observable intermediate phenomena. We assign the so-called fast relaxing signal to this transition situation. The delay is caused by the duration of the relaxation process and is not due to the delayed capture or loss of an electron, as suggested in other publications (e.g., Refs. [7,9,15,27]). The seemingly diamagnetic character of the fast relaxing signal is due to an almost vanishing average value of the fluctuating hyperfine interaction.
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