
Introduction

Forensic anthropology plays a major role in the analysis and identification of human skeletal remains helping to narrow the field of inquiry, facilitating a match between human remains and missing person report. A first step of this process is to establish the biological profile of an individual, namely, its sex, age-at-death, ancestry and stature. Continued use of race or ancestry in forensic anthropology is controversial and has been criticized mainly due to the fact that strong scientific evidences disprove the biological race concept as constructed within traditional physical anthropology. Nevertheless, ancestry is an important identification parameter and forensic anthropologists can estimate it because there is some degree of concordance between social constructions of ancestry and skeletal morphology [1].

Several methodological approaches can be used in anthropological ancestry estimation. One of the most recent and innovative, is the application of geometric morphometrics [2], which allows for rigorous and objective analysis of the cranial shape through 3D coordinate data. Several studies have also been recently conducted to put classical tools such as cranial morphoscopic and dental morphology analysis in a more scientific framework [3–10]. One of the most well-known and established methods of ancestry estimation relies on craniometry and application of statistical classification techniques. Introduced by Giles and Elliot [11], ancestry estimation by means of linear discriminant analysis (LDA) aims to classify a target individual (e.g. unidentified), through weighted combination of craniometric variables, into a reference ancestral group. Computer applications like FORDISC [12, 13] and CRANID [14, 15] make the use of LDA for ancestry estimation straightforward, and useful allocation indicators such as posterior and typicality probabilities are outputted to help interpretation and decision making.

When correctly applied and interpreted LDA is a valuable technique to perform ancestry estimation from metrical data [13]. However, even when all of its assumptions are met, LDA can normally be outperformed by modern machine learning classification algorithms [16–18].

A pioneering study by Hefner et al. [4, 9] illustrates the utility of a machine learning technique called random forest modeling to estimate ancestry from cranial metrical and morphoscopic data. Unlike LDA, random forest allows for this opposing type of approaches to be integrated in a robust computational way. Using 110 skulls from the William M. Bass Donated Skeletal Collection representing modern American Whites (n=72) and Blacks (n=38), and 39 skulls representative of Southwestern Hispanics from the Pima County Medical Examiner’s Office (Tucson, Arizona), they obtained an accuracy rate of 89% (cross-validated).

Inspired by Hefner et al. [4, 9] and by the major contributions of FORDISC and CRANID developers to forensic anthropology, in this paper we present a computer program named, AncesTrees, developed and evaluated for ancestry estimation using the random forest algorithm as underlying classification technique.

Material and Methods

Material

Reference dataset

As reference sample 1734 individuals from the Howells Craniometric Series [19–22] were selected to integrate our program database (Table 1). Individuals were pooled in six ancestral groups: African, Austro-Melanesian, East Asian, European, Native American and Polynesian. A total of 23 craniometric variables were used in our approach (Table 2). The selected measurements describe overall cranial morphology (length, width, height), and specific regions of facial skeleton (e.g. nasal aperture, orbits). All can be easily collected using only spreading and sliding calipers.

Test datasets
Although our computer program have implemented a specific mechanism of validation of the model generated in each execution (see next section), the most reliable accuracy test will always be the one conducted on an independent test dataset. Therefore, we tested our program in 128 adult skulls, belonging to 32 individuals of African ancestry and 96 of European ancestry.

The individuals of African ancestry were selected from the African slaves’ skeletal collection of Valle da Gafaria. These skeletal remains belong to African slaves discarded during the 15th-17th centuries in a waste disposal site at Lagos (Portugal) [23]. All individuals show Negroid characteristics at morphoscopic level [24]. Data was collected by one of the authors (CC).

The 96 individuals of European ancestry were selected from two Portuguese identified osteological collections. Sixty four individuals (32 males and 32 females) were randomly selected from the Coleção de Crânios Identificados das Escolas Médicas (Medical School Skull Collection). This collection, housed in the University of Coimbra, is composed by 585 skulls of individuals who died between 1895 and 1903 [25]. Data was collected by one of the authors EC [26]. The remaining 32 individuals (18 males and 14 females) were randomly selected from the recently created Coleção de Esqueletos Identificados Século XXI (Identified Skeletal Collection of the 21st Century), whose individuals died between 1995 and 2007, and were exhumed between 2003 and 2013 [27]. Data was collected by two authors MTF and CC.

Descriptive statistics (mean, standard deviation and range) of the cranial measurements were computed in order to provide a characterization of test samples used in this study.

Methods

The random forest algorithm

This study evaluated the utility of the random forest algorithm [28] in ancestry estimation based on craniometric data. The random forest algorithm [28] belongs to a class of machine learning techniques denominated ensemble learners [29, 30]. An ensemble is a set of classifiers whose results are combined to produce a final classification. A key aspect to obtain a good ensemble is to have accurate and diverse classifiers. The random forest uses tree-structured classifiers as base learners to grow an ensemble. Classification trees are a simple, yet powerful, type of non-parametric classification model, constructed using a recursive top-down divide-and-conquer strategy, capable of learning complex interactions between variables and non-linear decision boundaries. Tree-based models can handle any type of input variable (numeric, nominal, ordinal), tackle multi-class problems, and automatically select the most relevant variables. Albeit very accurate, classification trees are very prone to over-fitting. Due to the nature of their training process, minor changes in the training data lead to different trees and consequent results, especially when trees are not pruned or simplified. For this reason, tree models are considered unstable classifiers [31, 32].

The random forest algorithm not only copes with the aforementioned problem of classification trees, but also exploits the instability of tree-based models to build a powerful ensemble composed of accurate and diverse classifiers. To generate diversity two stochastic mechanisms are employed during the forest growth. First, each tree, instead of the original training set, is induced using a bootstrap replicate of it. This concept is adapted from a previous ensemble learning technique designated bootstrap aggregation or bagging [33]. A bootstrap replicate is a sample drawn by re-sampling, with replacement, the original data. Each replicate have the same size of the original set and contains approximately 63% of the original data. This process makes each induced tree slightly different from each other and combining the generated trees generally leads to better results than using a single model. The second stochastic mechanism involves the process of tree construction itself. Normally, at each node of a tree all variables are tested to select the most relevant one to split the data and create two more branches for the tree. In the random forest algorithm, a subset of randomly selected variables is used instead. This key aspect of the random forest was influenced by previous works on tree randomization and stochastic discrimination [34–37]. The random forest algorithm uses classification trees grown to their full depth.

Unlike many other machine learning techniques that have many hyper-parameters that should be carefully tuned to ensure maximum performance, only two parameters should be specified in random forest model. One should specify the number of variables (p) to be randomly selected and evaluated in each split and the number of trees (T) to include in the ensemble. Many software packages use simple heuristic rules to select p and the user only needs to specify T.
The random forest algorithm is one of the most powerful and versatile algorithms in modern machine learning. It can tackle classification and regression tasks in a supervised learning framework, it can be used for data clustering, missing value imputation and novelty and outlier detection from an unsupervised learning perspective. One of its most interesting features is the fact that no cross-validation is required to get unbiased estimates of the model performance. The random forest model inherits from bagging the ability to produce out-of-bag error estimates. As mentioned before a bootstrap replicate of the data contains two-thirds of the original data, which means that about one-third is not used in the classification trees. For each example of the original data, an out-of-bag classification is produced by combining only the classification trees where that example was not present in the bootstrap replicate. Out-of-bag error provide a good and unbiased estimate about the generalization ability of the random forest and compares to K-fold cross-validation [32].

From tree-based classifiers random forest ensembles inherits the ability of automatically select the most discriminant predictors and also measure their importance for the model. One common measure of variable importance used in random forest is the mean decrease of Gini criterion. Gini criterion is a splitting criterion used to evaluate the quality of a variable when a new branch is to be created in a tree. Whenever a the value of the Gini criterion of a node’s descent nodes is less than the node’s Gini criterion, a new branch is added to the tree and the decrease of Gini criterion for that node and associated variable is recorded. All the decreases in Gini criterion due to a variable are summed and normalized by the number of trees in a forest. Higher values of mean decrease of Gini criterion are associated to the most important variables, and therefore variables can be ranked based on this measure.

**AncesTrees – a computer program of ancestry estimation**

Our computer program, AncesTrees, performs the estimation of ancestry using the random forest algorithm for classification. The program consists of a spreadsheet file (.csv) and a script file. In the spreadsheet the user enters the measurements taken from a skull and selects which ancestral groups should be included in the model. Sex-specific models or the ability to estimate ancestry and sex at the same time are implemented. The ability to estimate sex using only individuals of one ancestral group, although not the focus of the program, is also permitted. The results of the algorithm are outputted in a separate sheet in the form of probabilities of membership to the ancestral groups included in the model. Out-of-bag accuracy rates, the cross-validation method inherent to bagging-based algorithms, are also outputted. These values can be interpreted as probabilities: the probability of correctly estimate the ancestry using the generated model or the probability of correctly detect individuals of a specific ancestry.

Like the FORDISC, fragmented skulls can be analyzed using our program because a new forest is fitted in each execution of the program according to the variables entered by the user. Beyond the variables introduced by the user, AncesTrees also uses a size-corrected version of those variables, which are added before the fitting procedure of a new random forest. These size-corrected variables are obtained by dividing each variable by the geometric mean of all cranial measurements available for an individual. This simple data transformation proposed by Darroch and Mossiman [38] removes the size component of linear distance measurements, leaving only a shape component. In addition to group membership and model accuracy information, the program also outputs information of variable importance as computed by random forest model.

In our implementation both size (normal variables) and shape (transformed variables) components are injected in the predictive model. Since tree-based classifiers have an automatic variable selection feature, the random forest will automatically give more importance and relevance to size or shape according to the estimation problem being posed by the user. If the user seeks to estimate sex for an individual of a specific ancestral group, the model will give more importance to the size variables given that sexual dimorphism, in this case, is mainly expressed as size differences. In a scenario where the user seeks to estimate ancestry but sex cannot be accurately known, which means creating a random forest model with both sexes pooled for each ancestral group, the shape component will be given more importance with more size-corrected variables used to create splits and new branches in each tree. In this case, shape is the most important component because ancestry variation is mainly expressed by shape differences. Giving more importance to shape also diminishes the risk of misclassifying an unusually small or large skull into an ancestral group where smaller or larger skulls are normally observed. It also allows the predictive model to achieve good levels of accuracy despite the fact that males and females are pooled together. When the user aims to estimate both sex and ancestry of a given skull, the model will seek a balance between the size and the shape component and the ranking of the most important variables
will reflect that with a mixture of both size and shape variables as the most relevant for discrimination. Table 3 illustrate variable importance analysis in the three scenarios described.

Using AncesTrees 10,000 randomized classification trees are constructed in each execution of the program. The number of randomly selected variables to be used in each split is given by the squared root of the number of available variables, raw linear distances and their size-corrected version. AncesTrees is available upon request from the first author.

Results

Descriptive statistics of cranial measurements of the test samples are summarized in Tables 4 to 6.

The utility of the random forest algorithm in craniometric estimation of ancestry was tested under two scenarios: using a 6-way random forest model, where six ancestral groups were included and a 2-way random forest, to discriminate between individuals of African and European ancestry. In both models the sex was not considered. Results are summarized in Table 7 which also reports out-of-bag accuracy rates for both models using 23 cranial measurements, the most frequent situation during our test analysis.

In the 6-way random forest model, 75% of the individuals of African ancestry in the independent test sample were correctly identified, with the remaining 25% being misclassified as Austro-Melanestians. Seventy nine point two percent of the individuals of European ancestry were correctly identified, misclassified individuals are scattered across the remaining ancestral groups. The model involving only African and European ancestral groups performed much better, as expected. Ninety three point eight percent of all individuals in our test sample were correctly identified.

Discussion

The results obtained are very encouraging, especially because correct classification rates of Europeans and African individuals in our test sample are very similar to the expected classification rates, using the out-of-bag validation, the cross-validation technique used in AncesTrees. This is very important because it illustrates the generalization capacity, the ability to perform accurately other samples not used in the random forest model. If the out-of-bag estimates of accuracy, produced by our program, remain unbiased in other situations, as reported in this study, a 3-way random forest using 23 cranial measurements to discriminate, for example, between individuals of African ancestry, European and Native American, will have an expected overall accuracy of 88.6% which compares to results reported by Hefner et al. [4, 9], who used random forest modeling with metrical and morphoscopic data.

Despite being composed of archaeological specimens in its vast majority, the craniometric Howells Series proved to be very useful. The 32 individuals from the most recent Portuguese identified osteological collection were all correctly identified using the 2-way model and 93.8% of them were correctly allocated using the 6-way random forest.

Our results reflect the utility and advantages of the ensemble learning framework in such a complex domain like ancestry estimation. From a computational perspective, fitting an ensemble of classifiers instead of just one classifier, even if fully tuned and optimized with procedures such as stepwise variable selection, makes more sense and is clearly advantageous. Fitting a learning algorithm, like a classifier, can be viewed as a search problem where one seeks to find the best hypothesis, in this case the most accurate classifier [30]. Building a classifier for ancestry or sex estimation is in fact a search for the best hypothesis that allows us to explain y, ancestry or sex, as a function of x, the osteometric or morphoscopic data. What happens is that our data, what the learning algorithm uses to search for the best hypothesis, are small in comparison to size of the hypothesis space. The learning algorithm can find many hypotheses with the same accuracy on the training data. By combining all possible classifiers instead of selecting just one, choosing the wrong classifier can be avoided. This is particularly important when the classification model is to be applied to data that do not come from the same reference dataset. In other words, the cases of the unknown individuals that forensic anthropologists seek to positively identify. Forensic anthropologists work with finite reference or training data, which means that the learning algorithm will search only a limited set of hypotheses and stop looking when it finds a hypothesis that suits to the training dataset. Two problems arise as consequence of it. The algorithm may choose a hypothesis that is too specific of the reference data and is therefore over-fitted, or in more anthropological terms too specific of the population/reference sample in which it was developed.
In the worst case scenario the true function is not present in the hypothesis space. Ensemble learning methods such as bagging and the random forest handle these two problems by expanding the hypothesis space. The simple use of bootstrap replicates of the training data, instead of the training data itself, allows each classifier to be searched in a different hypotheses space, and when all classifiers are combined they represent solutions found in the vast hypotheses space. This key aspect of ensemble methods is crucial to tackle problems such as the population-specificity of methods used in biological profile estimation.

From what have been exposed, it is easy to infer that the biggest advantage of the random forest is the fact that it is a balanced algorithm from a bias-variance tradeoff perspective [ref]. Its proprieties make it very effective at capturing regularities of the training data (low bias) and to generalize learned rules to unseen data with only residual and neglectable losses in predictive accuracy (low variance). Its low variance is its most valuable feature for anthropological applications. Since it is one of the most overfitting-resistant algorithms, it is less likely to misclassify a skull simply because it is not very similar to the overall configuration of the database used to train the model or because the model is overtuned and captured noise from the training data. While ensemble models are not guaranteed to always provide the most accurate solution in terms of bias, it is very difficult for a single classifier to compete with an ensemble in terms of generalization. Ensembles are much more expressive in the hypothesis space they represent. In fact, what makes some type single classifiers so accurate (in terms of bias), such as stepwise variable selection procedures or optimization-based training (i.e. artificial neural networks), is what explains why they more often fail so dramatically in terms of generalization in unseen data.

A clear disadvantage of ensemble techniques like the random forest is the loss in interpretability of the generated model when compared to a single classifier. Ensemble methods operate as “black-boxes”: in one side enters a set of measurements, and in the other is outputted a classification based on hundreds or thousands of classifiers. Although variable importance analysis is outputted for each new forest created by the program, we advise to proceed with caution if the user, for example, want to remove the least important variables and create a new model. Variable importance analysis is a useful tool but it reflects the importance of a variable for the ensemble model. A variable can be very discriminative in some of the trees composing the forest but its overall contribution small. Forest models are very effective at capturing variable interactions, a variable is important due to its individual discriminant power but also to its interactions. It is recommend to collect as much measurements as possible and let the program operate with all of them. As already illustrated it is capable of automatically select the most discriminative variables for the type of model requested by the user. The fact that the random forest uses a random subset of variables in each split makes it one of the most effective techniques for high-dimensional problems [39]. A large number of cranial measurements does not represent a problem using random forest models.

Conclusion

The AncesTrees base learning algorithm, random forest, proved to be very successful both in global and binary ancestry discrimination. Although the specificities of the Howells Craniometric Series (within each ancestral group there are individuals from different geographic regions and time periods), the program provided excellent classification results both for contemporaneous Portuguese European individuals and archaeological African slaves.

Like every predictive system, AncesTrees is not guaranteed to always provide a correct estimate, it would be completely unrealistic to have such expectation. It is reasonable to say that using craniometric measurements the maximum accuracy one can expect to achieve in ancestry estimation without incurring in overfitting is around 97%. As we already mentioned, the main advantage of random forest is not in its absolute accuracy but in its ability to generalize to unseen data. Computer programs like AncesTrees, FORDISC and CRANID are designed as decision support systems to aid the user arrive at a scientifically informed decision. Due to the complexity inherent of ancestry estimation we think that most effective strategy is to think of existent methods as an ensemble classifier. Instead of look at different methods as opposing approaches, one should aim to combine their results as in an ensemble model. Metrical and morphological data being used under different computational approaches such discriminant functions, K-nearest neighbors, random forests or support vector machines. AncesTrees is a relevant contribution for such endeavor.

The results obtained through this program are promising although more tests in samples from different geographic origins and ancestries are necessary in order to prove its utility in Forensic Sciences
and to allow, in the future, robust comparisons with other methods. AncesTrees is available upon request from the first author.
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