Material parameters identification: Gradient-based, genetic and hybrid optimization algorithms
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Abstract

This paper presents two procedures for the identification of material parameters, a genetic algorithm and a gradient-based algorithm. These algorithms enable both the yield criterion and the work hardening parameters to be identified. A hybrid algorithm is also used, which is a combination of the former two, in such a way that the result of the genetic algorithm is considered as the initial values for the gradient-based algorithm. The objective of this approach is to improve the performance of the gradient-based algorithm, which is strongly dependent on the initial set of results. The constitutive model used to compare the three different optimization schemes uses the Barlat’91 yield criterion, an isotropic Voce type law and a kinematic Lemaitre and Chaboche law, which is suitable for the case of aluminium alloys. In order to analyse the effectiveness of this optimization procedure, numerical and experimental results for an EN AW-5754 aluminium alloy are compared.

1. Introduction

The numerical simulation of sheet metal forming processes has proven its efficiency and usefulness. In the last twenty years, considerable efforts have been made to improve the numerical methods for solving non-linear problems arising from material behaviour, geometry and friction. Moreover, by means of user-friendly graphical interfaces and due to increasing computer capacity, the use of numerical simulation to analyze the sheet metal forming process has been promoted at an industrial scale. Despite the advances in this domain, the final result of the simulation of metal forming processes depends greatly on the limitations of the constitutive material behaviour model, used in the simulations [1,2]. In fact, various types of models can be used, according to their ability to explain and/or predict the details of the plastic behaviour during a given deformation process. Simple models of isotropic hardening can give an acceptable estimate of the drawing forces occurring during the process and are widely used in industry [3]. However, more sophisticated models, involving for instance non-linear kinematic hardening and more refined yield criteria models, give improved evaluation of the evolution of every deformation process [4–7]. Generally, these models have a large number of parameters, which increases the amount and type of experimental tests necessary for their evaluation. Moreover, the results of the parameter evaluation are often inconsistent [8–10].

The identification of the material parameters, for a given constitutive model, can be seen as an inverse formulation. In this context, the key idea is to simulate the performed experiment, trying to adapt material parameters in order to numerically obtain the same results as the experimental ones [11,12]. This approach consists of an optimization problem where the objective function is to mini-
mize the gap between the experimental and the numerical results. The optimization variables are the material parameters that appear in the constitutive model. To solve this problem one can use different methods that can be divided mainly into three groups:

1. Derivative-free search algorithms.
2. Gradient-based algorithms.
3. Evolutionary algorithms.

The derivative-free algorithms, also called direct search algorithms, are generally based on simple strategies and do not require the calculation of derivatives. Their simplicity is their main attribute. However, direct search algorithms undergo the problem of converging to local minima, and are also somehow user-dependent. The convergence of these algorithms is very time-consuming and involves the comparison of each trial solution with the best previous solution. One can refer to several methods based on direct search strategies namely: pattern search [13], Rosenbrock [14], simplex [15] and Powell [16]. These methods remain popular because of their simplicity, flexibility and reliability.

The gradient-based algorithms usually converge quickly in the vicinity of the solution, and are therefore very interesting in terms of rapidity. However, they have some limitations, being strongly dependent on user skills, due to the need to choose the initial trial solutions. Also, they can easily fall to local minima, mainly when the procedure is applied to multi-objective functions, as is the case with material parameter identification. The requirement of derivative calculation makes these methods non-trivial to implement. One can mention a large number of optimization gradient-based methods such as the Steepest Descent Method, the Newton method or several Quasi-Newton Methods [17-20].

An evolutionary algorithm is a generic definition used to indicate any population-based optimization algorithm that makes use of some mechanism to improve the initial solutions. The trial solutions to the optimization problem are individuals in a population. Evolution of the population takes place after the repeated application of the genetic operators (reproduction, mutation, recombination, etc.). These algorithms have become very popular in recent years, mainly because of the increase in computer calculation speed that leads to optimized results in an acceptable time. Moreover, it is generally believed that evolutionary algorithms perform consistently well across all types of problems, which is evidenced by their success in fields such as engineering, art, biology, economics, genetics, robotics, social sciences and others. Although they are robust methods, their convergence is very time-consuming, and they must be considered as sub-optimal algorithms, as for continuous variable optimization the global minimum of the objective function is not guaranteed. Anyway, local minima are generally avoided and the final solution is in the vicinity of the global minimum. Genetic algorithms are the most popular type of evolutionary algorithms that make use of biological evolutionary analogies to improve the initial set of solutions.

In conclusion, these three types of approaches to variable optimization can be used to solve the problem of determining the material parameters of a given constitutive model. All the algorithms have advantages and drawbacks. However, one can produce hybrid algorithms combining the advantages of each approach, e.g. robustness of the genetic algorithm and performance of the gradient-based algorithm. Generally speaking, if the constitutive model is relatively simple e.g. isotropic hardening described by a power law and an anisotropic Hill'48 [21] yield criterion, the identification is relatively easy to perform, whenever the available experimental data is sufficient. As the complexity of constitutive models increases, identification becomes non-trivial, and generally demands user skills. To explore and identify the problems and difficulties that can arise during the parameter identification procedure, this paper makes use of two different algorithms, a gradient-based and an evolutionary algorithm, to identify the material parameters of the constitutive equations model in the case of a 1 mm thick sheet of EN AW-5754-O aluminium alloy, used in the automotive industry. A set of experimental results was obtained from tension and both monotonic and Bauschinger shear tests. The Barlat'91 [22] yield criterion is considered. A Voce type equation [23] with kinematic hardening component described by the Lemaitre and Chaboche law [24] is used.

The paper is structured as follows. In Section 2, the constitutive equations are briefly illustrated. In Section 3 the parameter identification problem and the two algorithms used are presented. In Section 4 the experimental tests are described. In Section 5 the results of the parameters identified are discussed. And Section 6 sums up the main conclusions of this work.

2. Constitutive equations

The YLD91 yield criterion was proposed by Barlat et al. [22,25] and was written from previous isotropic criterion defined by Hershey and Hosford [26,27]. It can be written as follows:

$$\phi = |S_1 - S_2|^m + |S_2 - S_3|^m + |S_3 - S_1|^m = 2^m$$

where $S_1$, $S_2$ and $S_3$ are the principal values of the isotropic plastic equivalent deviatoric stress tensor $S$, which is obtained from the Cauchy stress tensor $\sigma$ by a linear transformation; $m$ is an exponent which can be considered equal to, respectively, 6 for BCC and 8 for FCC materials [28] and $\sigma$ is the equivalent stress. The linear transformation used to calculate the isotropic plastic equivalent (IPE) stress tensor $S$ is

$$S = L : \sigma$$

where $L$ is the linear transformation tensor, defined for orthotropy [29] by

$$L = \begin{bmatrix}
(c_2 + c_3)/3 & -c_2/3 & -c_2/3 & 0 & 0 & 0 \\
-c_2/3 & (c_3 + c_1)/3 & -c_1/3 & 0 & 0 & 0 \\
-c_2/3 & -c_1/3 & (c_1 + c_2)/3 & 0 & 0 & 0 \\
0 & 0 & 0 & c_4 & 0 & 0 \\
0 & 0 & 0 & 0 & c_6 & 0 \\
0 & 0 & 0 & 0 & 0 & c_6
\end{bmatrix}$$

where $c_1$, $c_2$, $c_3$, $c_4$, $c_5$ and $c_6$ are the parameters that describe the anisotropy. When all parameters $c_i$ (i = 1 to 6) are equal to one and $m = 2$, the YLD91 criterion reduces to the von Mises yield criterion. The parameters to be identified in this model are $c_1$, $c_2$, $c_3$ and $c_6$. The parameters $c_4$ and $c_5$, the identification of which requires shear tests to be performed in the sheet thickness, are kept constant and equal to isotropic values ($c_4 = c_5 = 1$); this is because the experimental database does not involve such strain paths. As above mentioned, an exponent value of $m = 8$ is used [28], which is coherent with the behaviour of FCC materials such as aluminium alloys.

The yield surface is described by the equation:

$$\phi = \sigma - Y = 0$$

where $Y$ is the yield stress that takes as initial value $Y_0$. The yield stress evolution is given by the Voce law [23], defined as:

$$\dot{Y} = C_Y(Y_{sat} - Y)^p$$

where $\dot{p}$ is the equivalent plastic strain rate and $C_Y$ and $Y_{sat}$ are material parameters to be identified. This model is used in the simulation of materials whose behaviour presents saturated hardening.
In order to take into account kinematic hardening, the tensor \( \mathbf{S} \) becomes:

\[
\mathbf{S} = \mathbf{L} \cdot (\sigma - \mathbf{X})
\]

(6)

where the backstress tensor \( \mathbf{X} \) can be described by the non-linear saturation law proposed by Lemaitre and Chaboche [24]:

\[
\mathbf{X} = \mathbf{C}_x \left[ X_{\text{sat}} \left( \frac{\sigma}{\sigma} - \mathbf{X} \right) - \mathbf{X} \right] \theta
\]

(7)

where \( \mathbf{C}_x \) and \( X_{\text{sat}} \) are material parameters to be identified. \( \sigma \) is the deviatoric part of the stress tensor.

The above described anisotropic yield criterion and hardening laws were chosen because they correspond to the most suitable set of phenomenological constitutive laws to describe the aluminium alloy behaviour.

3. Parameter identification

It is not possible to experimentally determine the behaviour of the material for all possible strain paths and therefore a limited number of tests are usually considered, representative of the strain paths encountered during the deep drawing process. To characterise the behaviour of deep drawing quality metals, the most widely experimental tests used are tensile, shear and equibiaxial tensile tests. In case of constitutive laws involving kinematic hardening, reverse strain paths have to be taken into account, such as tension-compression tests [30], bending-unbending tests [31,32] or planar Bauschinger shear tests [33,34]. The mechanical behaviour of a material is then modelled, for use in numerical simulations of the forming process, by means of the parameters identified from the available experimental data.

The experimental database provides information for specific strain paths, which allows parameter identification by minimizing the difference between the numerical parameter optimization approach (for the constitutive model used) and the experimental results. The material parameter identification is then a minimum error problem, where the error can be defined as the difference between the results of the optimization approach and the experimental data. The error (or cost) function can be expressed as:

\[
F(A) = \frac{1}{N} \sum_{i=1}^{N} \left[ p_i^{\text{num}}(A) - p_i^{\text{exp}} \right]^2
\]

(8)

where \( F(A) \) is the error function, \( A \) the set of the parameters for the constitutive model, \( N \) the number of experimental points; \( p_i^{\text{num}}(A) \) and \( p_i^{\text{exp}} \) are the numerical and experimental values at a given instant.

3.1. Gradient-based optimization method

The derivative or gradient-based algorithm used in this study was developed by Pilvin and has already been largely discussed [8]. It is briefly reviewed here. The algorithm thus obtained was introduced into SiDoLo software. A fundamental issue regarding the optimization using second order gradient-based optimization methods, such as this one, is the initial guess for the set of parameters; if it is not carefully chosen, the iterative method can lead to convergence difficulties. In order to accelerate the convergence, two gradient-based methods were combined [35,36]. A steepest descent method is used for determination at the beginning of the optimization procedure and the Levenberg–Marquardt method [37,38] is used to accelerate the convergence after the initial stages of the optimization process [39]. This second order gradient-based optimization method guarantees the convergence, at least to a local minimum and is, in general, the most widely used optimization algorithm [8] for identification tasks. In order to integrate the internal variable equations, the gradient-based method implemented in the program SiDoLo uses Runge–Kutta explicit numerical integration.

3.2. Evolved optimization algorithm

In order to perform the material parameter identification an algorithm based on the genetic evolutive scheme was also implemented. The genetic algorithm (GA) is a selective random search algorithm designed to achieve a global optimum within a large space of solutions, as proposed by Holland [40]. The initial solutions (population) of the GA algorithm are usually randomly generated. If some adequate quality solutions are known then it is possible to include them in the initial population, which is known as a seeding procedure. For instance, in this study it was possible to insert the solutions obtained with the isotropic von Mises yield criterion in the initial population. Then, for all the individuals the fitness function is calculated. This fitness function measures the robustness of each solution. Therefore a fitness-dependent technique is used to select the parents for the next population from the current one, setting them in the mating pool. This acts as a natural selection process where the strongest individuals have more probability of leaving their genetic information to the next generation. The next generation of solutions is obtained by a crossover technique from the individuals in the mating pool. In this study a single point crossover is used to perform this task. In order to ensure genetic diversity, a mutation operator is used. This is related to the exploration and exploitation balance that should be present in the convergence of the GA algorithm [41]. A way to increase this “converging pressure” is to maintain part of the population; this procedure is referred to as an elitism strategy. This algorithm is repeated until the end condition is reached. The diagram of the optimization problem, using the genetic algorithm is shown in Table 1.

4. Experimental data

The material used was an EN AW-5754-O aluminium alloy. The samples for mechanical tests were cut from a 1 mm thick sheet. Uniaxial tensile tests and simple shear tests were performed at \( 0^\circ, 45^\circ \) and \( 90^\circ \) to the rolling direction (RD). Both types of tests were carried out at an equivalent strain rate of \( 8 \times 10^{-4} \) s\(^{-1}\). Tensile samples have a gauged area of \( 150 \times 20 \) mm\(^2\). A local strain gauge, at the centre region of the sample, coupled with a CCD camera, allows the calculation of longitudinal and transverse logarithmic strains. The true stress is calculated from the load by assuming an isochoric plastic transformation. Simple shear samples have a gauged area of \( 4.5 \times 50 \) mm\(^2\) and the local shear strain \( \gamma \), at the centre region of the sample, is also recorded by a CCD camera. To identify the kinematic hardening, Bauschinger-type shear tests were carried out in the RD direction. They consist of a loading of the sample up to a maximum shear value (\( \gamma = 0.1, 0.2 \) and 0.3 in this study) followed by unloading and reversal of the loading direction. The experimental data obtained for the 1 mm thick sheets of
the EN AW-5754-O aluminium alloy is shown in Fig. 1. This material exhibits a Portevin–Le Châtelier (PLC) effect, which is responsible for the serrations observed on the stress–strain curves in tension.

Table 2 presents the experimental plastic anisotropy coefficients, \( r \), and the yield stresses, \( \sigma_0 \), obtained in tension in the sheet plane for 0°, 45° and 90° to RD. The plastic anisotropy coefficients are determined by fitting the results of the plastic strain in width versus the plastic strain in thickness up to 0.20 of longitudinal strain. It can be seen that this material exhibits weak planar anisotropy, particularly in the stress–strain curve.

5. Identification results

The identification procedure is a minimization of the cost function over all the tests in the database (Eq. (8)). For the gradient-based algorithm, an initial set of parameters was chosen and the calculation was stopped after 200 iterations or after a stagnation of the cost function. For the evolutive algorithm, all identifications were performed considering a crossover probability of 75% and a mutation probability of 5%. The population was 70 individuals and 120 iterations were performed. The elitism strategy keeps the 6 best elements in each population.

The yield stress parameters for the YLD91 criterion obtained with the two different approaches are shown in Table 3. In this table the label SiDoLo refers to the results obtained with the gradient-based program. For this case, the initial set of parameters is indicated in brackets. The parameters obtained with the evolutive program are referred to as DD3MAT results. Fig. 2 presents the yield surface obtained with SiDoLo (Set 1) and with DD3MAT.

![Fig. 1. Experimental results obtained for the EN AW-5754-O aluminium alloy: tensile and shear tests at 0°, 45° and 90° to the rolling direction (T 00, T 45 and T 90 for the tensile tests and CS 00, CS 45 and CS 90 for the shear tests) and Baushinger (shear) tests obtained at 0° to the rolling direction after 10, 20 and 30% of pre-deformation in shear (CC 00 10, CC 00 20 CC 00 30).](image1)

![Fig. 2. Numerical results for the yield stress surface of the EN AW-5754-O aluminium alloy. Experimental results obtained in tension at 0, 45 and 90° with RD direction. The numerical results presented were obtained with SiDoLo (Set 1) and with DD3MAT.](image2)
identifications. The main differences are observed for the equibiaxial stretching strain path. When comparing the directions of the normal to the yield surface with the experimental results, some small differences are observed, particularly for the case of the gradient-based program. The parameter identification results could be improved by means of experimental data concerning the equibiaxial stretching strain path, i.e. using bulge or an approximation to allow the biaxial data to be accessed through tensile results in the thickness direction as proposed, for example, by Green [42] and Tong [43].

Table 4 presents the identified mixed hardening coefficients, for Voce law and the non-linear with saturation law proposed by Lemaitre and Chaboche (NLSL), obtained with SiDoLo. In order to test the influence of the initial set of parameters within the derivative-based algorithm, three cases (number 1, 2 and 3) were tested. For all identifications, the initial value of \( Y_0 \) was kept equal to experimental yield stress in the rolling direction, and the value of \( Y_{sat} \) was 200 MPa (see Table 4); the other initial values are also shown in Table 4. The initial YLD91 parameters were set equal to 1.0 (see also Table 3). Table 4 shows large differences between the final results obtained with the different sets. The results obtained with sets 2 and 3 were not kept as valid once the cost function remained in the vicinity of 300, whereas with the set 1 the cost function reduces to near 150.

Table 5 shows the parameters obtained with the evolutive algorithm, which are almost identical for several runs. The limit values imposed for each parameter in the identification are also shown in this table (values in square brackets).

The mechanical behaviour of the material is well described using the set 1 of parameters in Table 4, (obtained with the derivative-based method) and the results presented in Table 5 (obtained with the genetic algorithm). This is shown in Figs. 3 and 4, which show the results obtained for tensile tests in the RD as well as monotonic and Bauschinger shear tests for both identification methods. Both numerical results exhibit close agreement with experimental ones even in the reverse paths.

5.1. Improvement of the identification strategy

In order to improve the overall optimization procedure, a hybrid scheme was developed. The hybrid algorithm was obtained using first the genetic algorithm to obtain a point near the minimum,
and then use the derivative-based, as a local search algorithm, to achieve the minimum. With this strategy it is possible to combine the advantages of the derivative and the evolutive algorithms. Tables 6 and 7 present the results obtained with this scheme for the parameters of the yield surface criterion and for the mixed hardening model, respectively. This new set of numerical results is referred to below as set 4. Fig. 5 presents the evolution of the identification error with the iteration (cost function), for all optimizations performed with the derivative based program (sets 1, 2 and 3) as well as for the optimization performed using as an initial set the results obtained with the hybrid algorithm (set 4). From this figure it can be observed that the derivative-based algorithm sometimes converges to a local minimum, as has been previously mentioned. The decrease in the cost function at the beginning of the identification for set 4 is due to the sub-optimal nature of the GA algorithm [40]. However, when using the result of the genetic algorithm as initial set for the gradient-based algorithm, convergence is rapidly reached around a high-quality set of parameters. The cost function values obtained for sets 1 and 4 are 151.94 and 150.33, respectively. The hybrid algorithm gives a better solution than those obtained with the derivative-based algorithms.
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Figures 6 and 7 show the experimental and numerical results obtained with set 1 and 4 for the variation in plane of the initial values of the uniaxial yield stress and Lanckford coefficients. Figs. 6 and 7 show the experimental and numerical results obtained with set 1 and 4 for the variation in plane of the initial values of the uniaxial yield stress and Lanckford coefficients. Figs.
8–10 show the experimental and numerical results obtained with set 1 and 4 for tensile tests, cyclic tests and width versus thickness plastic strains, respectively. It is possible to conclude from these figures that both sets are representative of the experimental behaviour, although the constitutive parameters for these two sets are slightly different (cf. Tables 3, 4, 6 and 7). This is due to the fact that the mechanical description, particularly the isotropic–kinematic hardening components, depends on the connection between the different laws. This implies a difficult optimization task, revealed by the different sets obtained for the derivative-based method presented in Table 4. The hybrid scheme is clearly more robust.

The CPU time spent for identification of all parameters was 60 and 30 min using the genetic algorithm and the derivative-based algorithm, respectively (the computer used was a Pentium IV 3.0 GHz). The use of the hybrid algorithm leads to a lower calculation time, taking 25 min for the entire identification procedure. Indeed, the number of generations of the genetic algorithm can be greatly reduced and, as the solution is near the optimal solution, the derivative-based methods converge in few steps.

6. Conclusions

This paper presents a comparison of optimization strategies for performing material parameter identification of an EN AW-5754-O sheet aluminium alloy. Tensile and shear tests were performed in order to obtain an experimental database on this material. The constitutive model used to describe the material behaviour is a phenomenological model composed of the YLD91 orthotropic plasticity criterion, the isotropic hardening law of Voce type and the non-linear kinematic hardening of Lemaitre and Chaboche. Two optimization algorithms are used: a genetic algorithm and a derivative-based algorithm. It is shown that both algorithms are able to fit the experimental behaviour even though the traditional problems of each algorithm have been encountered: large calculation times and sub-optimal problems for the GA and the inability of the derivative-based algorithm to avoid local minima. To improve the optimization procedure, a hybrid strategy is proposed which combines the advantages of both methods, i.e. firstly, the robustness of the genetic algorithm is used to reach the vicinity of the global minimum and then the precision of the derivative-based algorithm is used to reach the optimal set of parameters. With this method, it is shown that by performing a fine parameter optimization, it has been possible to fit most of the macroscopic effects observed in this material, using the constitutive models mentioned above.
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