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Abstract

In this paper we describe the integration of vision information obtained by a fixed camera and the information obtained by
a binocular active vision system. Both systems acquire images from the same environment. The information redundancy is
exploited to achieve a higher degree of robustness in detecting and tracking intruders. Global information about intruders is
obtained by the fixed vision system whereas information about a specific intruder (that invades a critical area, for example)
is obtained by the binocular system. © 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

Several theoretical and technological developments
have enabled the development of vision systems that
integrate multiple subsystems. The use of several
integrated vision systems is specially relevant from
the standpoint of the applications. By using several
subsystems with different characteristics different
types of information can be extracted from the same
environment. The different types of information can
be advantageously combined to achieve better perfor-
mance, a higher degree of robustness and to extract
more complex forms of data/information. In visual
surveillance, and specially for the monitoring of activ-
ities, this type of systems (integrating several vision
systems/modalities) is very useful. Several of these
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systems have been recently described [3,4,9,11,14].
This type of setups use heterogeneous sensing systems
that are integrated to provide several advantages.

Surveillance applications have specific features that
depend upon the type of environment they are de-
signed to operate on. The scenarios of surveillance ap-
plications are also extremely varied [6,8,13,14]. Even
though there are some surveillance systems using a
single camera [12] most of them use multiple cameras
[15]. The use of several cameras has several objec-
tives namely to increase the reliability. Images of the
environment are acquired either with static cameras
with wide-angle lenses (to cover all the space), or with
cameras mounted on pan and tilt devices (so that all
the space is covered by using good resolution images)
[7,10]. In some cases both types of images are acquired
but the selection of the region to be imaged by the pan
and tilt device depends on the action of a human oper-
ator. Wide-angle images have the advantage that each
single image is usually enough to cover the entire en-
vironment. Therefore any potential intrusion is more
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Fig. 1. Integrated visual surveillance system.

easily detected since no scanning is required. Systems
based on active cameras usually employ longer focal
length cameras and therefore provide better resolution
images. Active binocular systems enable the recovery
of 3D trajectories by tracking stereoscopically. Pro-
prioceptive data from camera platform can be used to
recover depth by triangulation. Trajectories in 3D can
also be recovered monocularly by imposing the scene
constraint that motion occurs on a plane, typically the
ground plane [5].

The system described in this paper is aimed at an
application in man-made environments and the detec-
tion and analysis of intrusion is one of its main char-
acteristics. It is made up of a static camera and a
binocular active system (see Fig. 1). The static camera
acquires wide-angle images of the environment en-
abling the early detection of intrusion. The system as-
sociated to the fixed camera can track several moving
objects simultaneously using very simple techniques
(image differencing and Kalman filters). If one of the
intruders approaches a critical area the active system
starts its tracking. For that purpose several visual rou-
tines were implemented [3]. The active vision sys-
tem uses optical flow to track binocularly the target
in real time. Simultaneously motion segmentation is
performed, which enables the extraction of high qual-
ity target images. These are useful for further analy-
sis and action understanding. The 3D trajectory of the
target is also recovered by using the proprioceptive
data.

2. The peripheral vision system

The goal of the peripheral vision system is to com-
mand the focus-of-attention of the active vision sys-
tem in order to control how it will switch its attention
between the different targets present in the scene. We
define focus-of-attention as the process of using some
higher level of knowledge to identify targets of inter-
est and “zoom” in on them iteratively. Any approach
to this problem requires (a) the computation of the
location of the several subjects present in the scene,
and (b) a priori information about the surveillance
task required in order to determine who will have the
focus-of-attention. In this context the peripheral vision
system (using a wide-angle static camera) is responsi-
ble for the detection and tracking of all targets visible
in the scene. It is also responsible for the selection of
the target that will have the focus-of-attention of the
binocular active vision system.

2.1. Target tracking and initialization

Target segmentation is achieved using a simple dif-
ferencing scheme. A background image is kept as a
reference image and used to describe the stationary
portion of the scene. In each frame the acquired image
is subtracted from the background, then thresholded. A
segmentation procedure allows for the detection of the
possible available targets. The assumption is that any
differences are presumed to be due to targets. Newly
detected targets, not associated with any existing track
are initialized and tracked through subsequent frames.

The maximum number of targets that the system
is able to track depends on the focal length used and
on the static camera position relative to the ground
plane. If the number of targets is such that their images
overlap simultaneously and if the confidence on the
trajectories of the previously detected targets is low,
then the system is unable to discriminate the targets. In
our indoor experiments, we used a camera positioned
3 m above the ground plane with a 6 mm focal length,
and observed that the system performance decreased
below 50% of its maximum (in terms of the number
of targets consistently tracked).

A Kalman filter is attached to each detected target
and the information returned by the filter is used to
predict the location of the target in the next frame.
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The prediction is used to estimate a bounding box
around the expected new position of the target. This
bounding box is then compared to the new detected
blobs. If a match occurs then the target position is
updated. If the uncertainty in position becomes too
large over a significant amount of time then the target
is considered to be lost. This can occur when the target
walks out of the image, is heavily occluded or stops.
Currently the system waits for five frames for the target
to show up near the predicted position. If that does not
happen the track is considered to be invalid and it is
terminated.

As previously stated, some kind of higher level in-
formation must be assumed in order to assign a pri-
ority level to each detected target. The definition of
this priority level should be application-dependent and
should restrict the location of the active vision sys-
tem. This priority scheme allows the system to sort
the several targets available in the image according to

Fig. 2. Eight pictures taken from an image sequence.

their priority level. The topmost priority target will be
the one that will have the focus-of-attention of the ac-
tive vision system. In the experimental setup used, a
very simple scenario was assumed. The priority was
defined according to the attitude of the target towards
a pre-defined critical zone: a virtual rectangle defined
on the ground near an interest zone. Targets leaving
this critical area would have a lower priority than those
entering the critical area. Targets outside the critical
area would have the lowest priority of all.

The image sequence depicted in Fig. 2 exemplifies
the tracking process. In this example, three intruders
move in front of the active vision system. The periph-
eral vision system segments and sets up a track pro-
cess for each intruder. These images of the sequence
are separated by time intervals of approximately
500 ms. The trajectories of each intruder along time
on the static camera image plane are represented in
Fig. 3.
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Fig. 3. The trajectories of the 3 targets on the image plane. The numbers reference the corresponding image in the sequence and indicate
the temporal evolution of the trajectories.

2.2. Ground plane correspondence

In order to redirect the attention to a new target the
active vision system should know where to look for it.
Since the position of the target is known in the static
camera image, we will need to map that position in

Fig. 4. Correspondence between ground plane points.

terms of rotation angles of the neck (pan) and vergence
(we are assuming that both vergence angles are equal)
(see Fig. 4).

Assuming that all target points considered in the
static camera image lie on the ground plane then any
pair of gaze angles (pan angle and vergence angle)
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corresponding to the fixation into a given pointP can
be mapped to a pointp in the image plane of the static
camera using a homography. The relationship between
each pointPi(Xi, Yi) and the pan and vergence rota-
tion angles can be derived directly from the geometry
of the active vision system

Xi = sinθpi

(
B

2
tanθvi

+ D

)
,

Yi = cosθpi

(
B

2
tanθvi

+ D

)
(1)

with B the baseline distance andθv = θl = θr.
Since each target corresponds to a blob and not all

the blob pixels are on the ground plane one has to
define which pixels should be used to compute the
target position on the ground plane. In our case (due
to our specific geometric configuration) we use the
blob pixels closest to the lower part of the image.
This assumption is valid as long as the target is not
occluded.

2.3. Mutual cross-checking

Situations of partial target occlusion, and others can
be dealt with by using the information available to
both systems. If partial occlusion occurs then there
will be an error in the mapping of the target position
on the ground plane. If the active vision system is di-
rected to track that specific target it may not find it
(or it may find it beyond its expected position). In that
case the peripheral vision system will be informed of
such an occurrence and a new estimate of the posi-
tion can be computed. Other typical situations are the
cases when the active vision system starts tracking a
specific target and changes to a different one (due to,
for example, a frontal crossing of two intruders). This
situation and other that are similar can be accounted
for by cross-checking the location of the target on both
systems.

At each frame the active vision system reports the
coordinates of the actual target to the peripheral sys-
tem (using inverse mapping). This position is then
cross-checked against the detected target position in
the peripheral system. If the positional error is above
a certain threshold then a new fixation is forced.
Cross-checking is possible in our case because both
systems are fully synchronized. Since the images are

synchronized and time-stamped all the events are
referenced in the same time base.

3. Active vision system visual routines

The active vision system is responsible for the pur-
suit of a specific target on the scene. This task is
achieved using two different steps: fixation and smooth
pursuit. In the first one the attention of the active vi-
sion system is directed to the target and in the second
one the target is tracked.

3.1. Fixation

The fixation process is realized using gross fixation
solutions, defined as saccades, followed by a fine ad-
justments in both eyes in order to achieve vergence.

Having the target information given by the periph-
eral vision system, redirecting gaze can be regarded
as controlling the geometry of the head so that the im-
ages of the target will fall into the fovea after the fix-
ation. Because of the rapid movement of the MDOF
(multi-degree of freedom) head joints during saccades,
visual processing cannot be used. Therefore, saccades
must be accomplished at the maximum speed or in
the minimum possible time. Saccade motion is per-
formed by means of position control of all degrees of
freedom involved. The neck and eyes are moved in
order to guarantee that the cyclopean eye is looking
forward to the target and that both eyes have sym-
metric vergence. In order to achieve perfect gaze of
both eyes in the moving target, and since the center
of mass is probably not the same in both retinas for
non rigid objects, after the saccade a fine fixation ad-
justment is performed. A grey level cross-correlation
tracker is used to achieve perfect fixation of both
eyes.

Some tests have been made in order to measure the
ability of the active vision system to precisely fixate
on the requested target. Fig. 5 represents the map-
ping error in terms of pan and vergence angles in
function of the position of the target in the periph-
eral camera image. Only points in the critical area (a
rectangle with 4 m× 5 m) were considered. These er-
rors justify the use of a fine fixation adjustment to
guarantee vergence necessary for the smooth pursuit
process.
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Fig. 5. Pan and vergence angle error.

3.2. Smooth pursuit using optical flow

During this process, the motion of the head must
satisfy two basic requirements: stabilize the images of
the target on both retinas and maintain fixation on the
target.

A prerequisite to using pursuit planning is that the
target is not far from the fixation point of the head
(the images of the target on the retinas must not be
far from the center of the foveal window). Otherwise,
a saccade must be started prior to the smooth-pursuit
process. This means that saccades have higher prior-
ity than pursuit. After fixating on the target the pursuit
process is started by computing the optical flow. Dur-
ing the pursuit process velocity control of the degrees
of freedom is used instead of position control as in the
case of the saccade.

Assuming that the moving object is inside the fovea
after a saccade, the smooth pursuit process starts a
Kalman filter estimator, which takes the estimated im-
age motion velocity of the target as an input. Using
this approach, the smooth pursuit controller generates
a new prediction of the current image target velocity,
and this information is sent to the motion servo con-
troller every 10 ms (see Fig. 6). The smooth-pursuit
controller assumes that the moving target is always lo-
cated on the horopter and the cyclopean eye is point-

Fig. 6. The active vision system high level gaze controller.

ing straight to the target. With this assumption, the
motion induced on the retina by the moving target is
almost the same in both eyes [1]. Two Kalman filters
were used to filter the estimated image motion veloc-
ities and the velocity used to control the neck pan and
tilt joints was considered as the average value of both
velocities (cyclopean eye velocity). Maintaining the
target on the horopter is accomplished by the vergence
process.

Fig. 7 shows an example of a frame taken during the
smooth pursuit process. Both the static camera image
and the images taken by the active vision system can
be seen.

3.2.1. The vergence process
To fixate and verge on a target means to keep the

images of the target at the image center (center of the
fovea). If the image positions of the target on both
eyes are known, the 3D position of the target can be
recovered using the inverse kinematics of the head.

Based on the fact that the baseline distance is rela-
tively small compared to the target distance, and that
the target is not far from the center of the fovea, if the
target is moving along the horopter its location is al-
most the same in both retinas [1]. For this particular
situation, within the field of view of the foveal area,
the horopter and the circle of equal cyclopean depth
are almost coincident, which means that targets mov-
ing along the horopter maintain a constant cyclopean
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Fig. 7. Target detection and tracking. (a) Image acquired with the peripheral vision system; (b) target segmentation; (c), (d) active vision
system left and right images.

depth and no vergence control is required. However,
if the target is moving outside the horopter, then its
location on the retinas is no longer the same. This dis-
placement is used to control the vergence angles and
redirect the head gaze.

Consider the existence of a pointPc with coordi-
nates(Xc, Yc, Zc) in the cyclopean eye coordinate sys-
tem, moving with velocityVc = −Ωc × Pc − tc, with
Ωc = [Ω1, Ω2, Ω3]T being the angular velocity and
tc = [

tx, ty, tz
]T the translational velocity. This ve-

locity, Vc, can be expressed in each one of the retina
coordinate systems,Vleft/right, by

Vl/r = −Rl/r [Ωc × Pc + tc] , (2)

with Rl/r representing the rotation matrix between the
cyclopean and the left/right retinal coordinate systems.

Defining the retinal image velocity by[
vl/rx

vl/ry

]

=

 f

Pl/r ·ẑl/r

(
Vl/r · x̂

) − f

(Pl/r ·ẑl/r)
2 Pl/r(Vl/r · ẑ)

f

Pl/r ·ẑl/r

(
Vl/r · ŷ

) − f

(Pl/r ·ẑl/r)
2 Pl/r(Vl/r · ẑ)



(3)

and representingPl/r by Pl/r = Rl/rPc+Tl/r, with Tl/r
the translation between the cyclopean and the left/right
retinal coordinate systems, the retinal image motion
flow disparity is given by

1v = vl − vr. (4)

After some mathematical manipulation, and consid-
ering that the target is verged with equal vergence

angles (θ = θl = θr), which means that its coordi-
nates arePc = [0, 0, Zc] and its image projections
are [0, 0]l/r, the retinal image motion flow disparity is
given by

1v =
[

1vx

1vy

]
=

[
tzf sin 2θ

Zc

0.0

]
(5)

with f being the focal length of both lenses.
For this particular geometry, the horizontal reti-

nal motion disparity allows the computation of
time-to-contactZc/tz = (f sin 2θ)/1vx .

Assuming that the target is verged with equal ver-
gence angles on both retinas,Zc = 1

2B tanθ , we
get for the horizontal retinal motion disparity1vx =
4(tzf cos2θ)/B, that allows the computation of theZ
component of the translational velocity performed by
the target,tz.

DifferentiatingZc with respect to time, we get

∂Zc

∂t
= B

2 cos2θ

∂θ

∂t
. (6)

Considering that∂Zc/∂t = tz = B1vx/(4f cos2θ)

and replacing∂Zc/∂t in Eq. (6) we get

∂θ

∂t
= 1vx

2f
(7)

which represents the angular velocity of the vergence
joints to maintain vergence on the moving target. For
this particular geometry, only the horizontal motion
flow disparity is required to control the joints vergence
velocity of both retinas.

Since this process only guarantees that the target
center of mass is located in the center of the fovea,
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Fig. 8. 3D target motion obtained with the proposed vergence and smooth-pursuit process. The surface plots represent the top-view of the
volume plot, showing the depth movement of the target.

we use a grey level cross correlation to adjust ver-
gence and adjust the target depth, at a sample rate 10
times smaller (every 10th frame). The target depth is
used to control the auto-focusing of both eyes, tak-

Fig. 9. State transition system.

ing advantage of the pre-calibration of the focusing
depth [2]. Fig. 8 shows the target depth obtained by
triangulation using the proposed binocular vergence
process.
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4. The global controller strategy

The strategy adopted by the gaze controller to com-
bine saccade, smooth pursuit and vergence to track
moving objects using the active vision system was
based on aState Transition System. This controller
defines four different states:Waiting, Fixation (Sac-
cade), Smooth Pursuit andµSaccade. Each one of
these states receives control commands from the pre-
vious state, and triggers the next state in a closed loop
transition system. The peripheral vision system is used
as the supervisor of the active vision system, triggering
the transition between the different states. The global
configuration of this state transition system is show in
Fig. 9.

5. Conclusions

In this paper we described a surveillance system
that integrates the information from two different vi-
sion systems in order to achieve a higher degree of
robustness. Since the active vision system is only able
to track a single target at each instant the peripheral
sensor enables the monitoring of several moving ob-
jects by acting as a supervisor. Due to the mapping
of the intruders positions into a common reference
plane switching of the focus of attention is possible
according to some scheme for priority assignment. By
cross-checking the location of the target on both sys-
tems the robustness of the system can be improved
since errors introduced by partial occlusion of the tar-
get can be overcome.
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