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Abstract

With the rise of data-hungry mobile services, scientists have struggled to deliver the
desired mobile data rates whilst using the limited available bandwidth. As the higher fre-
quencies are yet inaccessible, namely the millimeter wave frequencies (between 60 and
100 GHz), spectral efficiency is becoming the defining factor for future standards. As
result of this, MIMO techniques have been gathering interest in the past few years. The
basic concept of a MIMO system consists in transmitting different signals through several
antennas, using the same frequency band and with at least as many receiving antennas on
the receiver. Exploiting the lack of correlation between the multiple channels, it is pos-
sible to isolate and detach each received signal at the receiver. While it seems to be a
straightforward method to increase the spectral efficiency, as result of multiple signals
being squeezed in the same frequency band, the complexity of the signal separation al-
gorithms is awfully high. Additionally, these algorithms fail to separate signals whose
power is far inferior than their peers’, imposing limitations to MIMO based systems. This
work proposes three independent solutions to improve MIMO uplink communications
for single-carrier block-based transmissions with iterative frequency domain equalization
(IB-DFE). The first uses magnitude modulation techniques so as to improve the trans-
mitter’s power efficiency. The second employs base station cooperation techniques to
improve the user’s performance at cell edges. Lastly, the third solution apply a cluster-
based multi-user detection, allowing for an increased number of users to share the same
channel without exhausting the computational resources at the receiver.

Keywords
Signal Processing, IB-DFE, MIMO, Base Station Cooperation, Magnitude Modula-

tion, Multi-user Detection



Resumo

Com o aumento exponencial do tráfego de dados por parte dos serviços móveis, a
comunidade cientı́fica tem tido dificuldades em desenvolver técnicas que permitam atin-
gir a capacidade de transmissão de dados móveis desejada, devido à largura de banda
fı́sica limitada. Como as bandas de frequências mais elevadas ainda não estão disponı́veis
para uso, nomeadamente as bandas milimétricas (60 a 100 GHz), a eficiência espectral
tem-se tornado um fator chave na escolha das tecnologias adotadas. Como resultado, as
técnicas MIMO têm reunido um grande interesse nos últimos anos. O conceito básico
de um sistema MIMO consiste em transmitir diferentes sinais através de várias antenas,
com recurso à mesma gama de frequências e com tantas ou mais antenas no lado do re-
cetor. Ao tirar partido da falta de correlação entre os múltiplos canais, é possı́vel isolar
e extrair cada um dos sinais recebidos no recetor. Apesar de parecer um método simples
para aumentar a eficiência espectral, dado que os vários sinais partilham a mesma gama
de frequências, os algoritmos de separação dos sinais no recetor têm uma complexidade
elevada. Para além do mais, estes algoritmos são ineficazes a extrair sinais cuja potência é
consideravelmente inferior à dos seus pares, o que por sua vez impõe algumas limitações
na implementação de sistemas MIMO. Esta tese propõe três soluções independentes para
melhoria de comunicações MIMO no sentido ascendente (uplink), baseadas em sistemas
de transmissão de mono-portadora por bloco com equalização iterativa no domı́nio da
frequência (IB-DFE). A primeira solução usa a modulação de magnitude de modo a au-
mentar a eficiência energética dos transmissores MIMO. A segunda proposta explora a
cooperação entre estações base, de modo a melhorar o desempenho dos utilizadores nos
limites das células móveis. Por fim, a terceira solução propõe a deteção de múltiplos uti-
lizadores agrupados em diferentes nı́veis de potência, permitindo que um número superior
de utilizadores partilhe o mesmo canal fı́sico.

Palavras-Chave
Processamento de Sinal, IB-DFE, MIMO, Cooperação de Estações Base, Modulação

de Magnitude, Deteção de Multi-utilizadores
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1. Introduction

Mobile communications data usage has experienced an enormous growth burst in the
last few years. The number of smartphones is quickly rising and third generation (3G)
networks widely cover most countries, some of which also have faster networks such as
long-term evolution (LTE) or LTE advanced (fourth generation (4G)). Recent studies [1]
have shown that global mobile data traffic grew 81 percent in 2013 and it is expected to
grow sixfold from 2014 until the end of 2018 [1]. Mobile data traffic represents more
than half of the total data traffic and 2013’s mobile data traffic was nearly 18 times the
size of the entire global Internet in 2000. These crushing numbers show that the capacity
must be increased, in order to keep (or to improve) the existing mobile communications’
quality of service (QoS).

1.1 Motivation

The easiest mean to achieve a higher capacity of a given system, which in turn can
lead to a better QoS through better and faster services, would be to increase the used
physical bandwidth, as the achievable maximum bit rate is directly proportional to it.
However, the available bandwidth is extremely limited, with the higher frequencies not
yet occupied being impossible to use as of now. Even though future standards (i.e. the
fifth generation (5G)) hope to lift this constraint [2], they won’t come up fast enough
to be the answer to our society’s very short-term needs. The solution to our problem
consists then on improving the existing spectral efficiency or, in other words, to squeeze a
higher data rate in the same available bandwidth. There are two different means to do so:
either the individual communication links are improved or the overall system capacity is
upgraded with more links. Unfortunately, the individual link capacities are already close
to the fundamental Shannon limit, so, further improvements are mostly restricted to the
overall system’s capacity [3] [4].

Multiple-input and multiple-output (MIMO) systems are indeed a great answer to the
increasing mobile data usage [5] [6]. By allowing more individual links to coexist in the
same physical channel, the overall spectral efficiency can increase up to as many times as
the minimum between the number of simultaneously transmitted signals and the number
of receiving antennas, without increasing the total transmitted power1 [7]. However, as
each receiving antenna contains tangled information regarding all the transmitted signals,
a complete recovery of those signals requires signal separation techniques. The signal
separation of a MIMO system is a very complex and highly demanding operation. Addi-
tionally, it must be executed alongside the equalization (as it will be soon discussed) and,

1Alternatively, it is possible to keep the overall spectral efficiency, while decreasing the total transmitted
power.
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1.2 Objectives and Main Contributions

therefore, the equalizer of a MIMO system must be slightly different than single-input
and single-output (SISO)’s equalizer [8] [9] [10].

A useful generalization of a MIMO system is the multi-user multiple-input and multiple-
output (MU-MIMO) system. While in a MIMO system both communicating sides con-
sist of a single device with multiples antennas, in a MU-MIMO the multiple antennas are
spread among several devices [11]. As a MIMO equalizer is oblivious of the signal’s ori-
gin, the same equalization scheme can be used for both MIMO and MU-MIMO. A clear
example of a MU-MIMO would be a telecommunications cell with a base station (BS)
connected with several mobile terminals (MTs) through the same physical channel, a sys-
tem whose overall uplink spectral efficiency gain and computational effort would be the
same as if the MTs were a single device with the same total transmitted power [12] [13].
Nevertheless, while a multi-antenna transmitter in a MIMO (or MU-MIMO) can both
decrease its total transmitted power and increase its data throughput, a given MT with a
single transmitting antenna must keep its transmitted power so as to keep its individual
data throughput.

A robust MIMO (or MU-MIMO) equalization is then of utmost importance. It brings
forth not only the desired enhanced spectral efficiency, but also allows for a higher trans-
mitting power efficiency for the battery-limited mobile users with multiple antennas, cul-
minating in a better overall mobile communications system.

1.2 Objectives and Main Contributions

After this brief analysis, it became clear how relevant it would be to study uplink
MIMO equalization, namely how to increase both power and spectral efficiency. All the
proposed changes are applied to the promising iterative block decision feedback equal-
ization (IB-DFE) scheme, aiming to quantify the magnitude improvement on state of the
art equalization techniques. For that very reason, the implementation of channel coding
is also tested for every scenario.

Regarding the power efficiency, it was applied a magnitude modulation (MM) tech-
nique at the MIMO transmitter. As the MM scales down the symbols whose output af-
ter pulse shaping filter is higher than a given threshold, the peak-to-average power ra-
tio (PAPR) at each transmitting antenna is restrained. As result, the transmitter’s power
efficiency was considerably increased, while introducing minimal distortion to the trans-
mitted symbols. This led to one accepted paper on the Vehicular Technology Conference
2014-Fall [14].

To tackle the spectral efficiency issue, situations with base station cooperation and
clustering were exploited. By employing base station cooperation schemes, it is possible

3



1. Introduction

to make use of MIMO’s channel diversity properties when working with mobile users
sharing the same cell edges, greatly reducing the minimum power requirements while in-
creasing the spectral efficiency. Regarding the clustering of users, it is proved that if on a
given physical channel there are clusters of users with enough power difference between
them at the receiver, it is possible to successfully detect all the users. This method not
only gives room for increased spectral efficiency, but also reduces the total computational
effort needed. Each one of these techniques lead to a submitted paper, to the Vehicular
Technology Conference 2015-Spring [15] and to the International Conference on Com-
munications [16]

1.3 Dissertation Outline

This thesis is organized in five chapters. Succeeding the introduction, Chapter 2 will
provide an overview on MIMO and MU-MIMO systems, where its benefits and limita-
tions on the overall communication system are elucidated. Chapter 3 lays emphasis on
the IB-DFE scheme, where careful attention is payed to mathematical formulation of the
equalizer and its relationship with channel coding. Chapter 4 not only studies the power
efficiency improvement at the MIMO transmitter using MM techniques, but also aims to
improve the MU-MIMO spectral efficiency through user clustering and BS cooperation.
Finally, Chapter 5 discusses the main conclusions drawn from this thesis work.

As a side note, most of the mathematical proofs in chapter 2 are shown in a very
summarized manner, so as to enlighten a unacquainted reader about the potentials of those
techniques. The mathematical aspects of this chapter are quite extensive and, therefore, if
the reader desires to fully understand the matter, it is suggested the reading of the supplied
bibliography.
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2. MIMO Concepts

The use of multiple antennas at the transmitter and receiver in wireless systems,
known as MIMO technology, has rapidly gained in popularity over the past decade due to
its powerful performance-enhancing capabilities. Those performance-enhancing capabil-
ities come from:

• Beamforming gain — the capacity of adding coherently the different transmitted
signals at specific locations, so as to simultaneously increase the signal to inter-
ference plus noise ratio (SNIR) at the desired receivers while minimizing it for
undesired receivers;

• Spatial diversity gain — sending the same signal through several links decreases
the probability of that given signal to be critically faded at the receiver;

• Spatial multiplexing gain — it is possible to send different information through
different transmitting antennas.

In general, it may not be possible to exploit simultaneously all the benefits described
above due to conflicting demands on the spatial degrees of freedom [17]. However, us-
ing some combination of the benefits across a wireless network will result in improved
capacity, as detailed in the following section.

2.1 Channel Capacity

In 1948, Claude Shannon completed an information theory law left by Ralph Hart-
ley [3]. The resulting Shannon-Hartley theorem, shown in equation (2.1), specifies the
maximum bit rate at which information can be transmitted over a single communication
channel with a given bandwidth B, as function of the signal-to-noise ratio (SNR). If a
given system has a throughput lower than this limit, it can be transmitted with asymptoti-
cally small probability of error.

C = B log2 (1+SNR) (2.1)

Equation 2.1 proves that a SISO link has a maximum spectral efficiency (C/B) for
given SNR. While it is possible to increase the maximum spectral efficiency of the links
through extra signal power, mobile devices would have to drain power from their batter-
ies several times faster in order to achieve a considerable gain. As an example, a link
whose SNR is of 10dB would need to increase his power tenfold in order to achieve a
maximum spectral efficiency almost twice as high, due to the logarithmic nature of the
relationship. The solution to boost the real spectral efficiency of a given link without in-
creasing the transmitted power is then restricted to apply techniques such as coding and

6



2.1 Channel Capacity

signal processing [3], so as to approach as much as possible its maximum theoretical
value. However, even that solution is close to its saturation point for several scenarios, as
shown in [4].

2.1.1 SISO and MIMO Channel Capacity Comparison

Considering a narrowband frequency flat fading channel without time dispersion, a
SISO link can be represented as in Fig. 2.1.

Figure 2.1: Representation of a SISO channel.

Here, the time domain signal at the receiver for a given instant is given by

y = hx+n , (2.2)

where y is the received signal, h is the channel response, x is the transmitted signal and n is
the additive white gaussian noise (AWGN) channel noise. Note that it is not a convolution,
as the channel has no time dispersion. If the channel response is known, it is easy to
obtain an estimation of the transmitted signal through the received signal, dividing y by h.
Extending the SISO paradigm, it is clear that to increase capacity, one can just replicate
the link T times1, sending all the information through the same physical channel as shown
in Fig. 2.2.

Figure 2.2: Representation of a MIMO channel.

1A new link corresponds to one additional transmitting-receiving antenna pair

7



2. MIMO Concepts

In a MIMO scheme, the equivalent representation is given by

y = Hx+n , (2.3)

where y and x are column vectors with the signal at the receivers and transmitters, respec-
tively, n is the channel noise vector, and H is a matrix with all the time domain channel
responses, also called channel information2. Once again, if the channel information is
known, only a matrix inversion is needed so as to estimate the transmitted signal from the
received signal (assuming that H is a non-singular square matrix). Sadly, not only a real
channel contains a combination of noise, phase shifts and time-delays, but also the trans-
mitted signals’ power decreases with the distance traveled [18]. Many mobile channels
also include awful phenomena such as multipath propagation (which results in a time dis-
persion), selective frequency fading, scattering or Doppler shifts [17]. To cope with any
of this undesired effects, the recovery of the transmitted signals becomes a complexity
giant in a MIMO scenario, expanding with the number of transmitted signals.

2.1.2 MIMO Channel Capacity

Computational complexities aside, by using T MIMO links, the maximum spectral
efficiency increases by up to a factor of T . However, this scheme would uses T times
the power if the power per link is kept. Since most devices have power restrictions, the
idea of using T links (with the same power per link) to get T times the maximum spectral
efficiency is not much of a breakthrough. A more useful measure would be a comparison
of the channel capacity with the extra links, while keeping the total transmitted power the
same.

From [5] and [6], if both the receiver and the transmitter have access to the channel in-
formation, the MIMO capacity for a system with P transmitting antennas and N receiving
antennas (therefore, T is the minimum between N and P) can be given as

C = B max
Tr(Rxx)=P

log2 det
(

IN +
SNR

P
HRxxHH

)
, (2.4)

where Tr denotes the trace operator, Rxx the autocorrelation matrix of the transmitted
signal3, det is the determinant of a square matrix, IN is an identity matrix with size N and
SNR is the global SNR of the system. The Rxx can also be seen as the power distribution
among the transmitters and, as the transmitted signals are independent most of the times,
it is a diagonal matrix.

2In this section, for the sake of a coherent explanation and to differentiate from the SISO channel, bold
capital H is used to represent the time domain MIMO channel, instead of being the frequency domain
representation of the channel response, as will be denoted in the following chapters.

3The autocorrelation matrix of a given vector x is given by Rxx = E
{

xxH
}

, with E {} denoting the
expectation operator
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2.1 Channel Capacity

Typically, the total power is distributed by the transmitting antennas according to the
channel conditions [17]. However, if the transmitter doesn’t possess the channel informa-
tion, it is assumed an equal power distribution among the transmitters, in which case Rxx

is an identity matrix and equation (2.4) becomes

C = Blog2 det
(

IN +
SNR

P
HHH

)
. (2.5)

Assuming that HHH is normalized (i.e. the square of the diagonal elements is 1), with
further mathematical simplifications (as in [19] and [17]) equation (2.5) becomes

C = BT log2 (1+SNR)+Blog2 det(Rch) , (2.6)

where Rch is the normalized channel correlation matrix, such as its elements
∣∣ri, j
∣∣≤ 1 and

ri, j = ∑
k

hi,kh∗k, j . (2.7)

Knowing the maximum value that each element can take, it becomes clear that det(Rch)

is at most 1 and, therefore, channel correlation degrades the maximum spectral efficiency
(as shown in Fig. (2.3)). At a first, light approach, the previous statement seems both
obvious and contradictory. From one side, when the channels are correlated, then clearly
we have less information to exploit and, therefore, an overall worse performance. From

Figure 2.3: Maximum spectral efficiency vs SNR on a 4x4 MIMO, for three levels of
correlation (low = 0%, medium = 20% and high = 40%) [17].
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2. MIMO Concepts

the other, an uncorrelated channel requires the presence of nefarious channel effects, such
as multipath propagation (which results in a time dispersion), selective frequency fad-
ing, scattering or Doppler shifts [17]. Nonetheless, going back to the most basic concepts
such as equation (2.3), it is evident that the channel matrix needs to have both its rows and
columns uncorrelated, as the matrix inversion would be impossible otherwise. A MIMO
scheme is then a somewhat elusive system: to bring out its utter potential, it needs to be
under situations whose complexity was already very high for SISO systems [17].

If the channel information is uncorrelated, then the maximum spectral efficiency in-
creases linearly with T , the minimum between the number of transmitting and receiving
antennas, as shown in Fig. (2.4). Even though some assumptions were made before
reaching to equation (2.6), the generalization proves that the same conclusions can be
taken [17]. Disregarding the complexity at the receivers, employing MIMO systems is
then a straightforward mean to greatly improve the spectral efficiency, while keeping the
same power consumption at the transmitter [7] [2].

Just as a final remark: for MU-MIMO, the exact same conclusions can be made.
However, it has several users in the same physical channel and it is generally undesired to
lower the throughput per user (when compared to a SISO channel). Therefore, it is not as
linear to compare the spectral efficiency gain when changing a given system from SISO

Figure 2.4: Maximum spectral efficiency vs SNR comparison for uncorrelated channels
[17].
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to MU-MIMO, as there will be both MIMO and total power gains.

2.2 Signal Separation for Uplink MIMO

By considering a MIMO system with a number of antennas at the receiver at least
equal to the number employed at the transmitter (i.e. P≤N), it is theoretically possible to
separate the P different signals [10]. On flat frequency fading MIMO channels the signal
separation is quite simple [10], needing only to invert the channel matrix (as described
previously). However, for frequency-selective channels, signal separation requires the
implementation of more complex inter-antenna interference cancellation schemes. For
optimal performance of the interantenna interference cancellation scheme, signal separa-
tion and equalization should be performed together iteratively [10]. This is easily justi-
fied, considering that the for a given signal estimation it is needed an equalization and, to
produce an improved estimation through inter-antenna interference cancellation, previous
signals’ estimations are needed. In that sense, a MIMO equalizer not only compensates
the linear distortion causer by the channel frequency selectivity, but also performs signal
separation.

The first MIMO equalizers proposed were time domain (TD) systems [20–22]. Un-
fortunately, as with other TD receivers, their complexity can be quite high for severely
time-dispersive channels. On the other hand, for systems with frequency domain (FD)
processing, the equalizer complexity can be kept low since most channels can be modeled
as tiny parallel flat fading channels, being the recommended equalization scheme [8].
Amongst the FD equalization schemes for the uplink MIMO channel, the IB-DFE has
shown the most promising results [10], being the subject of the following chapter.
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3. MIMO IB-DFE Receivers

In order to be successful, any kind of mobile communications must be able to with-
stand inter-carrier and inter-symbol interference, caused by the possible strong dispersive
nature of the channel. To be able to transmit over severe time-dispersive channels, the best
option for uplink MIMO communications is to have an appropriate cyclic extension (CE)
and to be combined alongside block-based frequency domain equalization (FDE) trans-
mission techniques [23] [10]. For any uplink transmission, single carrier (SC) modulation
schemes with FDE are proved to be the best suited [24], due to the lower peak-to-average
power ratio (PAPR) [25] and to the possibility to replace the linear FDE with a non-linear
FDE. Amongst the non-linear FDE, the IB-DFE scheme delivers the greatest gains in
performance [8] [10], being the subject of this chapter.

3.1 SISO IB-DFE Receivers

Figure 3.1: Block diagram representation of a SISO IB-DFE receiver [26].

Before the MIMO implementation of the IB-DFE algorithm, the IB-DFE existed as a
SISO equalizer for block based SC transmissions [8] [10], with its main diagram being
represented in Fig 3.1. For a SISO system, the IB-DFE equalizer is, as described on its
own name, an iterative block decision feedback equalizer in the frequency domain. To
a given received block signal, the SISO IB-DFE algorithm would compute two sets of
coefficients, the feedback and the feedforward coefficients, as shown in Fig. 3.1. The
feedforward coefficients aim to equalize the channel, with the knowledge of the channel
information, while the feedback coefficients aim to both minimize the intersymbol inter-
ference (ISI) and the interference due to past incorrect estimations. Iteratively performing
this algorithm would yield a better and better estimation of that given block. Considering
this block isolation capability, a MIMO version of this algorithm was created.
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3.2 Basic Structure of the MIMO IB-DFE Receivers

The MIMO IB-DFE receiver extends the basic SISO IB-DFE principle of residual
interference’s cancellation, based on known data estimations from feed-forward equaliza-
tion. When attempting to recover the P different transmitted streams using the N receiv-
ing antennas, the relationship P ≤ N is required (as explained previously). Essentially,
MIMO IB-DFE [9] detects one stream at a time and cancels the interference from already
detected streams, a method also known as successive interference cancellation (SIC). To
maximize this method’s effectiveness, it is desirable to rank the streams according to some
quality measure (usually the average received power) and to detect the streams from the
best to the worst. That way, the interference of the stronger streams is diminished when
attempting to detect the weaker ones, which proves to be extremely difficult otherwise.
This algorithm aims then to perform frequency-domain equalization while minimizing the
interference between streams, with both feedback and feedforward filters. The algorithm
works on a per-block basis, meaning that the feedback’s effectiveness to cancel all the
interferences is limited by the reliability of the detected data at previous iterations. Con-
sequently, it is desired to apply more than one iteration per block, in order to successfully
detect all the streams. A general block diagram representation of the MIMO IB-DFE is
shown in Fig. 3.2.

x

x
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IDFT
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Demod.
Soft 

Decod.

Soft 
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x DFT
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LLR to 
Soft 

Symbols

DFT
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Figure 3.2: Detection of the pth layer, for a given iteration in MIMO IB-DFE.

Let the time-domain blocks of length M at the pth transmitting antenna and nth re-
ceiving antenna be respectively

s(p) =
[
s1,(p) . . . sM,(p)

]T (3.1)
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3. MIMO IB-DFE Receivers

and
y(n) =

[
y(n)1 . . . y(n)M

]T
, (3.2)

with p = 1, · · · ,P, and n = 1, · · · ,N and let

S(p) =
[
S1,(p) . . . SM,(p)

]T (3.3)

and
Y(n) =

[
Y (n)

1 . . . Y (n)
M

]T
(3.4)

denote the M-point discrete Fourier transform (DFT) of s(p) and y(n), where

Sk,(p) =
M−1

∑
m=0

sm,(p)e
(− j2πkm/M) (3.5)

and

Y (n)
k =

M−1

∑
m=0

y(n)m e(− j2πkm/M) , (3.6)

With Sk and Yk being respectively the P-tuple and N-tuple vectors of the obtained DFT
coefficients for each k sub-carrier, with k = 0, · · · ,M−1, given by

Sk =
[
Sk,(1) . . . Sk,(P)

]T (3.7)

and
Yk =

[
Y (1)

k . . . Y (N)
k

]T
, (3.8)

the receiving frequency-domain signal Yk can be written as

Yk = HkSk +Nk , (3.9)

where, Hk and Nk represent respectively the frequency-domain dispersive channel and
additive white gaussian noise (AWGN) matrices, written as

Hk =




H(1)
k,(1) · · · H(1)

k,(P)
... . . . ...

H(N)
k,(1) · · · H(N)

k,(P)


 (3.10)

where H(n)
k,(p) is the channel’s frequency response for the k-th carrier between the p-th

transmitter and the n-th receiver, and

Nk =
[
N(1)

k . . . N(N)
k

]T
. (3.11)

The frequency-domain soft-estimations associated with the pth layer at the output of
the equalizer are given by

S̃k = FT
k Yk−BT

k S̃′k , (3.12)
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where the feedforward and feedback matrices are respectively

Fk =




F(1)
k,(1) · · · F(1)

k,(P)
... . . . ...

F(N)
k,(1) · · · F(N)

k,(P)


 (3.13)

and

Bk =




B(1)
k,(1) · · · B(1)

k,(P)
... . . . ...

B(P)
k,(1) · · · B(P)

k,(P)


 . (3.14)

F(n)
k,(p) and B(p)

k,(p) denote the feedforward and feedback filters coefficients and the vector

S̃′k contains the DFT of the time-domain blocks associated with latest estimations for the
transmitted symbols (for the first iteration those terms are zero).

3.2.1 Hard IB-DFE Reliability

The frequency-domain samples used in the feedback loop can produce hard-estimations,
Ŝk, by taking hard decisions on S̃k, which can be further written as

Ŝk = PSk +∆k , (3.15)

with the length-P column vector

∆k =
[
∆k,(1) . . . ∆k,(P)

]T
, (3.16)

denoting the frequency domain noise plus interference (for the hard-estimation) and

P = diag(ρ(1), . . . ,ρ(P)) (3.17)

being a diagonal matrix with the reliability of the detected hard symbols, measured by the
correlation coefficients in (3.17). Those correlation coefficients are given by

ρ(p) = E[Sk,(p)S
∗
k,(p)]/E[|Sk,(p)|2] = E[ŝm,(p)s

∗
m,(p)]/ES , (3.18)

where

ES = E[|sm,(p)|2] = E[|Sk,(p)|2]/M (3.19)

is the average symbol energy, common to all layers. Since E[∆k,(p)S∗k′,(p)]≈ 0, the power
of the total noise plus interference can given by

E[|∆k,(p)|2]≈ (1−ρ
2
(p))MES . (3.20)
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3. MIMO IB-DFE Receivers

3.2.2 Soft IB-DFE Reliability

The correlation coefficient can be estimated from the time-domain samples associated
with the equalizer output, s̃m,(p), as described in [27].

It can also be shown that time-domain samples associated with the equalizer output,
s̃m, can be written as

s̃m = Γsm +Eeq
m , (3.21)

where sm and s̃m denote the P size vectors with the time-domain signals and the time-
domain equalizer’s soft outputs, respectively. The Eeq

m and Γ matrices are given by

Eeq
m =

[
ε

eq
m,(1) . . . ε

eq
m,(P)

]T
, (3.22)

where ε
eq
m,(p) denotes the overall noise plus interference on the detected stream p, and

Γ = diag(γ) (3.23)

is a sized P column vector containing the reliability of estimated soft symbols, given by1

γ =
1
M

M−1

∑
k=0

[11×N(Hk�Fk)]
T . (3.24)

The corresponding frequency-domain samples can be written as

S̃k = ΓSk +EEq
k , (3.25)

where the ε
Eq
k,(p) (k = 0, · · · ,M−1) terms of the P-sized vector EEq

k are the DFT of ε
eq
m,(p)

(m = 0, · · · ,M− 1). The signal to interference plus noise ratio (SNIR) of the p-th trans-
mitter for the k-th carrier measured in the frequency domain is written as

SNIRF
k,(p) =

|γ(p)|2MES[
|εEq

k,(p)|2
] . (3.26)

3.2.3 Deriving the IB-DFE coefficients

After combining equations (3.12) and (3.26) and using Lagrange multipliers so as to
maximize equation (3.26) [26], the optimum feedback coefficients at a specific iteration
are

Bk = P(FT
k Hk−Γ) . (3.27)

The feedforward coefficients, required by (3.27) and (3.24), are obtained from the
following equation:

1� represents the pointwise matrix multiplication
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Fk = (I−P2)ΓHH
k [(I−P2)HH

k Hk +
P

SNR(p)
I]−1 , (3.28)

where the SNR at each receiving antenna is

SNR(p) = (PES)/(2σ
2
N) , (3.29)

being σ2
N the variance of the real and imaginary parts of the channel noise. Clearly, the

feedforward and feedback coefficients take into account both hard and soft reliabilities of
each detected block. In the next section we will explore this feature, using it to further
improve the system.

3.2.4 Coding and Turbo IB-DFE

Transmission systems rely on channel coding for recovering from transmission errors.
Decoding can be carried on after equalization, but better results are obtained by bringing it
into the IB-DFE loop. When a IB-DFE scheme is merged with coding/decoding, it is also
called turbo equalization in the frequency domain [10]. Since the data that is fed between
IB-DFE iterations is the soft estimation of the current block symbols, we can use channel
coding to obtain an improved soft estimation and to feed back that estimation instead. This
turbo equalization, represented in Fig. 3.2, not only improves overall performance, but
also allows for higher levels of interference to be acceptable in our proposed application.
Please notice that if the dotted blocks were removed, Fig. 3.2 would be a representation
of a non-turbo IB-DFE.

For the specific case of quadrature phase-shift keying (QPSK) symbols with points
{±1± j}, soft demapping and mapping is greatly simplified, becoming very easy to de-
ploy. Defining the complex log likelihood ratio for the p-th transmitted block’s m-th time
domain symbol as

λm,(p) = λR,m,(p)+ jλI,m,(p) , (3.30)

where λR,m,(p) and λI,m,(p) are associated (respectively) to Re[sm,(p)] and Im[sm,(p)], the
soft demapper yields [28]

λm,(p) =
4s̃m,(p)

σ2
SD,(p)

, (3.31)

with σ2
SD,(p) being the variance of the complex noise after the equalization. This means

that the log likelihood ratio is proportional to the equalizer soft output. In turn, if ηm,(p) =

ηR,m,(p) + jηI,m,(p) is the complex log likelihood ratio at the decoder output (extrinsic
information), we can further improve the equalizer soft output by making

s̃m,(p)) = tanh
(

ηR,m,(p)

2

)
+ j tanh

(
ηI,m,(p)

2

)
. (3.32)
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After understanding the different MIMO IB-DFE configurations, the reader is ready
to fully grasp the changes proposed on this thesis, starting in the following chapter.
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4. Improved Power and Spectral Efficiencies on MIMO Systems

After analyzing the potential of a MIMO channel and studying the IB-DFE scheme,
this chapter focuses on improving both the power and the spectral efficiency of MIMO
IB-DFE systems. To do so, section 4.1 targets the mobile user’s power efficiency, while
sections 4.2 and 4.3 are centered around spectral efficiency improvements.

4.1 MIMO SC Transmission using Magnitude Modula-
tion Techniques

PAPR and spectral efficiency are two key elements when projecting a communications
system. The first element is becoming a major issue for uplink communications, as to
comply with the greater bandwidth limitations the transmitter must employ lower roll-off
RRC filters and higher constellation orders, leading to a greater PAPR. A high PAPR not
only requires demanding specifications from both the digital-to-analog converter (DAC)
and the high power amplifier (HPA) used by the transmitter, increasing the price of those
components, but also leads to smaller power efficiency. This inferior power efficiency, a
major constraint for mobile users, is due to the increased HPA’s back-off, an unpleasant
but needed change if a distortionless transmission is desired.

A great way to improve the efficiency of SC based systems is to perform polyphase
magnitude modulation [29, 30] of the signal to transmit. By trying to suppress peaks
from the transmitted signals, we are able to reduce the PAPR, which reduces the HPA’s
back-off. Results have shown that between BER performance losses and power efficiency
gains from the reduced HPA’s back-off, we have a high net power gain, even for severe
time-dispersive scenarios [31]. MM creates then the possibility to transmit more power
while delivering the same maximum power to the HPA with very little computational
effort, being a major asset for MIMO systems. It was also shown that these results can be
improved using channel coding, which reduces the BER performance losses [29, 32].

4.1.1 Magnitude Modulation

Figure 4.1 introduces a typical SC transmitter, with the basic building blocks to allow
for a successful communication. When the transmitted symbols are mapped in constant-
envelope constellations, the main contribution for high PAPR on the transmitted signal
comes from the pulse-shaping filter (normally RRC). Taking this into account, a symbol
readjustment procedure could be employed prior to filtering to reduce the signal’s en-
velope excursion. This is the basic concept of the MM method, similar to the adaptive
peak-suppression algorithm for M-PSK type constellations proposed by Miller et al. [33].
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4.1 MIMO SC Transmission using Magnitude Modulation Techniques

Figure 4.1: Generic SC transmitter scheme [34].

Figure 4.2 illustrates the MM principle [35] [33] [36]. Despite the different ways to
apply this method, each MM implementation is composed of the following steps:

• predicting the response of the pulse shaping filter to a given symbol sequence of
s[n] (depending on the filter length),

• detect the peaks of the predicted response and calculate the corresponding scaling
factor,

• multiplying the symbol sn
1 for its MM coefficient mn.
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bits s[n] x[n]
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Figure 4.2: Magnitude modulation principle [34].

In order to correctly calculate each symbol’s MM coefficient it is necessary to consider
the RRC filter’s length, to account for all the symbols that significantly contribute to the
signal’s amplitude (seen in figure 4.2 as the D past and future neighbors of the highlighted
symbol). Therefore, this operation inserts a small time delay DTsymb, where Tsymb is the
symbol’s duration.

In the peak detection step, there are two possible criteria to enforce: polar clip-
ping (PC) and rectangular clipping (RC). When polar clipping is employed, the MM
coefficient to be applied to sn considers the amplitude of the predicted response sequence
and compares it to a given threshold A, whereas a rectangular clipping type of approach
evaluates the in-phase and quadrature components separately, with threshold levels AI and
AQ.

1sn refers to the particular sample at instant n, where s[n] regards the discrete time sequence. The same
notation is applied to the MM coefficients.
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The scaling operation follows a similar reasoning. A rectangular scaling (RS) ap-
proach scales the in-phase and quadrature symbol components separately (i.e. each sym-
bol needs two MM coefficients, one for each symbol component), as follows:

x [n] =

[
∑
k

mI[k]sI[k]δ [n− kL]

]
∗h[n] +

[
∑
k

mQ[k]sQ[k]δ [n− kL]

]
∗h[n] . (4.1)

On the other hand, a method using polar scaling (PS) multiplies each symbol sn with
one coefficient mn:

x [n] =

[
∑
k

m[k]s[k]δ [n− kL]

]
∗h[n] . (4.2)

Despite adding some phase modulation, an RS approach provides a finer control of the
envelope excursions over the other method, since it has an additional degree of freedom.

The existing MM techniques consist in the look-up table (LUT) method [36] [35],
where the MM coefficients are pre-calculated and stored in a table, and the multistage
polyphase magnitude modulation (MPMM) method [34], where the coefficients are cal-
culated in real time. The MPMM procedure is fairly simple and it is scalable for constel-
lations with M ≥ 16 symbols, with net back-off gain2 over 4dB [29] [34], surpassing the
LUT method as the MM state of the art procedure.

4.1.2 MIMO with IB-DFE and MM

Encod. Mod.
Spacial 
Mux.

MM RRC DAC+HPA

MM RRC DAC+HPA

Data

Figure 4.3: General diagram of the proposed transmitter.

One way of improving the power efficiency of a MIMO system is to control the en-
velope of the signal after the pulse shaping filter. A straightforward solution is to apply
MM to each transmitting antenna. Thus, in this section it is proposed a MIMO system
with a transmitter as specified in Fig. 4.3 and a IB-DFE receiver. The symbols to be
transmitted are multiplexed into P parallel data streams s(p)[n] with p = 1, · · · ,P. Each

2This measurement accounts for the back-off gain in the transmitter and the distortion losses at the
receiver for a given BER level.
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stream is magnitude modulated in order to limit the excursion of the pulse shaped signal
y(p)[n] feed to the DAC + HPA of antenna p, with y(p)[n] being given by,

y(p)[n] = ∑
k

m(p)[k]s(p)[k]hRRC[n− k] , (4.3)

where hRRC[n] is the impulse response of pulse shaping filter (typically a RRC) and m(p)[n]

is the MM factor applied to each symbol s(p)[n].

To compute m(p)[n] the MPMM algorithm is used, where it is guaranteed that

|y(p)[n]|2 ≤ P(p),Max , (4.4)

with P(p),Max denoting the maximum admissible power at DAC + HPA of stream p. The
magnitude modulated symbols are then transmitted through the P antennas, over a time
dispersive channel. At the receiver, the MIMO IB-DFE scheme is used. As mentioned
in [29], MM has better results when channel coding is used. The changes introduced in
the time-domain symbols are quite small and a decoder can easily correct most errors,
making the turbo IB-DFE [10] improvement a major asset for the proposed system.

4.1.3 Simulations Results

In the following simulations, all blocks are transmitted with the same amount of av-
erage power and when MM is used, only 1 MPMM stage is applied, considering the use
of a 0.2 roll-off RRC filter. In order to compare BER vs SNR performance of different
data streams at different iterations, we considered P = 4 data streams and a receiver with
N = 4 antennas. The data streams’ indexes indicate the order they are detected.

Simulations were performed over a channel model of [37], which has uncorrelated
Rayleigh fading at all frequencies, as similar behaviors were observed for severe time-
dispersive channels with rich multipath propagation (a typical urban scenario). At both
the transmitter and the receiver side it was used a root-raised cosine (RRC) filter, to pro-
vide matched filtering and minimum intersymbol interference (ISI) (since its combined re-
sponse is a raised cosine filter). For the sake of simplicity, it is assumed that the proposed
schemes are under perfect synchronization and channel estimation conditions. Further-
more, the symbols were mapped using a QPSK modulation scheme, for implementation
complexity issues.

In Figs. 4.4 and 4.5, we simulate the proposed system for a transmission not making
use of channel coding, with and without MM. For this configuration, considering the
same BER (at 10−4), MM requires up to 2dB of extra SNR. From [29], the back-off
reduction is about 4.4dB and thus we conclude that the system has a net gain of 2.2dB.
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Figure 4.4: BER vs Eb/N0 performance of the uncoded IB-DFE with no MM, for different
layers at different iterations.
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Figure 4.5: BER vs Eb/N0 performance of the uncoded IB-DFE with MM, for different
layers at different iterations.
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Figure 4.6: BER vs Eb/N0 performance of the IB-DFE with turbo equalization and no
MM, for different layers at different iterations.
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Figure 4.7: BER vs Eb/N0 performance of the IB-DFE with turbo equalization and MM,
for different layers at different iterations.

Applying a (1536,768) LDPC code and reworking the IB-DFE algorithm towards
turbo equalization greatly improved our system, as shown in figures 4.6 and 4.7. Once
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again, it’s a comparison of the same system with and without MM. For this experiment
and considering the same BER (at 10−4), the MM only requires about 0.25dB of extra
SNR, which combined with the 4.4dB gained from the HPA’s back-off yields an out-
standing net gain of 4.1dB.

4.1.4 Final Comments

A computational-wise effortless signal processing method (MM) was applied on a
MIMO system, a system with quite a high complexity. MM can be easily applied to any
currently working transmitter without any change in the receiver, providing a significant
enhancement in power efficiency without interfering with the system’s main function. The
results obtained showed that if the system already uses coding, which always happens in
modern communications, the net gain is truly remarkable.

4.2 Improved Spectral Efficiency with Cooperation

In conventional cellular architectures, different cells are considered independent of
each other. Each cell is composed by a base station (BS), which handles several mobile
terminals (MTs) that are exclusively bound to that BS until transferred to another one, in
a process called handoff. As cells are treated as individual entities, it is needed to assign
different frequency bands to neighbor cells, in order to avoid high irreversible interfer-
ence levels. This frequency reuse factor leads to an overall spectral efficiency reduction,
wasting precious transmission potential. Thus, if the frequency reuse factor applied could
be reduced, it would be possible to increase the spectral efficiency and capacity of the
overall wireless network [38] [11], up to the optimal scenario where every cell uses the
same complete frequency band (i.e., a frequency reuse factor of one). To be able to reach
this optimal case, the system must employ efficient interference management and/or in-
terference cancellation techniques. This is specially true for users at the cell edge, as they
have simultaneously a weak signal power at/from their designated BS and a high level
of interference at/from other BSs. To oppose the aforementioned problems, cooperative
multi-point techniques such as BS cooperation architectures can be employed. The basic
idea behind BS cooperation is to assign the same physical channel for different MTs and
to perform the detection in a centralized form, without requiring any extra effort from the
MTs. Considering those characteristics, for uplink transmission a BS cooperation scheme
can be compared to a MU-MIMO. The proposed scenario is presented in Fig. 4.8.
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4.2.1 Base Station Cooperation combined with IB-DFE

Assume block-based SC transmission on the uplink communication. The data blocks
are transmitted by P different MTs on partially overlapping cells, each cell associated to
a given BS, over the same time-dispersive physical channel (i.e. they transmit simultane-
ously at the same frequency band). If the BSs of N partially overlapped cells are connected
to a central unit through a high speed data link, as shown in figure 4.8, it is possible to
perform real-time joint signal processing (i.e. IB-DFE) regarding those P users (P≤ N),
improving the overall system performance.

1 2

I

I

Figure 4.8: System representation, with P = N = 2. The MTs with 1 and 2 are the
considered users, the ones with I are considered interference generators. It is considered
that all MTs are using the same physical channel.

If a frequency reuse factor of 1 is considered (i.e., all the BSs use the same frequency
band), it is likely that adjacent BSs have associated MTs that will use the same physical
channel as our P considered MTs. Those additional MTs will be seen as added noise at
the R considered BSs. As all the noise sources are independent, the total noise will be
then

N(n)
k,total = N(n)

k +
U

∑
u=1

H(n)
k,(P+u)Sk,(P+u) , (4.5)

29



4. Improved Power and Spectral Efficiencies on MIMO Systems

with n = 1, · · · ,N and where U is the total number of interfering MTs. Equation (3.9)
should then be corrected to

Yk = HkSk +Nk,total , (4.6)

where
Nk,total =

[
N(1)

k,total . . . N(N)
k,total

]T
. (4.7)

Considering both channel and interfering users’ noise at the cooperating BSs, it is
possible to evaluate the magnitude of the performance gain for a given system configu-
ration. Certainly, it is expected to exist a maximum level of interference beyond which
the IB-DFE is unable to correctly distinguish the signals transmitted, rendering the pos-
sible performance gain useless. To counter this undesired limitation, channel coding [39]
and a turbo equalization configuration [10] can be used, improving the receiver’s perfor-
mance and, therefore, reducing the interference effect [10]. This allows for higher levels
of interference to be acceptable.

4.2.2 Simulations Results

In order to compare different power per user and interference levels, we considered
P= 2 users and N = 2 receiving BSs and antennas (i.e., 1 antenna per BS). All data blocks
are transmitted with the same amount of average power and, unless stated otherwise, the
results after the 4th IB-DFE iteration are considered. All the considerations made in
the subsection 4.1.3 relating to the system configuration (e.g. modulation, channel type,
channel coding, etc) are also applicable here.

A useful (and therefore used) metric for performance comparison is the total interfer-
ence, when compared to the desired signal’s power. The total relative interference is given
by the quotient between the total power of the interfering signals and the total power of the
desired signals, as stated in equation (4.8). Please note that this total relative interference
does not include the channel noise and, therefore, can be seen as the signal to interference
ratio.

Total Inter f erence =

U
∑

u=1
H(n)

k,(P+u)Sk,(P+u)

P
∑

p=1
H(n)

k,(p)Sk,(p)

(4.8)

In Fig. 4.9, the aforementioned scheme is simulated for a group of average powers per
user, in Eb/N0, for various levels of total relative interference. As it can be observed, in
order to obtain a good BER level for the 4th IB-DFE iteration (let’s consider it 10−4), it is
needed both a decent level of power per user and the absence of high-power interference.
The first ensures that the user’s signal is powerful enough to persist over the channel
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noise even in the absence of interference and, for the considered configuration, needs to
be at least around 6dB3 (measured in Eb/N0). The second condition makes sure that the
total noise seen by the MTs’ signals is below the acceptable threshold for the IB-DFE
algorithm. In an extreme scenario with a very high level of interference, the total noise
is mostly interference. Given the previous definition of total interference in dB, it is
observed that for the same BER performance, the total relative interference should be
below −6 dB.
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Figure 4.9: Average BER per user vs total interference for the 4th iteration of IB-DFE,
considering various values for the power per user.

To compare the weight of the number of IB-DFE iterations Fig. 4.10 should be ob-
served. Here it is plotted the average BER versus the average power per user, given a spe-
cific interference level. The performance increase per IB-DFE iteration decreases greatly
with the number of iterations and, after the 4th iteration, the gain is almost negligible.
From this simulation, it is also concluded that the performance increase per IB-DFE itera-
tion increases as the relative interference level decreases and the power per user increases.

3This would correspond to the line between 5dB and 7dB in Fig. 4.9
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Figure 4.10: Average BER per user vs power per user for different iterations of IB-DFE,
considering various interference levels.
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Figure 4.11: Average BER per user vs total interference for the 4th iteration of IB-DFE
with LDPC coding (rate = 0.5) and turbo equalization, considering various values for the
power per user.

Fig. 4.11 is obtained by applying LDPC coding with a code rate of 1/2 and a turbo
IB-DFE to a scenario similar to the first set of results of this subsection. As discussed in
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the previous chapter, the turbo equalization scheme has a greatly improved performance,
at the expense of some extra computational effort. For the same BER of 10−4, the total
relative interference can now be as high as −2.5dB, if the power per user is high enough.
In other words, this means that our proposed scheme with LDPC coding and turbo equal-
ization can withstand an interference with power as high as half of the considered MTs’
transmitted power, while keeping a good BER performance.

Finally, a comparison between the same scheme with and without BS cooperation is
made in Fig. 4.12. The system without BS cooperation used has only 1 MT and 1 BS
(with 1 antenna), keeping the one MT to one antenna per physical channel ratio. For the
same amount of absolute interference, the system with the BS cooperation outperforms
the one without by a large margin. If a frequency reuse factor of 1 is chosen, not only the
system with BS cooperation is better but also situations with 2 MTs sharing the same cell
edges and the same physical channel (as in Fig. 4.8) would be infeasible, due to the high
level of interference.

−16 −14 −12 −10 −8 −6 −4

10
−4

10
−3

10
−2

10
−1

10
0

Total Interference (dB)

A
v
g
. 
B

E
R

 p
e
r 

u
s
e
r

 

 

  7 dB

11 dB

15 dB

E
b
/N

0
 per user

N = P = 1

N = P = 2

# of MTs and BSs

Figure 4.12: Average BER per user vs total interference for the 4th iteration of IB-DFE,
considering both the case with BS cooperation and the one without.

4.2.3 Final Comments

Wrapping up the performance results, if a power per user of at least 6dB (measured in
Eb/N0) is considered, it is clear that the total interference is the main constraint to define
the effectiveness of this system. This constraint is a smaller problem if LDPC coding and
turbo equalization are used and, in this situation, if the interference is small enough, the
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power per user can be very low. Nevertheless, it will always outperform his equivalent
without the BS cooperation.

All this is done without creating any additional effort to the MTs, at the expense of
some extra computational power at the BSs. Indeed, if some effort is made in order to
pair up in the same physical channel the MTs sharing the same cell edges, while trying
to minimize the interference observed for those MTs, by assigning that same frequency
band to other MTs as far away as possible from the receiving BSs, it is easily possible to
achieve phenomenal gains.

4.3 Improved Spectral Efficiency with Clustering

While MU-MIMO IB-DFE is a fantastic mean to improve the spectral efficiency, given
that the receiver has at least as many antennas as the number of signals it’s trying to
detect, it is not possible to apply in all situations. Firstly, the multiple user IB-DFE cannot
successfully isolate and detect signals whose power is considerably inferior to the other
signals sharing the physical channel, rendering most of the usefulness of the algorithm
to users with similar power levels. Secondly, given that each IB-DFE iteration requires
several matrix inversions, being the matrices square and with the size equal to the number
of signals to be detected, the computational complexity increases exponentially with the
size of the system. In the multiple user scenario, the IB-DFE is then limited to a small
size of MTs, standing close to each other in a single cluster.

Considering the aforementioned constraints, this section aim to expand the utility of
the multiple user IB-DFE through a clustered multi-user detection. After a given cluster
of users is resolved, using the multiple user IB-DFE, it is possible to remove that cluster’s
interference at the receiver, using both the channel’s and the signal’s estimations. The
resulting signal is then composed by the channel noise plus any detection mistakes from
the previous steps which, hopefully, are negligible. This means it is possible to add and
resolve another cluster of MTs, on the same physical channel, as long as their signals
don’t interfere with the first cluster. For the IB-DFE, this is possible if the second cluster
has considerably less power than the first cluster, while being high enough to be detectable
through the IB-DFE. To decrease this undesired power difference limitation, once again
channel coding [39] and a turbo equalization configuration [10] can be used, improving
the receiver’s performance and, therefore, reducing the interference effect [10].
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4.3.1 Clustered Multi-user Detection Through IB-DFE

11

22

Figure 4.13: System representation, with N = 2 and P = 4. The MTs with 1 belong to the
closer cluster and the MTs with 2 belong to the distant one. It is considered that all MTs
are using the same physical channel.

This section will describe how and why the IB-DFE algorithm should be employed to
systems as represented in Fig. 4.13. From the general equation (3.7), a clustered version
can be created, represented by

Sk =
[
S1k

T S2k
T ]T , (4.9)

where
S1k =

[
Sk,(1) . . . Sk,(P1)

]T (4.10)

and
S2k =

[
Sk,(P1+1) . . . Sk,(P1+P2)

]T
, (4.11)

being P1 and P2 the size of clusters 1 and 2, respectively, with P1 +P2 = P. S1k and
S2k are then column vectors containing the k-th DFT values of their cluster’s transmitted
signals. In a similar fashion, Hk can also be represented in a clustered version, as shown
in equations (4.12)-(4.14).

Hk =
[
H1k H2k

]
, (4.12)

H1k =




H(1)
k,(1) · · · H(1)

k,(P1)
... . . . ...

H(N)
k,(1) · · · H(N)

k,(P1)


 (4.13)
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H2k =




H(1)
k,(P1+1) · · · H(1)

k,(P1+P2)
... . . . ...

H(N)
k,(P1+1) · · · H(N)

k,(P1+P2)


 (4.14)

With the clustered notation in mind, equation (3.9) can be rewritten as

Yk = H1kS1k +H2kS2k +Nk = H1kS1k +N1k, (4.15)

where
N1k = H2kS2k +Nk. (4.16)

Equation (4.15) sets forth the next step. As was shown, cluster 1 can be isolated
and detected performing a regular IB-DFE, if cluster 2 is considered as added noise.
As S2k is totally unknown at this point and it is independent of Nk, the total noise’s
power (E{|N1k|2}) is the sum of the individual components’ power (i.e., E{|H2kS2k|2}+
E{|Nk|2}).

As result of the previous step, a hard estimation of S1k, Ŝ1k, is obtained. As the
channel response and the signal estimation are known, it is possible to mitigate cluster 1’s
effect on the received signal, as shown in following equation. The prevalent signal at the
receiver would then be cluster 2.

Y2k = Yk−H1kŜ1k = H2kS2k +N2k, (4.17)

where
N2k = Nk +H1k(S1k− Ŝ1k). (4.18)

Once again, equation (4.17) demonstrates the possibility of performing another IB-DFE,
this time to isolate and detect cluster 2. However, this time the considered noise will be
the sum of two independent contributors. The first and obvious one, is the channel noise,
Nk. The second one is the estimation error due to the imperfect estimation of cluster 1.
The accuracy of the hard estimation Ŝ1k is a crucial factor for the overall performance,
given its influence on the considered noise power. Knowing that Nk and H1k are uncorre-
lated with each other and uncorrelated with S1k or Ŝ1k, we can easily find N2k’s power,
given by

E{|N2k|2}= E{|Nk|2}+E{|H1k|2}E{|(S1k− Ŝ1k)|2}, (4.19)

where, if we take in consideration equation (3.17) and that the power of Ŝ1k is the same
as the power of S1k,

E{|(S1k− Ŝ1k)|2}= 2(1−P1)E{|S1k|2}, (4.20)

where P1 is the P matrix for the first cluster’s IB-DFE.
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4.3.2 IB-DFE Iteration Order for Clustered Multi-User Detection

In the previous subsection, it was shown that the quality of the first cluster’s estimation
(Ŝ1k) is a key factor for the effectiveness of the second cluster’s estimation (Ŝ2k). With
that thought in mind, one might wonder what could be changed in order to enhance the
first cluster’s estimation, as it would decrease the BER for both the first and the second
clusters, for the same system.

Returning to equation (4.16), it is clear that if the second cluster’s signals have more
power at the receiver that the channel noise (which is safe to assume, if we desire a
reliable communication for this cluster), the noise seen by the first cluster is dominated
by those second cluster’s signals. If a estimation of the second cluster is known (i.e.
after at least one IB-DFE iteration for the second cluster), it is then possible to reduce
the noise seen by the first cluster, following the same logic as equations (4.17)-(4.20). As
the channel matrix for the second cluster (H2k) is independent of that cluster’s signal and
correspondent estimation (S2k and Ŝ2k), the noise seen by the first cluster would have a
power given by

E{|N1k|2}= E{|Nk|2}+E{|H2k|2}E{|(S2k− Ŝ2k)|2}, (4.21)

where
E{|(S2k− Ŝ2k)|2}= 2(1−P2)E{|S2k|2}. (4.22)

Given unlimited IB-DFE iterations alternating between both clusters, it is theoretically
possible to greatly reduce the noise seen by each cluster, yielding remarkable results.
However, one of this clustered scheme’s goals is to keep the complexity level and the
computational needs bellow the standard IB-DFE. Even so, results prove that the overall
performance is increased if the iterative block decision feedback equalization (IB-DFE)
iterations between clusters are alternated (in certain orders, as seen below), while main-
taining the total number of IB-DFE iterations. This means that even a imperfect estimation
of the second cluster can make a difference for the first cluster’s estimation, which in turn
allows for a better final estimation of the second cluster.

4.3.3 Simulations Results

In order to compare different power configurations between the clusters, it is con-
sidered P = 4 users (split evenly in 2 clusters) and N = 2 receiving antennas for the
default scenario. For the IB-DFE algorithm, the considered the results came after the
4th iteration, a point from which further iterations do not yield meaningful performance
improvement [9]. All the remaining simulation set-up parameters remain the same as in
4.1.3.
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In Fig. 4.14, the aforementioned scheme is simulated for various levels of power per
user from the close cluster, while varying the power difference between clusters. Please
note that the power difference between clusters is stated as a negative value so as to
facilitate the interpretation, as the power per distant cluster’s user increases from the left
to the right. As it can be observed, in order to obtain a good BER level for the close
cluster (let’s consider it 10−4), the distant cluster must have a power level at least 6dB
smaller. This is considering that the users from the close cluster have a high power level,
a requirement for the successful detection of all the desired signals. For the distant cluster,
we have two constraints needed to be fulfilled in order to obtain a good BER level. Firstly,
as discussed previously, any mistake from the close cluster’s detection passes over to the
distant cluster’s signals as a considerable amount of noise, given their power difference.
Secondly, the distant cluster still needs to be powerful enough when compared to the
channel noise, otherwise the IB-DFE algorithm won’t be able to perform a successful
detection. To satisfy this two conditions, each user from the distant cluster should have at
least around 13dB4 of Eb/N0, while being at least 6dB less powerful than the users from
the close cluster.
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Figure 4.14: Average BER per user vs power difference between clusters for the 4th
iteration of IB-DFE on each cluster, considering various values for the power per user in
the close cluster.

Adding on extra receiving antenna to the previous scenario yields the results shown
in Fig. 4.15. For the close cluster, the minimum power difference allowed for the same

4Eb/N0 per close user + Power difference between clusters
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considered BER level has decreased by 1dB, to 5dB. For the distant cluster, there were
greater improvements. The minimum power required per distant user became around
10dB of Eb/N0 and the minimum power difference required has decreases to up to 4dB.
Of course, if we have 4dB of power difference between clusters the close cluster would
have a poor BER performance, so we should look forward to fulfill both power difference
requirements, 5dB. Attaching one extra antenna to the receiving system allows for lower
power requirements, at the expense of extra computational power via extra feedforward
coefficients.
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Figure 4.15: Average BER per user vs power difference between clusters for the 4th
iteration of IB-DFE on each cluster with one extra receiving antenna (N = 3), considering
various values for the power per user in the close cluster.

Fig. 4.16 is obtained by applying LDPC coding with a code rate of 1/2 and turbo
equalization to a scenario similar to the first set of results. While the close cluster managed
to develop a certain immunity towards the interference from the distant cluster, with a
BER of at most 10−4 for power differences up to almost 2dB, the performance bottleneck
comes from the distant closer. For a good BER performance it is required that the distant
cluster has at least 10dB of Eb/N0 per user, with a power difference of 4.6dB between
clusters. Even though this scheme allows for lower absolute power values and has a lower
BER for optimal conditions, it is interesting to realize that the minimum requirements for
a BER of 10−4 on both clusters are similar to previous simulated scenario.
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Figure 4.16: Average BER per user vs power difference between clusters for the 4th
iteration of a turbo IB-DFE on each cluster, using LDPC coding with a rate of 0.5 and
considering various values for the power per user in the close cluster.

Finally, a performance comparison between the different iteration sequences is repre-
sented in Fig. 4.17. For this comparison we’ve considered a power per close cluster’s user
of 21dB of Eb/N0 but, from our other simulations, the same conclusions can be drawn for
any chosen power level. We considered a total of 4 IB-DFE iterations per cluster and 4
possible configurations, as described in table 4.1. Configuration 4 does indeed improve
considerably our scheme’s overall performance, both for the close and the distant clus-
ters. For this specific simulated scenario, not only the minimum power difference between
clusters for a BER of 10−4 on both clusters has decreased by about 0.5dB, but also the
BER on the optimal region is greatly improved.

Table 4.1: Table with the considered iteration sequences

Config. Description
1 Intercalated iterations between clusters, 1 by 1
2 Intercalated iterations between clusters, 2 by 2

3
4 iterations on the close cluster followed by 4 on the distant
one (original configuration)

4
3 iterations on the close cluster, 3 on the distant one and
then 1 additional iteration on each cluster
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Figure 4.17: Average BER per user vs power difference between clusters for the 4th
iteration of IB-DFE on each cluster, considering various iteration orders.

4.3.4 Final Comments

On this section, it is considered a new approach for cluster-based detection, allowing
for two separate groups of users to be successfully detected while sharing the same phys-
ical channel. Both computational effort and the number of receiving antennas required by
the base station are reduced, if compared to the detection of all MTs in a single IB-DFE
run, and no change was needed regarding the MTs’ transmission. As for the power levels
required, they are not too demanding and can be eased by a set of simple techniques. It
is then an impressive, yet simple mean to improve overall spectral efficiency in a multi-
ple user scenario, given that there are clusters (of users) with power differences between
them.
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5. Conclusions

Throughout this thesis, the potential of a MIMO systems combined with IB-DFE for
uplink communications has been studied. With their enhanced spectral efficiency, MIMO
systems are undoubtedly a key element for the future of wireless and mobile communi-
cations. However, their higher capabilities come with burdensome cost: to fully extract
the promised potential, complex signal separation and equalization algorithms must be
employed. Given its highest potential amongst the uplink MIMO SC FD equalizers, the
IB-DFE algorithm was chosen. Even with this computationally demanding algorithm,
the minimum power requirements to achieve a decent BER level for the desired through-
put can be a barrier for MIMO implementations, especially in multiple-users scenarios
(MU-MIMO).

This work focused then in removing some of the aforementioned barriers through sig-
nal processing. To do so, three independent solutions are proposed, whose results were
discussed with detail in chapter 4. The magnitude modulation solution, while already
existing for SISO systems, turned out to yield considerable results especially when com-
bined with turbo IB-DFE implementations. It is thus a major asset to any MIMO or
MU-MIMO system. The base station cooperation scheme showed us that, when com-
bined MU-MIMO IB-DFE systems, the overall performance for users at cell edges can
improve greatly. This is of utmost importance, since those specific users usually struggle
to get a good performance. Finally, a cluster-based multi-user detection scheme demon-
strated that is possible to double the spectral efficiency of a given MU-MIMO system
without introducing a computational complexity exponentially bigger. While it has some
power-level related requirements, if those requirements are met it is possible to greatly
improve the global system’s throughput.

5.1 Future Work

Even though positive results were obtained in this thesis, several assumptions were
made. MIMO system’s transmitting antennas can have different power levels between
themselves and MU-MIMO users grouped together might have slightly different power
levels at the receiver. Also, MIMO systems have several configurations regarding the
number of antennas used, MM techniques can be applied more than once per transmit-
ted block, base station cooperation schemes can use more than 2 cooperating BSs and
the cluster-based multi-user detection can attempt to detect a third cluster on the same
physical channel. For a fully realistic evaluation of the proposed techniques, a complete
generalization must be performed.
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Abstract—Polyphase magnitude modulation (MM) has been
shown to be a robust and effortless mean to improve the efficiency
of a transmitter’s high power amplifier (HPA), due to the real-
time reduction of the peak to average power ratio (PAPR). MM’s
technique flexibility allows us to include the MM system on any
existing single-carrier (SC) based transmission system with clear
benefits on the achieved bit error rate vs overall signal power to
noise ratio.

This paper analyzes the efficiency of MM when added to a
multi-input multi-output (MIMO) system, using a block-based
SC transmission combined with iterative block decision feedback
equalization (IB-DFE). To improve the IB-DFE performance for
low power signals, we consider an additional scheme where low-
density parity-check (LDPC) coding and turbo equalization are
added. Simulation results show a net power efficiency enhance-
ment, particularly for systems with channel coding, confirming
MM as a major asset for high performance communication
systems.

I. INTRODUCTION

In the current human society, we aim to achieve higher and
higher data throughput. For mobile users, another objective
arises — energy efficiency [1], [2]. As a mobile user, we
demand a huge amount of data with a very limited energy
source, meaning that power efficiency is a key element for
modern telecommunications.

To address the first issue, it has been proved [3] that a multi-
input multi-output (MIMO) scheme is a very powerful tool
to improve the usage of the physically limited bandwidth.
By employing multiple antennas at both the transmitter and
receiver, we are able to greatly improve the spectral efficiency,
either by increasing the channel diversity or by using space-
time multiplexing [4], [5].

However, mobile environment systems may also deal with
inter-carrier and inter-symbol interference due to the strong
dispersive nature of the channel. From this perspective, MIMO
systems can be combined with popular block-based transmis-
sion techniques particularly suited for communication over
severe time-dispersive channels by employing low complexity
frequency domain equalisation (FDE) [6]. Popular techniques
are orthogonal frequency domain multiplexing (OFDM) [7]

This work was supported in part by the Instituto de Telecomunicações
and in part by the Fundação para a Ciência e Tecnologia under projects:
PEst-OE/EEI/LA0008/2013 (P01229 - GLANCES), GALNC (EXPL/EEI-
TEL/1582/2013) and ADIN (PTDC/EEI-TEL/2990/2012).

and single-carrier with frequency domain equalisation (SC-
FDE) [6], the latter being of special interest at the uplink trans-
mission given the low peak-to-average power ratio (PAPR) [8]
and the possibility of replacing the conventional linear FDE by
a non-linear FDE such as the iterative-block decision feedback
equaliser (IB-DFE) [9], with significant gains in performance.

It was shown in previous works [10], [11] that the use of
SC-FDE combined with IB-DFE on a MIMO system results
on the desired higher spectral efficiency, while coping with
severe time-dispersion, with simple changes to the classical
IB-DFE scheme [9]. At the transmitter, the data stream is
multiplexed into P blocks (layers), each one with the same
length, which are simultaneously transmitted over P antennas.
Considering a frequency-domain iterative receiver with at least
as many antennas as the transmitter, the aforementioned IB-
DFE method [11] allows to eliminate simultaneously time-
dispersion interference as well as a significant part of the
interlayer interference.

Although, one of MIMO’s greatest potential is it’s usage on
mobile terminals, they still suffer from energy starvation, given
their power hungry high power amplifiers (HPAs) and limited
batteries. A great way to improve the efficiency of SC based
systems is to perform polyphase magnitude modulation [12],
[13] of the signal to transmit. By trying to suppress peaks from
the transmitted signals, we are able to reduce the PAPR, which
reduces the HPA’s back-off. Results have shown that between
BER performance losses and power efficiency gains from the
reduced HPA’s back-off, we have a high net power gain, even
for severe time-dispersive scenarios [14]. MM creates then the
possibility to transmit more power while delivering the same
maximum power to the HPA, with very little computational
effort. It was also shown that these results can be improved
using channel coding, which reduces the BER performance
losses [12], [15].

In this paper, we propose to combine MM techniques
with MIMO systems for SC-FDE transmissions with IB-DFE
equalization at the reception. By controlling the envelope of
the signal fed to each transmitting antenna through MM,
we can considerably increase the power efficiency of the
HPAs. To obtain a complete insight of the whole scheme, we
simulate both uncoded and coded transmission system, with
the later using LDPC coding [16] and a turbo equalization
configuration [9]. The first system was designed to confirm our



Fig. 1. General diagram of the proposed transmitter.

studies about how effective MM is and how well it works in
cooperation with more sophisticated systems like MIMO with
IB-DFE. To further improve our system (and to get closer to
modern wireless communication systems), we added coding
and upgraded our scheme with turbo equalization, making
changes on the information that was fed back in every IB-DFE
iteration. This greatly improves IB-DFE performance for low
signal-to-noise ratio (SNR) signals, where the coding scheme
has its most meaningful work, while suppressing the MM BER
losses. The results of this combined system far surpass the
original techniques’ (MM with channel coding [12] and turbo
equalization [9]) individually.

This paper is organized as follows: the basic scheme is
described in Section 2. Improvements to that scheme are pro-
posed in Section 3. A set of performance results is presented
in Section 4 and Section 5 is concerned with the conclusions.

II. MIMO WITH IB-DFE AND MM

In the proposed scheme, we combine the receiver described
in [11] with a transmission using magnitude modulation [12].
We consider a SC-FDE modulation scheme where the data
is transmitted in blocks of M symbols, resulting from direct
mapping of the original data bits into a selected constellation,
e.g. quaternary phase shift keying (QPSK). The symbols
are multiplexed into P parallel data streams s(p)[n] with
p = 1, · · · , P , as shown in Fig. 1. Each stream is magnitude
modulated in order to limit the excursion of the pulse shaped
signal y(p)[n] feed to the digital to analog converter (DAC) +
HPA of antenna p, with y(p)[n] being given by,

y(p)[n] =
∑

k

m(p)[k]s(p)[k]hRRC[n− k] , (1)

where hRRC [n] is the impulse response of pulse shaping filter
(typically a root-raised cosine (RRC)) and m(p)[n] is the MM
factor applied to each symbol s(p)[n].

To compute m(p)[n] we follow the same reasoning as in
[12], where we guarantee that

|y(p)[n]|2 ≤ P(p),Max , (2)

with P(p),Max denoting the maximum admissible power at
DAC + HPA of stream p. The magnitude modulated symbols
are then transmitted through the P antennas, over a time
dispersive channel.

At the receiver, we will attempt to recover the P different
streams using the N receiving antennas, with P ≤ N . The
discussed MIMO IB-DFE [11] detects one stream at a time

and cancels the interference from already detected streams,
a method also known as successive interference cancellation
(SIC). To maximize this method’s effectiveness, it is desirable
to rank the streams according to some quality measure (we use
the average received power) and to detect the streams from
the best to the worst. Hence, the interference of the strongest
stream is diminished when we’re attempting to detect the
weakest one, which proves to be very difficult otherwise. At
the same time the IB-DFE system works on interference can-
cellation, by employing frequency domain equalization, with
both feedback and feedforward filters. The algorithm works on
a per-block basis, meaning that the feedback’s effectiveness to
cancel all the interferences is limited by the reliability of the
detected data at previous iterations. Consequently, it is usually
desired to apply more than one iteration per block.

Let the time-domain blocks at the pth transmitting antenna
and nth receiving antenna be respectively

s(p) =
[
s1,(p) . . . sM,(p)

]T
(3)

and

y(n) =
[
y
(n)
1 . . . y

(n)
M

]T
, (4)

with n = 1, · · · , N , and let

S(p) =
[
S1,(p) . . . SM,(p)

]T
(5)

and

Y(n) =
[
Y

(n)
1 . . . Y

(n)
M

]T
(6)

denote the M-point discrete Fourier transforms (DFT) of s(p)
and y(n), where

Sk,(p) =
M−1∑

m=0

sm,(p)e
(−j2πkm/M) (7)

and

Y
(n)
k =

M−1∑

m=0

y(n)m e(−j2πkm/M) . (8)

Being Sk and Yk the N -tuple vectors of the obtained DFT
coefficients for each k sub-carrier, with k = 0, · · · ,M − 1,
given by

Sk =
[
Sk,(1) . . . Sk,(P )

]T
(9)

and

Yk =
[
Y

(1)
k . . . Y

(N)
k

]T
, (10)



the receiving frequency-domain signal Yk can be written as

Yk = HkSk + Nk , (11)

where, Hk and Nk represent respectively the frequency-
domain dispersive channel and additive white gaussian noise
(AWGN) matrices, written as

Hk =




H
(1)
k,(1) · · · H

(1)
k,(P )

...
. . .

...
H

(N)
k,(1) · · · H

(N)
k,(P )


 (12)

and
Nk =

[
N

(1)
k . . . N

(N)
k

]T
. (13)

The frequency-domain soft-estimations associated with the
pth layer at the output of the equalizer are given by

S̃k = FTkYk −BkS̃′k , (14)

where the feedforward and feedback matrices are respectively

Fk =




F
(1)
k,(1) · · · F

(1)
k,(P )

...
. . .

...
F

(N)
k,(1) · · · F

(N)
k,(P )


 (15)

and

Bk =




B
(1)
k,(1) · · · B

(1)
k,(P )

...
. . .

...
B

(P )
k,(1) · · · B

(P )
k,(P )


 . (16)

F
(n)
k,(p) and B

(p)
k,(p) denote the feedforward and feedback

filters coefficients and the vector S̃′k contains the DFT of
the time-domain blocks associated with latest estimations for
the transmitted symbols (for the first iteration those terms are
zero).

The frequency-domain samples used in the feedback loop
can produce hard-estimations, Ŝk, which can be written as

Ŝk = PSk + ∆k , (17)

with the length-P column vector

∆k =
[
∆k,(1) . . . ∆k,(P )

]T
, (18)

and
P = diag(ρ(1), . . . , ρ(P )) . (19)

The correlation coefficients in (19) are given by

ρ(p) = E[Sk,(p)S
∗
k,(p)]/E[|Sk,(p)|2] = E[ŝm,(p)s

∗
m,(p)]/ES ,

(20)
where

ES = E[|sm,(p)|2] = E[|Sk,(p)|2]/M (21)

is the average symbol energy, common to all layers. Since
E[∆k,(p)S

∗
k′,(p)] ≈ 0, we have

E[|∆k,(p)|2] ≈ (1− ρ2(p))MES . (22)

The correlation coefficient can be estimated from the time-
domain samples associated with the equalizer output, s̃m,(p),
as described in [17].

It can also be shown that time-domain samples associated
with the equalizer output, s̃m, can be written as

s̃m = Γsm + Eeq
m , (23)

where sm and s̃m denote the P size vectors with the time-
domain signals and the time-domain equalizer’s soft outputs,
respectively. The Eeqm and Γ matrices are given by

Eeq
m =

[
εeqm,(1) . . . ε

eq
m,(P )

]T
, (24)

where εeqm,(p) denotes the overall noise plus interference, and

Γ = diag(γ) , (25)

where

γ =
1

M

M−1∑

k=0

[11×N (Hk � Fk)]T (26)

is a sized P column vector. The corresponding frequency-
domain samples can be written as

S̃k = ΓSk + EEq
k , (27)

where the εEqk,(p) (k = 0, · · · ,M − 1) terms of the P -sized
vector EEqk are the DFT of εeqm,(p) (m = 0, · · · ,M − 1). The
signal to interference plus noise ratio (SNIR) in the frequency
domain is written as

SNIRFk,(p) =
|γ(p)|2MES[
|εEqk,(p)|2

] . (28)

After combining (14), (28) and some algebraic manipula-
tion, the optimum feedback coefficients that maximize (28) at
a specific iteration are

Bk = P(FTkHk − Γ) . (29)

The feedforward coefficients, required by (29) and (26), are
obtained from the following equation:

Fk = (I−P2)ΓHH
k [(I−P2)HH

k Hk +
P

SNR
I]−1 , (30)

where the SNR at each receiving antenna is

SNR = (PES)/(2σ2
N ) , (31)

being σ2
N the variance of the real and imaginary parts of

the channel noise. Clearly, the feedforward and feedback
coefficients take into account the reliability of each detected
block through the corresponding correlation factor ρ(p). In the
next section we will explore this feature, using it to further
improve the system.



Fig. 2. Detection of the pth layer, for a given iteration in IB-DFE with turbo
equalization.

III. LDPC CODING AND TURBO EQUALIZATION

As mentioned in [12], MM has better results when channel
coding is used. The changes introduced in the time-domain
symbols are quite small and a decoder can easily correct
most errors, making this the first logical step to improve the
proposed system.

When a MIMO IB-DFE is combined with coding/decoding,
it is also called turbo equalization in the frequency domain [9].
As the new data that is fed from a block’s equalization to the
next is the soft estimation of the current block symbols, we can
use LDPC coding [16] to obtain an improved estimation and
to feed back that estimation instead. This turbo equalization
has the double benefit of improving the block’s estimation ca-
pacity (and therefore the correlation factor ρ(p), as previously
discussed) and to reduce the unpleasant part of MM, the BER
penalty.

For QPSK symbols with points {±1± j}, soft demapping
and mapping is greatly simplified, becoming very easy to
deploy. Defining the complex log likelihood ratio as

λm,(p) = λR,m,(p) + jλI,m,(q) , (32)

where λR,m,(q) (λI,m,(q)) is associated to Re[sm,(p)]
(Im[sm,(p)]), the soft demapper yields [18]

λm,(q) =
4s̃m,(p)

σ2
SD,(p)

, (33)

with σ2
SD,(p) being the equalizer soft output variance. This

means that the log likelihood ratio is proportional to the
equalizer soft output. In turn, if ηm,(p) = ηR,m,(p) + jηI,m,(p)
is the complex log likelihood ratio at the decoder output
(extrinsic information), we can further improve the equalizer
soft output by making

s̃m,(p)) = tanh
(ηR,m,(p)

2

)
+ j tanh

(ηI,m,(p)
2

)
. (34)
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Fig. 3. BER vs Eb/N0 performance of the uncoded IB-DFE with no MM,
for different layers at different iterations.

6 8 10 12 14 16 18 20
10

−4

10
−3

10
−2

10
−1

E
b
/N

0
[dB]

B
E

R

 

 

Data Stream 1

Data Stream 2
Data Stream 3

Data Stream 4

Iteration = 1
Iteration = 2

Iteration = 4

Fig. 4. BER vs Eb/N0 performance of the uncoded IB-DFE with MM, for
different layers at different iterations.

IV. PERFORMANCE RESULTS

In the following, we present a set of results obtained from
the system’s simulation. For the sake of simplicity, we will
assume that our system is under perfect synchronization and
channel estimation conditions.

In order to compare BER vs SNR performance of different
layers at different iterations, we considered P = 4 layers
and a receiver with N = 4 antennas. The layer’s indexes
indicate the order they are detected. Each layer consists of 768
QPSK data symbols, plus cyclic-extension. We considered the
channel model of [19], which has uncorrelated Rayleigh fading
at all frequencies (similar behaviors were observed for severe
time-dispersive channels with rich multipath propagation). All
layers are transmitted with the same amount of average power
and when MM is used, only 1 stage is applied, considering
the use of a 0.2 roll-off RRC filter.

In Figs. 3 and 4, we simulate the basic system (without
LDPC coding), with and without MM. On this configuration,
for the same BER, MM requires 2 dB of extra SNR. From [12],
the back-off reduction is about 4.4 dB and thus we conclude
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Fig. 5. BER vs Eb/N0 performance of the IB-DFE with turbo equalization
and no MM, for different layers at different iterations.
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Fig. 6. BER vs Eb/N0 performance of the IB-DFE with turbo equalization
and MM, for different layers at different iterations.

that the system has a net gain of 2.2 dBs.
Applying a WiMAX (1536,768) LDPC code and reworking

our IB-DFE algorithm towards turbo equalization greatly im-
proved our system, as shown in figures 5 and 6. Once again,
it’s a comparison of the same system with and without MM.
On this experiment and for the same BER, the MM only
requires about 0.25 dB of extra SNR, which combined with
the 4.4 dB gained from the HPA’s back-off yields a net gain
of 4.1 dB.

V. CONCLUSIONS

In this paper, we applied a computational-wise effortless
signal processing method (MM) on a MIMO system, a system
with quite a high complexity. MM can be easily applied
to any currently working transmitter without any change in
the receiver, providing a significant enhancement in power
efficiency without interfering with the system’s main function.
The results obtained showed that if the system already uses

coding, which always happens in modern communications, the
net gain is truly remarkable.
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