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Abstract

This work describes the experimental implementation of an automatic scheme for the on-line detection and identification (FDI) of faults in the sensors of an industrial scale pilot plant reactor under process control, where a pseudo zero-order exothermic chemical reaction is partially simulated. The main goals of this research are to enhance the safety of reactor operations and to demonstrate the potential of FDI for practical industrial applications.

The automatic fault detection and identification method proposed here has two main steps: (1) the detection stage, which relies on a sequential statistical analysis of the process parameters that are continuously estimated by means of a general regression software package (GREG) suitable for non-linear models; (2) the identification step, which is based on an Extended Kalman Filter (EKF) to provide values for the state variables estimates. These values are compared to those given by the sensors thus enabling the identification of the faulty sensor. Moreover, this classification procedure ensures that automatic process control can still be carried on even in such a faulty situation.

Despite the strong non-linearities and the high number of uncertainties, the proposed strategy exhibited very promising results concerning the detection and identification of the faulty sensors. Furthermore, it enabled a satisfactory controller performance for a reasonable period of time, when any of the sensors was disabled and control actions were solely based on state estimates. © 1998 Elsevier Science Ltd. All rights reserved.

Introduction

Plants in the chemical and biochemical industries are becoming larger and more complex. The growing environmental and safety demands are now forcing industry to look for new and more powerful techniques for the diagnosis of process faults.

Although important contributions in this subject are reported in the literature, including a few surveys (Is-ermann, 1984; Gertler, 1988; Frank, 1990), computer simulated plants are often used to illustrate the proposed methodologies. Non-linearities, model mismatch and instrumentation inaccuracies are always present in real chemical processes. They play an important role in FDI algorithms particularly in what concerns false alarms. Therefore, in many cases the robustness of such sophisticated algorithms can not be totally guaranteed when applied to industrial environments.

This paper is concerned with an experimental implementation of an automatic scheme for fault detection and identification in an industrial scale pilot plant, used in a natural resins industry. A stirred tank reactor equipped with a cooling jacket and a hydraulic stirring system composes the core of the plant.

In order to cover a wider range of conditions and also for economy and safety reasons, it is of utmost convenience to partially simulate the chemical reaction (Kershenbaum and Kittisupakorn, 1994). The energy is supplied by introducing steam in the vessel at an appropriate flow rate.

At this stage, our main goal is to detect and identify failures in sensors located in a control loop and to compute the correct control actions. This task is accomplished with a dynamic process model, whose parameters are not well known and time varying. The fault detection method proposed here is based on the process parameters that describe some physical law included in the model. Therefore, a change in some relevant statistical properties of the parameter estimates may indicate that a fault has occurred in the system.

The selected parameters were chosen based on a sensitivity analysis and are continuously estimated by using GREG (Stewart et al., 1992). The fault detection step is performed through a statistical decision test, which analyses the estimates of the process parameters and compares them to the expected properties during normal operation.

In a higher hierarchical level, when a failure condition is detected, the measurements from each sensor are compared with the estimated values obtained through an EKF, enabling the identification of the faulty sensor. In this situation the defective sensor is automatically disabled and process control is carried on through the corresponding state estimate.

Process Description

The scheme depicted in Fig.1 represents the pilot plant where the experimental tests were carried out. The plant is composed by a stirred tank reactor of 80 litre capacity equipped with a cooling jacket. The liquid reactants (water) flow from Tank 1 and Tank 2 with flow rates Q1 and Q2 at temperatures T1 and T2, respectively. The reactor outflow is regulated through control valve VC5, whereas the flow rates Q1 and Q2 are manipulated respectively by control valves VC1 and VC2. The cooling fluid is controlled by means of
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valve VC3, and steam injection into the reactor is adjusted by control valve VC6.

![Simplified flowsheet of the pilot plant](image)

**Process Model**

The model equations can be written by deriving the appropriate mass and energy balances. Assuming constant density, the total mass balance leads to:

\[
\frac{dh}{dt} = \frac{1}{c}(Q1 + Q2 - Q3) \tag{1}
\]

The outflow \(Q3\) is a function of both reactor level and VC5 position, and has been approximated by:

\[
Q3 = C_v \sqrt{h + h_o} \frac{\alpha \text{VC5}}{1 + \text{VC5}(\alpha - 1)} \tag{2}
\]

As mentioned before, although there is no exothermic chemical reaction taking place in the reactor, any desired zero order kinetics can be simulated, by injecting steam directly into the mixture. It has been experimentally verified (Afonso, 1997) that the power released can be approximated by:

\[
P_{\text{steam}} = c \cdot \text{Exp}(d \cdot \text{VC6}) \tag{3}
\]

Assuming perfect mixing, the temperature inside the reactor can be described by the following energy balance:

\[
\frac{dT}{dt} = \frac{Q2(T2 - T)}{Ah} + \frac{Q1(T1 - T)}{Ah} - \frac{U_g}{\rho CpAh} \frac{AH}{\rho Cp} \frac{F_g}{RT} \tag{4}
\]

The global heat transfer coefficient, \(U_g\), has been approximated by:

\[
U_g = a_1 \text{VC3} + a_2 T_C + a_3 T + a_4 \tag{5}
\]

**Fault Detection and Identification Step**

During normal operation the process parameters can be tracked with some allowable tolerance due to process noise and model mismatch. The changes in these features are then determined with reference to the normal process, and subsequently used to recognize the fault and the time of its occurrence. In this case, this is accomplished by using a statistical decision test (Afonso et al., 1995) based on a conventional hypothesis test.

For each one of the parameters involved, the hypothesis test is based on the change of their variance \(\sigma^2\). In this case, the decision between the following two hypotheses:

\[
H_0: \sigma^2_1 = \sigma^2_2 \quad \text{(no fault)} \tag{6}
\]

\[
H_1: \sigma^2_1 \neq \sigma^2_2 \quad \text{(fault)} \tag{7}
\]

is determined by the ratio of the variances of the two samples

\[
F_o = \frac{S_1^2}{S_2^2} \tag{8}
\]

\(H_0\) is rejected if \(F_o\) violates the confidence levels defined by an \(F\) distribution with \(n_1-1\) and \(n_2-1\) degrees of freedom, for a determined significance level, where \(n_1\) and \(n_2\) are the dimensions of the sample intervals.

This strategy is particularly suited for the detection of abrupt failures, as these have a major effect on the estimates of the process parameters. Typically, abrupt faults play an important role in safety-relevant systems, where hard-failures have to be detected early enough to avoid catastrophic results (Frank, 1990).

Therefore, in order to improve the reliability of the fault identification scheme, an EKF state estimator provides redundant values for the state variables. The fault identification is achieved by comparing the estimates provided by the EKF with the measurements obtained from the process plant. By this way it is possible to validate the fault occurrence and identify it.

This procedure is only valid for the variables observed by the state estimator. For the remaining set of process variables the EKF must include additional states.

**Fault Tolerant Control Strategy**

Many sophisticated model based control algorithms have been developed under the assumption that all system components will not fail. Once a failure occurs, the system performance will degrade and may lead to divergence, generating dangerous situations, particularly when the failure occurs in the control loops.

Generally speaking, the fault tolerant control can be seen as a complex sequential procedure involving a few steps: fault detection, identification, and decision tasks. In the later, the control strategy is redefined in order to guarantee safe plant operation, or in other words, the control of the process is maintained under acceptable limits during the faulty period.

After the fault detection and the subsequent identification of the defective sensor, this is immediately disabled. The fault tolerant control is then achieved through an estimated measurement obtained by means of an EKF.

It is well known that methods based on state estimation using EKF or observers, rely on the use of accurate models, and on numerous assumptions such as known model structure and parameters, known noise characteristics and known effect of the faults on the model. In this work, one is faced with a challenging problem due to the fact that real data is involved.
Experimental Results

To assess the proposed strategy in a practical environment, a set of experiments was carried out in the pilot plant. In all test runs the system was excited during the first 30 minutes by introducing disturbances in the level and temperature setpoints and in the flow rate $Q_2$, in order to facilitate the initial process parameter identification. The physical parameters of the system and nominal operating conditions are given in Table 1.

<table>
<thead>
<tr>
<th>Table 1 - Physical parameters and operating conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A=0.166 , \text{m}^2$, $C_p=4148 , \text{J/KgK}$, $h_p=1.0 , \text{m}$</td>
</tr>
<tr>
<td>$\alpha_1=398.8$, $C_v=9.32 \times 10^{-5}$, $k_b=6.20 \times 10^{-1} , \text{mol/m}^2\cdot\text{s}$</td>
</tr>
<tr>
<td>$\alpha_2=107.8$, $d=3.27$, $\Delta H_a=33488 , \text{J/mol}$</td>
</tr>
<tr>
<td>$\alpha_3=-1028$, $d'=0.46 , \text{m}$, $\alpha=13.7$</td>
</tr>
<tr>
<td>$\alpha_4=1821$, $E/R=10000 , \text{K}$, $\rho=1000 , \text{Kg/m}^3$</td>
</tr>
</tbody>
</table>

The fault detection method adopted here is based on the statistical properties of the most sensitive parameters of the process model, using just one parameter for each model equation. After evaluating the sensitivity profiles of level and temperature to physical process parameters ($p_1,...,p_4$) defined according to eq.(9), the choice led to $p_2$ and $p_4$ (Afonso et al., 1995).

$$p_1=U \frac{1}{A}, \quad p_2=C_v, \quad p_3=\alpha, \quad \text{and} \quad p_4=\frac{U_1}{\rho C_v}$$

The first two experiments with faults are illustrated in Figs.2 and 3, which correspond to upsets of different magnitudes deliberately introduced in the level and temperature sensors. Both tests lasted for 7200s and the faults were introduced 3600s after the beginning of the experiment. In Figs.2a) and 3a), $h(\text{Sensor})$ and $T(\text{Sensor})$ are the true values of these process variables, while $h(\text{EKF})$ and $T(\text{EKF})$ are the corresponding EKF estimates. The remaining process variables are shown in Figs.2b), and Figs.3b) and c).

The effects of a fault with an amplitude of 20% and a 40 minute span can be directly observed in the profile of $h(\text{Sensor})$ (Fig.2a) or in the action of the level controller (see VC5 in Fig.2b). Here, the controller is initially misled by the wrong information from the sensor, but when the FDI mechanisms come successfully into action, the controller is fed by the EKF level estimate and is then able to sustain the system under control. As can be seen, the detection is very quick and the initial response of controller (induced by the fault) reveals how disastrous the results would have been if the FDI scheme did not perform appropriately. This effective behaviour of the detection mechanism is connected to the good performance of the parameter estimation system (in particular of $p_2$), shown in Fig.4a).

Figure 4b) shows the results of the $F$-test for parameters $p_2$ and $p_4$. The horizontal lines correspond to the 99% confidence intervals for a set of 101 sequential samples (Box and Tiao, 1973). At $t=3600s$ the level sensor fault violates the confidence levels generating a fault alarm and therefore a detection. From this time on, by comparing $h(\text{Sensor})$ with $h(\text{EKF})$, one is able to identify the faulty sensor. This is thereafter disabled and its value replaced by the corresponding EKF estimate. The performance of the control system under the fault is highlighted in the interval between $t=3600s$ and $t=6000s$ of Fig.2 and can be regarded as quite satisfactory. This is because the controller is able to maintain the system under good control despite the erroneous information provided by the sensor.
EKF estimate. However, this begins to diverge, approximately 1600s after such event. The control system then becomes unable of keeping the process stable. Several other tests performed in the plant confirmed the insufficient model prediction capability, when faults occur in the temperature measurement.

With the purpose of investigating the role played by the prevision model, a new test was performed whose results are shown in Fig. 5. The following strategy was adopted: after the fault is detected, the process model used to predict the observations continues to be updated by the parameter estimator, contrarily to what happened in the previous set of experiments. This procedure is only possible because the correct measurements from the plant are available, as the faults are artificial generated. This is, however unfeasible in a situation of real failure.

From the analysis of Fig. 5, the curves corresponding to T(EKF) and T(Real) are almost coincident, enabling the control system to effectively control the process for a much longer time. These results also mean that the modelling difficulties are not easily solved in the case of simulation a chemical reaction, which is believed to be the first cause of model mismatch in this particular example. In practice, the quantity of energy that is introduced into the reactor by steam injection is subjected to numerous and strong inaccuracies. The parameter estimator could compensate for this deviation in the steady state regime, but the variations in the steam flow during the fault period unbalance the model and are then responsible for the poorer quality of the estimates. In this last test, the adaptive mechanism is not switched off and therefore there is always a compensation of the model. This explains the good results obtained and simultaneously identifies the source of the problems mentioned above.

Conclusions
Several real control runs have been performed on a pilot plant processing a partially simulated exothermic chemical reaction. This methodology has the benefit of being readily adapted to experimentally test several control strategies, due to the low costs involved. The FDI strategy highlighted here can validate the information that flows through instrumentation and consequently improves plant reliability. The results obtained are encouraging, taking into account that the process is non-linear and that the plant can operate satisfactorily with a malfunctioning sensor. When the system becomes more complex and highly non-linear (as in the case of chemical reaction) leading to increased model uncertainties, the detection and identification mechanisms still exhibit a very effective performance. Such inaccuracies, however, give rise to poorer EKF estimates and therefore to shorter periods of stable operation without information from the sensor in the main control loop.
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Notation
A - Reactor cross-sectional area
a, b, c, d, α - Process parameter
Cp - Fluid heat capacity
Cv - Process parameter
dr - Reactor diameter
Ea - Activation energy
h - Height of liquid in the reactor
Ih0 - Level offset
k - Frequency factor
R - Gas constant
T - Fluid temperature in the reactor
c - Average coolant temperature
q - Sampling time
ρ - Fluid density