A moderate deviation for associated random variables
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Abstract

Moderate deviations are an important topic in many theoretical or applied statistical areas. We prove two versions of a moderate deviation for associated and strictly stationary random variables with finite moments of order \( q > 2 \). The first one uses an assumption depending on the rate of a Gaussian approximation, while the second one discusses more natural assumptions to obtain the approximation rate. The control of the dependence structure relies on the decay rate of the covariances, for which we assume a relatively mild polynomial decay rate. The proof combines a coupling argument together with a suitable use of Berry-Esséen bounds.
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1. Introduction

Sums of random variables have always been a central subject in the probabilistic literature, with a special interest on their asymptotics. Among results on this topic the important Central Limit Theorems (CLT) describes the limiting distributional behaviour of such sums, providing useful approximate descriptions of the tail probabilities. These, besides their natural theoretical interest, are extremely relevant in statistical applications. There is, however, a limitation inherent to the properties of convergence in distribution, requiring that the tails considered through the limiting process should be computed at
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points that behave like the variance. More specifically, if the random variables $X_n$, $n \geq 1$, are assumed centered and we define $S_n = X_1 + \cdots + X_n$, $s_n^2 = E S_n^2$, the CLT provide the approximation of $P(S_n > xs_n)$ by $N(x) = 1 - \Phi(x)$, for $x > 0$ fixed, where $\Phi$ is the distribution function of a standard Gaussian variable. If we allow $x$ to depend on $n$, converging to infinity, then the approximation for $P(S_n > xs_n)$ is known as a moderate or large deviation, depending on how fast $x$ grows to infinity, moderate deviations corresponding to the case where $x = O(s_n)$. In such cases where $x$ is growing to infinity, the approximating function $N$ is no longer necessarily the tail of a standard Gaussian, depending on the growth rate of $x$ to infinity.

First large deviations were proved by Linnik [11], Ibragimov and Linnik [10], Nagaev [16, 15] or Rozovski [27] for independent and identically distributed variables. We refer the reader to the survey paper by Nagaev [17] for a nice account of these early results. The techniques of proof were based on suitable exponential bounds, the so called Fuk-Nagaev inequalities, on the tail probabilities. A typical result, given in Theorem 1.9 in Nagaev [17], states that

$$P(S_n > xs_n) = (1 - \Phi(x) + nP(X_1 > xs_n))(1 + o(1)), \quad (1)$$

provided that $x \geq 1$, $s_n = n^{1/2}$ and the right tail of the $X_n$’s is a regularly varying function. Extensions of such results have been recently proved by Peligrad, Sang, Zhong and Wu [25] considering weighted sums $\tilde{S}_n = \sum c_n,i X_i$ instead of $S_n$. These authors prove a result similar to (1) under essentially the same assumptions on the random variables (i.i.d. and regularly varying tails) and a regularity condition on the weights: $\max_i c_n,i/E\tilde{S}_n^2 \to 0$. The proof of this extension relies on moderate or large deviations for triangular arrays of random variables and convenient strong approximations between the tails of $\tilde{S}_n$ and the sums of tails of the $X_n$’s, much in the same spirit of the proof technique used in Theorem 1.9 in Nagaev [17]. Going back to early results, moderate or large deviations for triangular arrays of row-wise independent variables were considered by Rubin and Sethuraman [28], Amosova [1], Slastnikov [29] or, more recently, by Frolov [6]. All the results mentioned so far characterize the tail probabilities directly.

Concerning large deviations, that is, $x$ growing fast to infinity, a lot of attention was given to the logarithms of the tail probabilities instead, thus providing exponential bounds for the tail probabilities themselves. The bound for these logarithms appears then as the
Fenchel-Légerendre transform of the normalized logarithm of the Laplace transform of $S_n$ (notice that we are now back to non-weighted sums). A good account of results in this direction can be found in the book by Dembo and Zeitouni [5]. The interest on logarithmic tails meant that there are much fewer results available in the non-logarithmic scale in recent literature, particularly for weighted sums. Another recent direction of development is concerned with dependent variables. Here, available results seem even more scarce. Looking at large deviations, some results were proved by Nummelin [21], Bryc [2] or Bryc and Dembo [3] considering mixing variables or, Henriques and Oliveira [9] for associated random variables. These authors were interest on logarithmic scale results and their proof techniques relied on suitable exponential bounds and required a rather fast decay rate on the coefficients characterizing the dependence structure, meaning they should decrease faster than geometrically. More recently, for mixing variables Merlevède, Peligrad and Rio [13] relaxed the assumption on the mixing coefficients, requiring only a geometric decay rate to prove the large deviation. Their proof technique, called by the authors a “Cantor set construction”, adapts the block decomposition of sums, popular for proving CLT, to large deviations. These authors have more recently extended their results to other forms of weak dependent variables (see Merlevède, Peligrad and Rio [14]). Efforts in the non-logarithmic scale for dependent variables were made by Grama [7], Grama and Haeusler [8] for martingales, Wu and Zhao [32] for stationary processes, Tang [30] for negatively dependent variables or Liu [12] for negatively dependent heavy tailed variables.

In this paper we present a moderate deviation in the non-logarithmic scale for sums of associated random variables. In Section 2 we give some definitions and recall some auxiliary results, in Section 3 we prove a first moderate deviation based on an assumption depending on a Gaussian approximation. In Section 4 we discuss this approximation issue, giving a general moderate deviation based on more natural assumptions. Finally, in Section 5 we give an application to moving averages of our results.

2. Framework and auxiliary results

To define appropriately our framework let $X_n$, $n \geq 1$, be strictly stationary, centered and associated random variables with finite variances. Denote $S_n = X_1 + \cdots + X_n$ and
\[ s_n^2 = ES_n^2. \] Recall that association means that for any \( m \geq 1 \) and any two real-valued coordinatewise nondecreasing functions \( f \) and \( g \),

\[
\text{Cov} \left( f \left( X_1, \ldots, X_m \right), g \left( X_1, \ldots, X_m \right) \right) \geq 0,
\]

whenever this covariance exists. For basic results on associated random variables, please refer to the monographs Bulinski, Shashkin [4], Oliveira [22] or Prakasa Rao [26]. It is well known that the covariance structure of associated random variables characterizes their asymptotics, so it is natural to seek assumptions on the covariances.

A common assumption when proving Central Limit Theorems is \( \frac{1}{n} s_n^2 \rightarrow \sigma^2 > 0 \) (see, for example, Newman and Wright [19, 20] or Oliveira and Suquet [23, 24]), so we will be assuming that this is fulfilled in the sequel. Notice this assumption implies that \( s_n^2 \sim n\sigma^2 \). Finally, define the Cox-Grimmett coefficients, commonly used to control dependence for associated variables:

\[
u(n) = \sum_{k=n}^{\infty} \text{Cov}(X_1, X_k). \quad (2)
\]

Our proof will rely on a suitable approximation to independent variables that will be chosen so they satisfy the moderate deviation we want to extend. We quote next a result by Frolov [6], providing a moderate deviation for triangular arrays of row-wise independent random variables. This will be the tool to prove the moderate deviation for the approximating variables.

**Theorem 2.1 (Theorem 1.1 in Frolov [6]).** Let \( X_{n,k}, k = 1, \ldots, k_n, n \geq 1, \) be an array of row-wise independent variables with \( F_{n,k}(y) = P(X_{n,k} \leq y), E X_{n,k} = 0 \) and \( E X_{n,k}^2 = \sigma^2_{n,k} < \infty \). Denote \( T_n = \sum_{k=1}^{k_n} X_{n,k} \) and \( B_n = \sum_{k=1}^{k_n} \sigma^2_{n,k} \). For \( q > 2, \) let \( \beta_{n,k} = \int_0^\infty y^q F_{n,k}(dy) \) be chosen so that the moderate deviation we want to extend. We quote next a result by Frolov [6], providing a moderate deviation for triangular arrays of row-wise independent random variables. This will be the tool to prove the moderate deviation for the approximating variables.

Assume that \( L_n \rightarrow 0 \), and that, for each \( \varepsilon > 0 \),

\[
\Lambda_n(x) = x^4 B_n^{-1} \sum_{k=1}^{n} \int_{-\infty}^{-\sqrt{\pi n} / x^5} y^2 F_{n,k}(dy) \rightarrow 0.
\]

If \( x \rightarrow +\infty \) such that \( x^2 - 2 \log(L_n^{-1}) - (q - 1) \log\log(L_n^{-1}) \rightarrow -\infty \) then

\[
P(T_n \geq xB_n^{1/2}) \sim \frac{1}{\sqrt{2\pi} x} e^{-x^2/2},
\]
Remark that, using standard Gaussian approximations, from the conclusion of this theorem follows easily that $P(T_n \geq xB_n^{1/2}) = (1 - \Phi(x))(1 + o(1))$, where $\Phi$ stands for the distribution function of a standard Gaussian variable.

Finally, we will be dealing with integration of squares of sums of random variables that we will need to decompose. The following result describes how we can do this and control the original integral.

**Lemma 2.2 (Lemma 4 in Utev [31]).** Let $U_n$, $n \geq 1$, be random variables. Then, for every $\varepsilon > 0$ and $n \geq 1$,

$$
\int \left\{ \left| \sum_{i=1}^{n} U_i \right| > \varepsilon n \right\} \left( \sum_{i=1}^{n} U_i \right)^2 dP \leq 2n \sum_{i=1}^{n} \int \left\{ \left| U_i \right| > \varepsilon/2 \right\} U_i^2 dP.
$$

3. A general moderate deviation

We now state a moderate deviation for associated random variables. Besides moment conditions we will require a suitable decrease rate on the Cox-Grimmett coefficients (2). To state and prove our first result we need some preparatory definitions. Consider an increasing sequence of integers $p_n < n/2$ and define $r_n$ as the largest integer that is less or equal to $n/2p_n$. Decompose $S_n = X_1 + \cdots + X_n$ into blocks, each summing $p_n$ variables.

For this purpose, define

$$
Y_{j,n} = \sum_{\ell=(j-1)p_n+1}^{jp_n} X_\ell, \quad j = 1, \ldots, 2r_n,
$$

which obviously verify

$$
S_n = Y_{1,n} + \cdots + Y_{2r_n,n} + \sum_{\ell=2r_np_n+1}^{n} X_\ell.
$$

The final term is a residual block summing at most $2p_n - 1$ variables. Finally, put

$$
Z_{n,od} = \sum_{j=1}^{r_n} Y_{2j-1,n} \quad \text{and} \quad Z_{n,ev} = \sum_{j=1}^{r_n} Y_{2j,n}.
$$

Define now a family of coupling variables: $Y^*_j, j = 1, \ldots, r_n$, are independent random variables such that $Y^*_j$ has the same distribution as $Y_{j,n}$. Remark that, if the original
variables $X_n$ are strictly stationary, the $Y_{j,n}^*$, $j = 1, \ldots, r_n$, are identically distributed. Moreover, in such case, $E(Y_{j,n}^*)^2 = s_{pn}^2$. Further, denote

$$Z_{n,od}^* = \sum_{j=1}^{r_n} Y_{2j-1,n}^* \text{ and } Z_{n,ev}^* = \sum_{j=1}^{r_n} Y_{2j,n}^*.$$  

Finally, to complete the notation description, given a set $A$, we will denote by $\mathbb{I}_A$ its indicator function.

**Theorem 3.1.** Let $X_n$, $n \geq 1$, be strictly stationary, centered and associated random variables. Let $S_n = X_1 + \cdots + X_n$, $s_n^2 = ES_n^2$. Assume that

- (A1) the random variables $X_n$ have finite moments of order $q > 2$;
- (A2) $x_n \rightarrow +\infty$ such that $\limsup_{n \rightarrow +\infty} \frac{x_n}{\log n} = 2\gamma < q - 2$;
- (A3) $\frac{1}{n}s_n^2 \rightarrow \sigma^2$ for some $\sigma^2 < \infty$;
- (A4) $u(n) = O(n^{-\theta})$, where $\theta > (1 + 3\gamma) \max \left(2 + \frac{4}{q-2}, 2 + \frac{4\gamma+2}{q-2\gamma-2}\right)$;
- (A5) $|P(S_n > x_ns_n) - P(Z_{n,od} > x_n s_n \sqrt{2})| = O(n^{-\gamma}(\log n)^{-1/2})$.

Then

$$P(S_n > x_ns_n) = (1 - \Phi(x_n))(1 + o(1)). \quad (4)$$

**Proof.** The proof of the theorem follows the more or less classical steps after the decomposition of $S_n$ into blocks and coupling these blocks with variables with the same distribution but independent: 1. prove the moderate deviation for the coupling variables; 2. control the difference between the original blocks and the coupling ones; 3. prove the residual block converges to zero at the appropriate rate; 4. finally, approximate the convenient tail probabilities. To complete this plan we need to be more specific about the sequence $p_n$ used for the construction of the blocks, assuming that $p_n \sim n^{1-\alpha}$, where

$$\frac{1}{1-\alpha} \geq \max \left(2 + \frac{4}{q-2}, 2 + \frac{4\gamma+2}{q-2\gamma-2}\right),$$

or, equivalently,

$$\max \left(\frac{1}{2} + \frac{1}{q} \frac{1}{2} + \frac{1 + 2\gamma}{2(q-1)}\right) < \alpha < 1$$

(remark that the assumption on $\gamma$ in (A2) ensures that this interval is nonempty and remember that $p_n < \frac{\alpha}{2}$). Finally, to complete the preliminary preparations, after picking $\alpha$ in the given interval, choose $\gamma' > \gamma$ such that $\theta = \frac{1 + 2\gamma'}{1-\alpha}$ fulfilling (A4).
Step 1. To accomplish this step we apply Theorem 2.1 to the random variables $Y_{j,n}^*$ defining each of the summations $Z_{n,od}$ and $Z_{n,ev}$. We shall concentrate on $Z_{n,od}$, as the other summation is analogous. Now, as mentioned above, $Z_{n,od}^*$ is a sum of identically distributed random variables. It follows from (A1), that the moment assumption required by Theorem 2.1 on the variables $Y_{j,n}^*$ is satisfied. Referring to the notation of Theorem 2.1, we have $B_n = r_n s_{p_n}^2 \sim n\sigma^2/2$ (this corresponds to our $s_n^2$), $M_n = r_n E(Y_{j,n}^q|Y_{j,n} \geq 0)$ and $L_n = r_n B_n q/2 E(Y_{j,n}^q I_{Y_{j,n} \geq 0}) \sim r_n n^{-q/2} p_n^q = n^{(1-\alpha)(q-1)+1-q/2}$. The exponent in this last expression is rewritten as $\frac{2}{q} - \alpha(q - 1) < -\gamma < 0$, as follows from (5), thus $L_n \to 0$, as required by Theorem 2.1. Moreover, $x_n^2 - 2\log L_n^{-1} \sim x_n^2 - \log n^{2\alpha(q-1)-q}$. Again from (5), we have that $\alpha > \frac{1}{2} + \frac{1+2\gamma}{2(q-1)}$, so it follows that $2\alpha(q-1) - q > 2\gamma$, thus $x_n^2 - 2\log L_n^{-1} \to -\infty$, hence satisfying the assumption on $x_n$ in Theorem 2.1.

Concerning (3), a Lindeberg like assumption in Theorem 2.1, notice that when applied to the $Y_{j,n}^*$ variables, remembering that $B_n \sim n\sigma^2/2$ and that all the terms in the summation are identical, it may be rewritten as

$$x_n^4 E\left(\frac{Y_{j,n}^2}{\epsilon_n} I_{(\epsilon_n, -\epsilon_n]}(Y_{j,n})\right) \to 0.$$ 

(We do not include the $*$ as the mathematical expectation above only depends on the moments of each variable). Of course, we may replace $s_n$ by $n^{1/2}\sigma$. Enlarging the integration set, we obviously have the upper bound

$$x_n^4 E\left(\frac{Y_{j,n}^2}{\epsilon_n} I_{(\epsilon_n, -\epsilon_n]}(Y_{j,n})\right) \leq x_n^4 E\left(\frac{Y_{j,n}^2}{\epsilon_n} I_{(\epsilon_n, -\epsilon_n]}(Y_{j,n})\right).$$

The integrand above is the square of a sum of random variables, so we need to separate the random variables in this square. This may be accomplished using Lemma 2.2. Remembering that the $X_n$ variables are identically distributed, one easily obtains that

$$x_n^4 E\left(\frac{Y_{j,n}^2}{\epsilon_n} I_{(\epsilon_n, -\epsilon_n]}(Y_{j,n})\right) \leq x_n^4 E\left(\frac{Y_{j,n}^2}{\epsilon_n} I_{(\epsilon_n, -\epsilon_n]}(Y_{j,n})\right).$$

$$\leq 2x_n^4 p_n E\left|X_j\right|^q 2^{q/2} \left(\frac{2p_n x_n^q}{\epsilon_n^{1/2}\sigma}ight)^{1-2/q} \left(\frac{2p_n x_n^q}{\epsilon_n^{1/2}\sigma}\right)^{1-2/q}$$

$$= 2 E\left|X_j\right|^q \frac{2q-2\alpha(q-1)+q}{\epsilon_n^{2q-2(3+2\alpha(q-1)+q)}}.$$
Taking into account (A2), $x_n^2$ grows to infinity at most at a logarithmic rate, thus the asymptotic behaviour of the term above is driven by the polynomial factors. We have chosen $p_n \sim n^{1-\alpha}$, so it follows that

$$\frac{p_n^2 n^{5q-6}}{n(q-2)/2} \lesssim \frac{n^{q} (\log n)^{5q/2-3}}{n(q-2)/2} \sim n^{q(1/2-\alpha)+1} (\log n)^{5q/2-3} \to 0,$$

since $q(1/2 - \alpha) + 1 < 0$, taking into account (5). Then, from Theorem 2.1 it follows that

$$P(Z_{n,\text{od}}^* > x_n s \sqrt{p_n}) \sim \frac{1}{\sqrt{2\pi x_n}} e^{-x_n^2/2}.$$

**Step 2.** Denote by $G_1$ the distribution function of $Z_{n,\text{od}}$, by $G_2$ the distribution function when the summands are assumed independent, that is, the distribution function of $Z_{n,\text{od}}^*$, and by $\varphi_1$ and $\varphi_2$ the corresponding characteristic functions:

$$\varphi_1(t) = E(e^{itZ_{n,\text{od}}}) \quad \text{and} \quad \varphi_2(t) = \prod_{j=1}^{r_n} E(e^{itY_{2j-1,n}}).$$

The classical Berry-Esseen inequality states that

$$\sup_{x \in \mathbb{R}} |G_1(x) - G_2(x)| \leq c_1 \frac{\int_{-T}^{T} \frac{|\varphi_1(t) - \varphi_2(t)|}{|t|} dt + c_2}{T},$$

for every $T > 0$, where $c_1$ and $c_2$ are constants independent of $T$. It follows from Newman’s inequality for characteristic functions of associated variables (Theorem 1 in Newman [18]) that

$$|\varphi_1(t) - \varphi_2(t)| \leq \frac{\ell^2}{2} \sum_{j \neq k} \text{Cov}(Y_{2j-1,n}, Y_{2k-1,n}).$$

As the $X_n$ are stationary, it still follows that

$$\sum_{j \neq k} \text{Cov}(Y_{2j-1,n}, Y_{2k-1,n}) \leq n \sum_{\ell = p_n + 2}^{p_n} \text{Cov}(X_1, X_{\ell}) = n\nu(p_n + 2) \leq n\nu(p_n),$$

referring to the Cox-Grimmett coefficients, as the covariances are nonnegative. Inserting this into the Berry-Esseen bound one finds

$$\sup_{x \in \mathbb{R}} |G_1(x) - G_2(x)| \leq \frac{c_1}{2} \int_{-T}^{T} n\nu(p_n) |t| dt + \frac{c_2}{T} \leq \frac{c_1}{2} n\nu(p_n) T^2 + \frac{c_2}{T},$$

So, choosing $T \sim (n\nu(p_n))^{-1/3}$, we find an upper bound of order $(n\nu(p_n))^{1/3}$. Using now the choice $p_n \sim n^{1-\alpha}$ and taking into account (5), it follows that $(n\nu(p_n))^{1/3} \sim n^{-\gamma'}$.  
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Given the behaviour of $x_n$ described in assumption (A2), it follows that $x_n^{-1}e^{-x_n^2/2} \sim n^{-\gamma}(\log n)^{-1/2}$, hence, as $\gamma' > \gamma$, we have $(nu(p_n))^{1/3} = O\left(x_n^{-1}e^{-x_n^2/2}\right)$, which controls the convergence rate of the approximation between the actual variables and the coupling ones.

**Step 3.** We prove that the residual block defines probabilities that converge to zero faster than the terms considered in the previous steps. Remember that it follows from (A3) that $s_n \sim n^{1/2}\sigma^2$. Thus, as the variables $X_\ell$ are identically distributed,

$$P\left(\sum_{\ell=2r_n,p_n+1}^{n} X_\ell > x_n s_n\right) \leq \sum_{\ell=2r_n,p_n}^{n} P\left(X_\ell > \frac{x_n n^{1/2}\sigma}{n - 2r_n p_n}\right) \leq \frac{(n - 2r_n p_n)^{q+1}}{n^{q/2}} E|X_1|^q.$$

As $x_n^2$ grows at most at a logarithmic, it is enough to verify that

$$\frac{(n - 2r_n p_n)^{q+1}}{n^{q/2}} \leq \frac{2^{q+1} p_n^{q+1}}{n^{q/2}} \sim n^{(q+1)(1-\alpha)-q/2}.$$

Now $(q + 1)(1-\alpha) - \frac{q}{2} > (q - 1)(1-\alpha) - \frac{q}{2} > \gamma$, as follows from (5), so there exists $\gamma^* \in (\gamma, (q + 1)(1-\alpha) - \frac{q}{2})$ such that

$$P\left(\sum_{\ell=2r_n,p_n+1}^{n} X_\ell > x_n s_n\right) = O\left(n^{-\gamma^*}\right) = O\left(x_n^{-1}e^{-x_n^2/2}\right).$$

**Step 4.** In the previous steps we controlled the behaviour of $P(Z_{n,od} > x_n s_{p_n} \sqrt{r_n})$, but we are interested in probabilities of the form $P(S_n > x_n s_n)$. Noting that $s_{p_n} \sqrt{r_n} \sim \frac{s_n}{\sqrt{2}}$, the difference between these two terms is controlled at the appropriate convergence rate by (A5).

**Remark 3.2.** It is obvious from the proof above that assumption (A4) can be relaxed considering logarithmic factors instead of the purely polynomial order $\theta$. Indeed, the result in Theorem 3.1 still holds if we replace this assumption by

(A4.1) $u(n) = O\left(n^{-\theta}(\log n)^{-3/2}\right)$, where $\theta > (1 + 3\gamma) \max\left(2 + \frac{1}{q-2}, 2 + \frac{4\gamma+2}{q-2\gamma-2}\right)$.

**Remark 3.3.** We give an example showing that (A5) is indeed achievable. We have assumed the $X_n$ to be stationary, so $Z_{n,od}$ and $Z_{n,ev}$ have the same distribution. Assume further, for simplicity, that $S_n = Z_{n,od} + Z_{n,ev}$, that is, the residual term does not exist
(remember we have already shown that this residual term is negligible), and \((Z_{n,od}, Z_{n,ev})\) is Gaussian centered with \(\text{Var}(Z_{n,od}) = \text{Var}(Z_{n,ev}) = a_n\) and \(\text{Cov}(Z_{n,od}, Z_{n,ev}) = \rho_n\).

Remark that, due to the association, we have \(\rho_n \geq 0\). Then, \(S_n\) is Gaussian with mean 0 and variance \(s_n^2 = 2a_n + 2\rho_n\). So, denoting by \(Z\) a standard Gaussian random variable, we have that

\[
\left| \mathbb{P}(S_n > xs_n) - \mathbb{P}(Z_{n,od} > xs_n) \right| \leq C_1 x^{-1} e^{-x^2/2}.
\]

As we have already remarked, when \(x \to +\infty\),

\[
\mathbb{P}(Z > x) \sim \frac{1}{\sqrt{2\pi} x} e^{-x^2/2}.
\]

Using this approximation on the previous it follows that, for some constant \(C_1 > 0\),

\[
\left| \mathbb{P}(S_n > xs_n) - \mathbb{P}(Z_{n,od} > xs_n) \right| \leq C_1 x^{-1} e^{-x^2/2}.
\]

If we now take \(x\) satisfying \((A2)\), this means that \((A5)\) is fulfilled.

**Remark 3.4.** Note that the assumption on the Cox-Grimmett coefficients, \((A4)\), is much milder than what was assumed in Henriques and Oliveira [9] to prove a large deviation principle: \(\text{Cov}(X_1, X_n) = a_0 \exp\left(-n(\log n)^{1+a}\right)\), where \(a_0 > 0\) and \(a > 0\).

Let us get back to the discussion about assumption \((A5)\), seeking for more a natural sufficient condition. According to Remark 3.3, when the distributions are Gaussians, \((A5)\) is satisfied. So, one way to look for more natural conditions is to try to control the distance with respect to Gaussian distributions using Berry-Esséen bounds.

**Theorem 3.5.** Let \(X_n, n \geq 1\), be strictly stationary, centered and associated random variables. Let \(S_n = X_1 + \cdots + X_n, s_n^2 = \text{ES}_n^2\). Assume that \((A1)-(A4)\) in Theorem 3.1 are satisfied with \(q \geq 3\) and \(\gamma < \frac{1}{2}\). Then \((4)\) holds.

**Proof.** We need to verify that \((A5)\) is satisfied. For this purpose introduce Gaussian centered variables \(\hat{S}_n, \hat{Z}_{n,od}\) and \(\hat{Z}_{n,ev}\) with variances \(\text{ES}_n^2, \text{E}Z_{n,od}^2\) and \(\text{E}Z_{n,ev}^2\), respec-
tively, and such that \( \text{Cov}(\tilde{Z}_{n,od}, \tilde{Z}_{n,ev}) = \text{Cov}(Z_{n,od}, Z_{n,ev}) \), and decompose
\[
\left| \mathbb{P}(S_n > x_n s_n) - \mathbb{P}(Z_{n,od} > x_n \sqrt{\frac{s_n}{2}}) \right|
\leq \left| \mathbb{P}(S_n > x_n s_n) - \mathbb{P}(\tilde{S}_n > x_n s_n) \right|
+ \left| \mathbb{P}(\tilde{S}_n > x_n s_n) - \mathbb{P}(\tilde{Z}_{n,od} > x_n \sqrt{\frac{s_n}{2}}) \right|
+ \left| \mathbb{P}(\tilde{Z}_{n,od} > x_n \sqrt{\frac{s_n}{2}}) - \mathbb{P}(Z_{n,od} > x_n \sqrt{\frac{s_n}{2}}) \right|.
\]

Remark 3.3 shows that the middle term above is of order \( n^{-\gamma} (\log n)^{-1/2} \). As the variables satisfy the Central Limit Theorem, the remaining terms may be bounded by the Berry-Esséen inequality. Now, taking into account Corollary 4.24 in Oliveira [22], the convergence rate for these terms is of order \( n^{-1/5} \). Hence, \( \left| \mathbb{P}(S_n > x_n s_n) - \mathbb{P}(Z_{n,od} > x_n \sqrt{\frac{s_n}{2}}) \right| \) is of the same order as the slowest term, that is \( n^{-\gamma} (\log n)^{-1/2} \), thus (A5) is satisfied, so the conclusion of Theorem 3.1 holds, that is, (4) is verified.

4. Main result

The result stated in Theorem 3.5 is a sort of a worst case scenario concerning the approximation to the Gaussian distribution. We may improve on our Theorem 3.1 if we are more precise about the convergence rate in assumption (A3). To accomplish this we need first to prove an adapted version of the Berry-Esséen bound for the approximation of distribution functions in the Central Limit Theorem.

**Theorem 4.1.** Let \( X_n, n \geq 1, \) be strictly stationary, centered and associated random variables with finite moments of order 3. Let \( S_n = X_1 + \cdots + X_n, s_n^2 = ES_n^2 \) and assume that \( \frac{1}{n} s_n^2 \to \sigma^2 < \infty \). If \( p_n \) and \( r_n \) are sequences as defined in the beginning of Section 3, then, for \( n \) large enough,
\[
\sup_{x \in \mathbb{R}} \left| \mathbb{P}(S_n \leq xs_n) - \Phi(x) \right| \leq T^2 \left( 1 - \frac{2r_n s_n^2 p_n}{s_n^2} \right) + \frac{24}{\pi \sqrt{2\pi} T} + 4\sqrt{\pi} c_1' c_1^{1/(2c_1')} r_n E|Y_{1,n}|^3,
\]
where \( \Phi(\cdot) \) is the distribution function of the standard Gaussian distribution, \( T = \frac{s_n^2}{4E|Y_{1,n}|^2} \)
and \( c_1, c_1' > 0 \) are constants independent from \( n \) and from the distributions of the random variables.
Proof. Using the classical Berry-Esseen bound we have for every $T > 0$ (see, for example, Theorem A.1 in [22]),

$$
\sup_{x \in \mathbb{R}} |P(S_n \leq x s_n) - \Phi(x)| \leq \frac{1}{\pi} \int_{-T}^{T} \frac{1}{|t|} \left| \varphi_{S_n} \left( \frac{x}{s_n} \right) - e^{-t^2/2} \right| dt + \frac{24}{\pi^2} \frac{1}{T},
$$

where $\varphi_{S_n}$ represents the characteristic function of $S_n$. To bound the integral above remember that $S_n = Y_{1,n} + \cdots + Y_{2r_n,n}$ and add and subtract the terms $\prod_{j=1}^{2r_n} E e^{it \varphi_{Y,j,n}}$ and $e^{-r_n t^2 s_n^2 / s_n^2}$ inside the absolute value and separate the corresponding three integrals, and that, due to the strict stationarity, the blocks $Y_{j,n}$ have the same distribution as $S_{pn}$.

Now, using Newman’s inequality for characteristic functions (Theorem 1 in Newman [18]), for the first integral obtained it follows immediately that,

$$
\int_{-T}^{T} \frac{1}{|t|} \left| \varphi_{S_n} \left( \frac{x}{s_n} \right) - \prod_{j=1}^{2r_n} E e^{it \varphi_{Y,j,n}} \right| dt \leq \frac{1}{2} \int_{-T}^{T} \frac{1}{|t|} \sum_{j \neq j'} \frac{t^2}{s_n^2} \text{Cov}(Y_{j,n}, Y_{j',n}) dt = \frac{T^2}{2} \left( 1 - \frac{2r_n s_{pn}^2}{s_n^2} \right).
$$

The third integral is also easily bounded. Indeed, using $|e^x - e^y| \leq |x - y|$, we have

$$
\int_{-T}^{T} \frac{1}{|t|} \left| e^{-r_n t^2 s_n^2 / s_n^2} - e^{-t^2/2} \right| dt \leq \frac{T^2}{2} \left( 1 - \frac{2r_n s_{pn}^2}{s_n^2} \right).
$$

We have thus obtained the first two terms in the upper bound in (6). The remaining integral to analyse is

$$
\int_{-T}^{T} \frac{1}{|t|} \left| \sum_{j=1}^{2r_n} e^{it \varphi_{Y,j,n}} - e^{-r_n t^2 s_n^2 / s_n^2} \right| dt = \int_{-T}^{T} \frac{1}{|t|} \left| \sum_{j=1}^{2r_n} \varphi_{Y,j,n} \left( \frac{x}{s_n} \right) - e^{-r_n t^2 s_n^2 / s_n^2} \right| dt,
$$

where $\varphi_{Y,j,n}$ is the characteristic function of $Y_{j,n}$. Let $W_j$, $j = 1, \ldots, 2r_n$, be random variables with the same distribution as $Y_{j,n}$ such that these two variables are independent. Then, for each $j = 1, \ldots, r_n$, $E(W_j - Y_{j,n}) = 0$, $\text{Var}(W_j - Y_{j,n}) = 2s_{pn}^2$ and $E |W_j - Y_{j,n}|^3 \leq 8E |Y_{j,n}|^3$. Hence, for some $\theta \in (-1, 1),

$$
\left| \varphi_{Y,j,n} \left( \frac{x}{s_n} \right) \right|^2 \varphi_{W_j - Y_{j,n}} \left( \frac{x}{s_n} \right) \leq 1 - \frac{s_{pn}^2}{s_n^2} \frac{2t^2}{3} E |W_j - Y_{j,n}|^3 \leq \exp \left( -\frac{s_{pn}^2}{s_n^2} \frac{2t^2}{3} \frac{E |Y_{j,n}|^3}{s_n^3} \right),
$$
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and
\[ \left| \prod_{j=1}^{2r} \varphi_{Y_j,n} \left( \frac{t}{s_n} \right) \right|^2 \leq \exp \left( - \frac{2r_n t^2 s_n^2}{s_n^4} + \frac{8\theta |t|^3 r_n E |Y_{1,n}|^3}{3} \right). \]

Assume that \(|t| \leq T = \frac{s_n^2 p_n^2 s_n^2}{4E|Y_{1,n}|}\). Then \(\frac{8\theta |t|^3 E |Y_{1,n}|^3}{3s_n^4} \leq \frac{2r_n t^2 s_n^2}{3s_n^4}\), thus
\[ \left| \varphi_{Y_j,n} \left( \frac{t}{s_n} \right) - e^{-r_n t^2 s_{p_n}^2 / s_n^2} \right| \leq \exp \left( - \frac{2r_n t^2 s_{p_n}^2}{3s_n^4} \right) + \exp \left( - \frac{r_n t^2 s_{p_n}^2}{3s_n^4} \right) \leq 2 \exp \left( - \frac{2r_n t^2 s_{p_n}^2}{3s_n^4} \right). \] (7)

Another Taylor expansion gives, for some \(\theta \in (-1, 1),\)
\[ \varphi_{Y_j,n} \left( \frac{t}{s_n} \right) = 1 - \frac{t^2 s_{p_n}^2}{2s_n^4} + \theta \frac{|t|^3 E |Y_{j,n}|^3}{6s_n^6}. \] (8)

If we assume now that \(|t| \leq \frac{8s_n}{c_1(2r_n E|Y_{1,n}|^3)},\) it follows from the previous inequality that
\[ \left| \varphi_{Y_j,n} \left( \frac{t}{s_n} \right) - 1 \right| \leq \frac{1}{2(2r_n)^{2/3} c_1^2} + \frac{1}{12c_1^3 r_n}, \]
which is, for \(n\) large enough, arbitrarily small, thus the characteristic function is bounded away from 0 for \(|t| \leq \frac{8s_n}{c_1(2r_n E|Y_{1,n}|^3)}\). Moreover, from (8) and taking into account the upper bound for \(|t|\), it follows that
\[ \left| \varphi_{Y_j,n} \left( \frac{t}{s_n} \right) - 1 \right|^2 \leq \frac{t^4 s_{p_n}^4}{2s_n^4} + \frac{\theta^6 (E |Y_{j,n}|^3)^2}{18s_n^6} \leq \frac{|t|^3 E |Y_{j,n}|^3}{s_n^4} + \frac{1 + 18c_1^2}{36c_1^3}. \]

As the characteristic functions are bounded away from 0, we may take their logarithms, for which we find that, for some \(\theta, \gamma \in (-1, 1),\)
\[ \log \varphi_{Y_j,n} \left( \frac{t}{s_n} \right) = - \frac{t^2 s_{p_n}^2}{2s_n^4} + \theta \frac{|t|^3 E |Y_{j,n}|^3}{6s_n^4} + \gamma \frac{1 + 18c_1^2}{36c_1^3} \frac{|t|^3 E |Y_{j,n}|^3}{s_n^4} \]
\[ = - \frac{t^2 s_{p_n}^2}{2s_n^4} + \gamma \frac{|t|^3 E |Y_{j,n}|^3}{s_n^4}. \]

where \(\eta = \frac{\theta}{4} + \frac{1 + 18c_1^2}{36c_1^3}. \) If we define \(c_1 = \frac{1}{3} + \frac{1 + 18c_1^2}{18c_1^2}, \) we have \(|\eta| \leq c_1 \leq 1,\) for \(c_1\) conveniently chosen. Summing these bound for the logarithms, we find that
\[ \log \varphi_{S_n} \left( \frac{t}{s_n} \right) = - \frac{r_n t^2 s_{p_n}^2}{s_n^4} + \eta \frac{r_n |t|^3 E |Y_{1,n}|^3}{s_n^4}, \]
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and
\[ \left| \prod_{j=1}^{2r_n} E \left( \sqrt{n} Y_{j,n} - e^{-r_n t^2 s_n^2 / s_n^2} \right) \right| \leq e^{-r_n t^2 s_n^2 / s_n^2} \left| e^{c_1 r_n |t|^3 E[Y_{1,n}]^3 / s_n^3} - 1 \right| \]
\[ \leq \frac{c_1 r_n |t|^3 E[Y_{1,n}]^3}{s_n^3} e^{c_1 r_n |t|^3 E[Y_{1,n}]^3 / s_n^3} e^{-r_n t^2 s_n^2 / s_n^2}. \]

In order to get an unified upper bound with (7) we choose the constant \( c_1 \) such that, for each \( |t| > \frac{s_n}{c_1 (2r_n E[Y_{1,n}]^3)^{1/3}} \),
\[ \frac{c_1 r_n |t|^3 E[Y_{1,n}]^3}{s_n^3} \geq \frac{c_1}{2c_1^3} = \frac{6c_1^3 + 18c_1^2 + 1}{36c_1^6} \geq 2, \]
which is fulfilled if \( c_1 < 0.7621 \). For such a constant we have thus that
\[ \left| \prod_{j=1}^{2r_n} E \left( \sqrt{n} Y_{j,n} - e^{-r_n t^2 s_n^2 / s_n^2} \right) \right| \leq \frac{c_1 r_n |t|^3 E[Y_{1,n}]^3}{s_n^3} e^{c_1 r_n |t|^3 E[Y_{1,n}]^3 / s_n^3} e^{-r_n t^2 s_n^2 / s_n^2}, \]
for every \( |t| \leq T = \frac{s_n^2}{4E[Y_{1,n}]^3} \). Taking into account this variation for \( t \), it still follows that
\[ \frac{c_1 r_n |t|^3 E[Y_{1,n}]^3}{s_n^3} \leq \frac{c_1}{2c_1^3}. \]
Furthermore, as \( \frac{1}{n} s_n^2 \longrightarrow \sigma^2 \), it follows \( \frac{r_n s_n^2}{s_n^3} \longrightarrow 1 \), hence, for \( n \) large enough, we have \( \frac{1}{4} < \frac{r_n s_n^2}{s_n^3} < 1 \), so that \( e^{-r_n t^2 s_n^2 / s_n^2} \leq e^{-t^2 / 4} \). Inserting this bounds in the integral we find the remaining upper bound in (6).

The first term in (6) leaves the impression that the rate of the convergence \( \frac{1}{n} s_n^2 \longrightarrow \sigma^2 \) can play an important role on simplifying assumption (A5) in Theorem 3.1. This is made explicit in the next statement.

**Theorem 4.2.** Let \( X_n, n \geq 1 \), be strictly stationary, centered and associated random variables. Let \( S_n = X_1 + \cdots + X_n, s_n^2 = E S_n^2 \). Assume that

1. **(B1)** the random variables \( X_n \) have finite moments of order \( q \geq 3 \);
2. **(B2)** \( x_n \longrightarrow +\infty \) such that \( \limsup_{n \to +\infty} \frac{x_n}{\log n} = 2\gamma < 1 \);
3. **(B3)** there exists \( \sigma^2 < \infty \), \( |\frac{1}{n} s_n^2 - \sigma^2| = O(n^{\beta}) \), for some \( \beta < -\frac{12\gamma}{1-2\gamma} \);
4. **(B4)** \( u(n) = O(n^{-\theta}) \), where \( \theta \in \left( 4 + \frac{20\gamma}{1-2\gamma}, 4 - \beta + (4 - \beta) \frac{2\gamma}{1+\gamma} \right) \).

Then
\[ P(S_n > x_n s_n) = (1 - \Phi(x_n))(1 + o(1)). \]
Proof. As before, we need to define the sizes of the blocks that will be used to decompose $S_n$, assuming $p_n \sim n^{1-\alpha}$, where

$$\frac{4}{1-2\gamma} < \frac{1}{1-\alpha} < \frac{4-\beta}{1+\gamma} \iff \frac{3}{4} + \frac{\gamma}{2} < \alpha < 1 - \frac{1+\gamma}{4-\beta}$$

(10)

(the assumption on $\beta$ in (B3) ensures this last interval is nonempty). As in the proof of Theorem 3.1, after choosing a suitable $\alpha$ we assume that $\theta = \frac{1+3\gamma'}{1-\alpha}$, for some $\gamma' > \gamma$. We may now follow the arguments in the proof of Theorem 3.5. For this purpose introduce, as done when proving Theorem 3.5, Gaussian centered variables $\hat{S}_n$, $\hat{Z}_{n,od}$ and $\hat{Z}_{n,ev}$ with variances $E S_n^2$, $E Z_{n,od}^2$ and $E Z_{n,ev}^2$, respectively, and such that $\text{Cov}(\hat{Z}_{n,od},\hat{Z}_{n,ev}) = \text{Cov}(Z_{n,od},Z_{n,ev})$, and decompose

$$\left| P (S_n > x_n s_n) - P \left( Z_{n,od} > x_n \frac{s_n}{\sqrt{2}} \right) \right| \leq \left| P (S_n > x_n s_n) - P (\hat{S}_n > x_n s_n) \right| + \left| P (\hat{S}_n > x_n s_n) - P (\hat{Z}_{n,od} > x_n \frac{s_n}{\sqrt{2}}) \right| + \left| P (\hat{Z}_{n,od} > x_n \frac{s_n}{\sqrt{2}}) - P (Z_{n,od} > x_n \frac{s_n}{\sqrt{2}}) \right|.$$

This produces a middle term of order $n^{-\gamma}(\log n)^{-1/2}$, as mentioned in Remark 3.3. Now, we have to verify that the approximation to the Gaussian, expressed by the first and third terms above, is, at least, as fast as the rate $n^{-\gamma'}$, with $\gamma' > \gamma$. Looking at the upper bound in (6), remark that it follows from (B3) that $\left| 1 - \frac{2r_n s_n^2}{s_n^2} \right| = O(n^{\beta(1-\alpha)})$.

Moreover, we have $T = \frac{s_n^2}{4E[Y_{1,n}^2]} \sim n^{1/2} p_n^{-2} \sim n^{2\alpha - 3/2} \to \infty$, as $\alpha > \frac{3}{4}$. This implies that the two first terms in the upper bound in (6) are of order $T^2 n^{\beta(1-\alpha)} \sim n^{4\alpha - 3 + \beta(1-\alpha)}$ and $T^{-1} \sim n^{3/2 - 2\alpha}$. It follows from (10) that both $4\alpha - 3 + \beta(1-\alpha) < -\gamma'$ and $3/2 - 2\alpha < -\gamma'$, thus converging faster than the order $n^{-\gamma}(\log n)^{-1/2}$ that comes from the arguments in course of proof of Theorem 3.1. Finally, the last term in the upper bound in (6) is easily verified to be of order $n^{-2\alpha}$, thus converging faster that $n^{-\gamma'}$ as the previous terms, so the proof is concluded.

5. An application

As an application of the previous results, consider a moving average model $X_n = \sum_{i=1}^{\infty} \phi_i \varepsilon_{n-i}$, where the $\varepsilon_n$ are independent and identically distributed with mean 0, variance 1 and finite moments of order $q > 2$, and $\phi_n > 0$, so the $X_n, n \geq 1$, are
associated. Using Hölder inequality it easily follows that $X_n$ has finite moment of order $q$, for some $\rho \in (0, 1)$, $\sum_{i=1}^{\infty} \phi_i^{\rho q} < \infty$ and $\sum_{i=1}^{\infty} \phi_i^{(1-\rho)q/(q-1)} < \infty$. Concerning the covariances, whose control is needed in order to verify (A4), it is easily verified that

$$\text{Cov}(X_1, X_n) = \sum_{i=1}^{\infty} \phi_i \phi_{n-i} \leq \left( \sum_{i=1}^{\infty} \phi_i^\tau \right)^{1/\tau} \left( \sum_{i=1}^{\infty} \phi_i^{\tau'} \right)^{1/\tau'},$$

where $\tau, \tau' > 1$ are such that $\tau^{-1} + (\tau')^{-1} = 1$. So, (A4) is verified if the moving average coefficients satisfy, for some $\tau > 1$,

$$\phi_n \rightarrow 0,$$

$$\sum_{i=1}^{\infty} \phi_i^s < \infty,$$ where $s = \min \left( \rho q, \frac{(1-\rho)q}{q-1}, \frac{\tau}{\tau - 1} \right), \rho \in (0, 1),$$

$$\sum_{i=n}^{\infty} \phi_i^\tau \sim n^{-\theta \tau}, \theta > (1 + 3\gamma) \max \left( 2 + \frac{4}{q-2}, 2 + \frac{4\gamma^2 + 2}{q-2\gamma-2} \right).$$

Assume now that the coefficients verify $\phi_n \sim n^{-a}$, for some $a > 0$. We need to adjust the choice of the decrease rate, that is, the exponent $a$, in order to meet the requirements discussed above. To have the appropriate finite moment of order $q$ for the $X_n$ we need to ensure the convergence of the above mentioned series. This follows if we can choose $\rho \in (0, 1)$ such that $a \rho q > 1$ and $\frac{(1-\rho)aq}{q-1} > 1$, that is $\frac{1}{aq} < \rho < 1 - \frac{aq}{q-1}$. Such a choice is always possible as soon as $a > 1$. Inserting now the behaviour of the $\phi_i$ in (11) it follows that $\text{Cov}(X_1, X_n) \sim n^{-(a+1/\tau)}$, so that the Cox-Grimmett coefficient $u(n) \sim n^{-(a+1+1/\tau)}$, where $\tau > 1$ is arbitrarily chosen. Thus, in order to verify (A4) we must require $a + 1 + \frac{1}{\tau} > (1 + 3\gamma) \max \left( 2 + \frac{4}{q-2}, 2 + \frac{4\gamma^2 + 2}{q-2\gamma-2} \right)$, where $0 < \gamma < \frac{q}{2} - 1$ and $q > 2$. So, finally, taking into account the liberty to choose $\tau$, it is enough to require that $a > (1 + 3\gamma) \max \left( 2 + \frac{4}{q-2}, 2 + \frac{4\gamma^2 + 2}{q-2\gamma-2} \right) - 2$. A condition based on the more generally usable Theorem 4.2 would require $4 - \beta + (4 - \beta) \frac{2\gamma}{1+\gamma} > a + 1 + \frac{1}{\tau} > 4 + \frac{20\gamma}{1-2\gamma}$ (remember that $\beta < -\frac{12\gamma}{1-2\gamma} < 0$) and $a > 2 + \frac{20\gamma}{1-2\gamma}$ and we should remember that in this case we must have $0 < \gamma < \frac{1}{2}$ and $q \geq 3$.
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