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Resumo

Vérios tipos de paradigmas tém vindo a ser utibzaghara o estudo do
reconhecimento humano de faces e objectos. Estatame recebido consideravel
atencdo nos ultimos anos e os “Mooney stimuli” sgnam-se como de particular
interesse para perceber o processo de reconheointesies estimulos, sdo estimulos
visuais e consistem em imagens discretizadas andasss, preto e branco, de tal forma
modificadas que mesmo com a pouca informacao diggloainda se consegue reter a
informacg&o suficiente para que possam ser discadas nelas 0s objectos que as
compdem. De particular interesse sdo as “Moonegsfaonde, mesmo com estas
limitacOes, € possivel discriminar uma cara na anag

O estudo da resposta e do processamento cerebstd dipo de estimulo é, na
nossa opinido, um bom método para tentar percebenezanismos pelos quais o ser
humano faz o reconhecimento de faces e objectafsainda possivel identificar as
caracteristicas da imagem que permitem tal recameeto. O facto de a mesma
imagem poder ser percebida como face num determipadto do tempo e ndo o ser
noutro instante, permite assim separar etapasateggamento especificas para caras,
de outros mais baixos niveis de processamentoduestao relacionados com caras.

Com os resultados deste estudo pretendemos elu@damatureza da
conectividade funcional, nomeadamente a influémi@aprocessos “top-down” entre
areas cerebrais activas no processamento de estimisLiais, especialmente entre o
cortex pré-frontal e areas temporais relacionadas @ processamento visual de alto
nivel.

Realizamos estudos de Electroencefalografia fp@is evocados) e
Ressonancia Magnética funcional, numa tarefa decda&v/percepcdo de “Mooney
faces”. Ao contrario de estudos anteriores em que&mnpara faces contra outros
estimulos diferentes, aqui conseguimos manipuleengo de deteccéo/percepcdo do
estimulo por rotacdo gradual da “Mooney face” daigim invertida para a posi¢céo
vertical.

A analise dos potenciais evocados, da “time-freqyierda sincronizacéo e das
regides de interesse, sobre os dados recolhidos, égtratégia adoptada para tentar
perceber/discernir as correlacbes neuronais doanisecos de decisdo no ser humano.

No que diz respeito ao EEG/ERP aparece uma nedgd@ique parece traduzir
o potencial N170 caracteristico para faces e aetide elevada na banda gama de



frequéncias (60-70Hz) momentos antes de o partigpa@esponder ao perceber a cara.
A andlise de frequéncias revela ainda que a aatieéic¢cobre todo o escalpe, comegando
em regides occipitais (mais posteriores) migrandpodts para regidbes mais parieto-
frontais (anteriores). Aparece ainda actividadeaa na analise da “phase-synchrony”
numa banda de frequéncias mais baixas (30-45Hz)tanalsém antes da resposta, no
entanto, esta actividade difere conforme o conjudoeléctrodos escolhido para a
andlise. Nesta andlise do sincronismo ndo obsewasgimetrias entre hemisférios mas
aparece sincronizacdo inter-hemisférica assim copaorfes de sincronizacao
ventral/dorsal relacionados com a percepcéao.

No que diz respeito aos dados funcionais da réssm identificAmos uma rede
de &reas envolvidas no processo geral de tomadadi&io e também um conjunto de
regides que aparecem mais especificamente rela@era@m a decisédo perceptual para

“Mooney faces”.



Abstract

The recognition of human faces and objects haswateonsiderable attention
in recent years. For its study various types ofag@ms have been used. “Mooney
stimuli” are visual stimuli consisting of imagesdered in just two colour levels, black
and white, which still retain the sufficient infoation for the objects attached to them
to be perceived.

Of particular interest among this type of visuahsilus are the “Mooney faces”,
in which the perceptual image of a face emergegpieshe restricted information
available.

The study of brain processing and response to stigtuli is, in our opinion,
relevant to understand the mechanisms by which hantan recognize faces and
objects, being thus possible to identify which comgnts or key features of the image
lead to such recognition. In particular, we can these stimuli to separate low level
sensory processing that is not related to faceifeat from aspects that are specifically
related to face processing. This is due to the tiaat the same image can at distinct
times points be or not perceived as a face.

The findings of this study do hopefully also elwtil the nature of functional
connectivity, namely "top-down" influence betweeraib areas in the processing of
visual stimuli, especially between the pre-frordattex and the temporal areas related
to high level visual processing.

Here we perform Electroencephalography/Event Relatd?otential
measurements (EEG/ERP) and functional Magnetic fasm® Imaging (fMRI) studies
in a Mooney face detection task. Previous studre$looney stimuli have focused on
comparing faces vs. non-faces, using differentdtifd]. Now we manipulate time to
detection of the same stimulus through gradual wtim rotation from inverted to
upright in a face perception task.

Event related potential (ERP), time-frequency ahdse synchrony analysis of
EEG data and whole-brain region of interest (R@Blgsis of neuroimaging data were
carried out. This strategy was tuned to help dissex neural correlates of perceptual
decision making.

Concerning the EEG/ERP data, we find a negativify tesembles a summation
of the face evoke N170s in the ERP analysis antvaicin in the high frequency
gamma band (60-70Hz) just before the time subjeef®rt perceiving a face. This
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time-frequency analysis shows that activity seembée cover a widely brain regions:
2D scalp spectral power has first high activityuwes in the occipital regions that
migrate to more parieto-frontal areas. The syndzedgion depends on the electrode sets
and the highest values appear in the 30-45Hz fre;yuband, before the perceptual
response as well. In terms synchrony we did nat iintra-hemispheric assymetries but
we observed response related inter-nemispheridisgnization. We have also observed
perception related patterns of ventral/dorsal syorazation.

Concerning functional neuroimaging data, we halantified both a network of
areas that is involved in general decision makingcmanisms and in addition, a
network of regions that is more specifically rethte Mooney face perceptual decision.

These areas exhibit different behaviours, accortnigs role on the perceptual
process.
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1 - Introduction

The structure of this thesis is as follows: in @t an introductory overview on
the theory and hypotheses investigated in our vi®fresented; section 2 covers the
methods and experimental procedures concerning B&6G and fMRI; results are

discussed and summarized in sections 3 and 4gfutark is addressed on section 5.

1.1 - Controversial hypotheses and theories on hothe brain

perceives faces and the perceptual decision makipgocess

Almost every theory concerning the function of brain is a potential matter for
discussion. A long time ago, classical phrenolagistlieved that discrete brain regions
were responsible for complex traits. On the otlardy modern researchers (aside from
a minority of neophrenologists) recognize thatragl® brain region may participate in
more than one function; cognitive functions beingpgessed in distributed and
overlapping neural networks. Despite these poiffitsi@w, substantial evidence still
supports some degree of functional specializaff@an.example, there is strong evidence
that at least one specialized cortical network rpredominantly just one cognitive
function — face perceptida].

Assuming the importance of face perception in daity lives, and that strong
cognitive demands may put evolutionary pressuffarnotional specialization, this face-
specific hypothesis would seem to be correct. H@wmewut remains strongly
controversial and many researchers argue thatrbmegsing mechanisms engaged by
faces are not specific for a particular stimuluassl (i.e. faces) but for a particular
procesg2]. This process could then run across multiple @t classes.

We are all experts at recognizing faces, and if lwael similar expertise
discriminating exemplars of a non-face categorgntthe same processing mechanisms
would in principle be engaged. For faces we mayddeon the spot which face it is
(quickly processing down to subordinate classes)fdoucars we may extract only the
general categorfg]. Few studies report that “face-like” processingiofel stimuli can
be reached with just 10 hours of laboratory trairj. Based on this type of evidence,

one could argue that face-like processing can incjple emerge for most object
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categories. Even so, the face-specificity hypothssfavoured over the domain-general
alternative theoryz].

It is also important to take in account that halisonfigural processing
strategies may dominate in face perception, in @iepn to part-based analysis. In line
with this account is recent evidence suggesting titiae probability of correctly
identifying a whole face is greater than the surthefprobabilities of matching each of
its component face halve§]. Faces may be thereby processed as wholes ratimeintha
a piecemeal manner, which would imply that its gawould be processed
independentlyNevertheless, for inverted faces and non-face tbifferent pattern is
often observed, indicating that this style of pssirg is specific to upright facgy.

People with acquired prosopagnosia lose the albditgcognize faces after brain
damage but have otherwise apparently normal obgaxignition. This suggests that
cortical regions that are required for face rectgni are not needed for object
recognition[2]. This adds neurological evidence to the specifioftface processing.

Accordingly, a region in the fusiform gyrus hasbeelated to face processing
[2]. It is not only responsive to face stimuli, buhesvertheless selectively activated by
faces compared with various control stimuli likgeats, places or scramble objef2s
4]. Many studies mention a consistent cluster of -fgmecific regions (see Figure 1)
including the region of the superior temporal sald®TS) and occipital face area
(OFA) in the occipital lob¢5]. Yet, fusiform face area (FFA) shows the most =iast
and robust face-selective activation. It is locadedthe lateral side of the mid-fusiform
gyrus and Seems to respond generally to a wide range of featspanning the whole
face [2]. Indeed, FFA is involved in both detection andntifecation of faces. Also
well described is the object-selective region chlbgeral occipital complex (LOJ}].
While LOC shows robust responses to inverted Mooiaegs, FFA responds more
strongly to upright Mooney faces than to upside nldwooney faces, especially if they
are more difficult to perceive (see Figure 7(Q)) 2, 3] Different behavioural and
electrophysiological studies of this face inversedfect have been performed over the
last decades. All recent neuroimaging studies shateinverted face perception needs
the recruitment of additional areas like the ortest tare house-responsiy2. This
could be the reason why these stimuli appear tprbeessed like non-face objects and
why prosopagnosic patients show little or no impant in inverted face perception
tasks[5]. On the other hand, in tasks with objects, inwgrsffects are not significant

[5, 7.
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right hemisphere left hemisphere

Figure 1 Faceselective activated regions (faces > objects0.0001) on al
inflated brain of one subject. Right and left hgvhisres views (top) and vent
views (bottom). Three face specific regions arenshd=FA in the fusiform gyru
along the ventral part of the brain, the OFA in theral occipital area anthe
fSTS. Adapted from [R

Previews Eventelated PotentialERP) studies have aldmeen done to provic
evidence of face processing in face/-face discrimination taskgl0]. Mooney face
perception was reported to be processed holistiealtl recogrtion to occur faswhen
stimuli are uprighis, 9, 10.

Moreover functional magnetic resonance imaginfMRI) experiments that
compared face vs. ndace processir found a close relationshigetweel the timing of
perceptual decisions about faces andincrease in toglown connectivity from fronte
cortex to brain face aregsl]. This leads us to other controverssaid highly debate
field in the neuroscience— the neural correlates of perceptuddcision making
processes and thdéunctionalconnectivity.

In our daily liveswe are constantly deciding whethey do or not to d
something. Different types of decision are possgitee the decision maki process
involveslogical analysis ocircumstances of cost-benefit unadertainty or uncertaint
situations, respectivelyYet, in our brain many other decisions occur withour
voluntary controlOne could think that the choicealwaysours but in fact the decisi

is being prepared unconscily [12]. In fact, this coud easily lead us to tt
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neurophilosophical discussion on the existencees Wwill, but this is beyond the sco
of this scientific work. Nevertheless recent study proved thaeven several secon
before a conscious decision its outcome could kdicted from urmonscious activity il
the brain” [12, 13] Thus,different cognitive operations are involved in dint type:
of decision making proces: [14]. Decision depends also on tkaowledg« about
physical properties ahcoming stimuli and whethehey arefamiliar or not. Unfamilial
stimuli often requirantensiveonline cognitive processes but familiar stimuliuggs a
more habitike mode of processing and respective rou [14, 15. A variety of
cognitive processes are engaged in the de making concerning novelstimuli.
Factors such as expise, age, sex, risk or reward impact decision makir [16] and
interact differeny on distinct personal backgrounds. We all use past experience i

different waysdepending on past experierand emotional contefit6].

Figure 2 The ventral and dorsal stream. The two main vipagthways are show
ventral stream connections to the temporal lobeeggy and dorsal stree
connectbns to the parietal lobe (bluelmage adapted from BrainVoyager Br:

Tutor (version 2.0, © Rainer Goeb

Two main pathways have been described to be relaitbdthe objeci(“vision
for recognition”)and spatialprocessing (“vision for action”)17]. Visual information
reacheghe occipital lobe, iinitially processed there, and flevafterward through two
main pathways — ventrébbjectcentered) and dorsal (action centereéidual pathways
(see Figure 2)[17, 18] Ventral stream conneons are mainly routedwithin the
temporal lobe and damkstream project information throu the parietal lok [18]. They
are associated with different functions; dorsahpaty more closely related with spat
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localization and ventral pathway plays an importesie on object recognition and
identification[17, 18]

Based on this, several studies were performeddntify which brain areas are
involved in object processing and decision makimgcess. The important role of
anterior cingulated cortex (ACC) and orbitofrontalrtex (OFC) has been established
[19, 20] The OFC is described as underlying processingsamfial and emotional
information and ACC would be involved in selectiamd control of appropriate
behaviour[19, 20, 21] These two areas act in concert with other preéfloareas
(dorsolateral prefrontal cortex - DLPFC and posternedial frontal cortex) to make
appropriate choices during the decision making gssc(see Figure 319, 20, 22]
Moreover, other functional connections involvingorfto-parietal networks and
thalamo-cortical circuits are associated with deaisnaking suggesting that it involves

a comprehensive network of multiple brain regiats 23]

Left hemisphere

Right hemisphere

Figure 3 Brain areas with an important role in object preoes and decision
making processes. ACC, OFC and DLPFC are shownvifycof these areas is,
however, based upon basic cognitive capacities sgclattention or working
memory. Image adapted from BrainVoyager Brain T(tarsion 2.0, © Rainer
Goebel).

How does the brain perform decision making? Thentifleation of the most
important brain decision-related areas were desdribove, but the contribution of
these areas in terms of neural computations andphexise contribution to the timing

of the decision remain open questigtts 25} However, it is already known that at least

! “Fronto-parietal network have been implicated integorder processing such as attention, decision-

making, and intelligence.[24]
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some of these brain areas do appear have the tigpabiaccumulate evidence about
the perceptual nature of the input stimuli overetimny showing incremental changes in
activity [25]. The speed and precision of the decisions aréylildated to that queuing
of information[25].

Despite the novel discoveries that are coming ndwaafast pace, the
understanding of mechanisms underlying brain fancis still a tremendous challenge
for the years to come. The neural correlates oisa@tmaking have been uncovered by
the fMRI results reported above, but the fine diisa of the underlying processes and
the many aspects that can account to the decisi@rather complex but hopefully
tractable problem. Even though, researchers idedtithose three primary regions
(OFC, ACC and DLPFC) which seem to be pivotal tonan decision making as well
as their connections with other different brainasife5]. This helps us contextualize the
main motivations of this work

With this work, we aimed to understand what the ral brain face processing
areas in perceptual decision making, using a Modaes-perception task.

The general goal of this work was therefore to wvstd@d the mechanisms by
which human make perceptual decisions and the fapgoial to understand the role of
the FFA and other ventral stream regions in theeess. We sought to understand here
which neural representations are activated at tbment of decision making and how
that representations vary in time for differentibrareas. The main questions can be
summarized as follows — How does the brain percebjects, and in particular faces?
Which brain areas are necessary and/or sufficienpdrceive, and decide on the
categorization of different object exemplars?

All the performed work was based on two complemsnitaaging techniques —
EEG and fMRI — with complementary spatial and terapcesolution, using a Mooney

stimuli perception task.
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1.2 - Electroencephalography (EEG) and Event Relate
Potentials (ERPS)

EEG is a technique that yields the measurementefifferences in electrical
activity between different brain regions that magy dortical or subcorticg6]. The
electrical activity of active nerve cells in thealr produces currents spreading through
the head26, 27] These currents also reach the scalp surfacdjrgearesulting voltage
on the scalp that is recorded, from electrodeseglaan the scalp, as the EEG signal
[27]. Indeed, EEG is the summing up of the synchronactsvity of thousands of
neurons with spatial radial orientation to the g¢aé, 27]

Human EEG was first recorded by the German psyastidtans Berger in 1924.
In the years that followed he published twenty stifie papers on the EEG fieldke6,

28]

Since this historical period, many improvementsenbgen done and in our days
continuous or spontaneous EEG (i.e. the signal lwhan be viewed directly during
recording[27, 28] without a task being necessarily performbdfome an important
tool for clinicians in need of diagnostic appliceis in the fields of epilepsy and
neurooncology[27]. This technique has been useful in classifying anedicting
epileptic seizures, detecting abnormal brain statedassifying sleep stagézs, 27] It
has been extensively used because it is relatoledgp and easy to perfof2y].

The investigation of specific perceptual or cogratprocesses, e.g. the recording
of event related potentials (ERPs) requires aduhlicsophisticated data processing
techniqueq27]. ERP time-course results are relatively fixed ¢ oecording site but
obviously different at different recording sites the head and are classically labelled
according to their polarity and laten¢g7], e.g. P100 refers to a positive potential
around 100ms and N170 is a negative peak with dgtesf 170ms, which is a
characteristic component widely believed to be dile for faceq7, 8] (see Figure 4).
The N170 is in general reported to be greater and/taydd in upside-down facgs,

29] (a finding that we have replicated, see Figurer4ddetails) but a recent publication

in this field did not show N170 amplitude inversieifiect for Mooney faces stimuBs].
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Figure 4 N170 ERP is characteristically obtained in respdostaces. This chart

shows the N170 peak for a representative subjeanim face inversion effect

experience. Results recorded and analyzed in duirebgperimental details are as
follows: 30 face stimuli (15 upright and 15 invefteale/female face photographs)
were shown for 300ms, and after this period subjbead a window of 2500ms to
report — by means of a button press — the percajeeder (male or female) of the
target image. Interstimulus interval was 3500ms Tdsk ensured stable attention
and that subject really processed the stimuli. IRed average response to up-right
faces; green line: average response to inverteddtimuli. N170 is greater and/or

delayed in upside-down faces

Among the main neurophysiological signals that banrecorded, one can list
two main types of activity: spontaneous EEG actjvévoked or also so-called event
related potentials (those response componentseodEBG that occur phase-locked to a
stimulus) [26]. These signals are in fact macrosignals, becauserdflect the activity
of large populations of neurons. Spatial resolutimay be increase with direct
electrocorticographic recording, whereby one cataioba more localized EEG (also
called local field potential26]. In some epilepsy patients and of course in arsiroag
may also record single-neuron activity (using metectrodes with appropriate

impedance)26, 27].

! Different stimulus types are possible — visuadcgic, auditory, etc.
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EEG is a non-invasive approach that can be appkedatedly to all kind of
patients. EEG has virtually no risk or limitation, and itsain advantage is the
millisecond temporal resolution in contrast to biea spatial resolutiof80]. Even with
a large number of EEG recording locations around hHead a non-ambiguous
localisation of the activity inside the brain woutdt be possibl¢30]. This so-called
inverse problem is5comparable to reconstructing an object from itsaglow: only some
features (the shape) are uniquely determined, otfase to be deduced27]. Notice
here that it is nowadays possible to record cdri€sG from grids of electrodes located
on cortex or even action potential from single-@gr (using microelectrodes). These
invasive strategies are useful in situations wieimportant to precisely identify brain
areas since they improve the spatial resolutionEBG and validate localization
approachef7, 30]

The combination of EEG with fMRI is one of the dst technological
developments in the field. This co-registry allibe superior spatial resolution of fMRI
with the better temporal resolution of EEG.

1.2.1 - EEG gamma band activity and phase synchrony

EEG signal is composed by a combination of varimases or components —
often decomposed, like any signal, through Foumealysis. It is possible to
differentiate from alpha, beta, theta, delta or genfrequency bands. These waves are
often divided in the following frequency range dpem [30]: alpha (8-13Hz) which is
probably widely studied and is related with restamgd “eye closure”; beta 13-20Hz;
theta 4-8Hz; delta 0.5-4Hz; gamma 20-90Hz.

The gamma band range has gained a strong focusdeotian in the study of
high-level brain function§31, 32] In recent years it has also been the arena rfongt
disputes and controversies. There are scientifioval as technical issues, since
inadequate filtering and muscle artefacts can oftempromise the datgl]. In any
event, important results have been published is tield, claiming that the induced
gamma band response is not an artefact but iedeVeith cognitive processirigl, 32}

! We have performed EEG in normal adults. Althoughin this project we could easily also perform it

in children.
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Synchronous activity in the gamma band has beesidered to represent a
central mechanism for cortical information procegsi33]. Cells working in the
encoding of related information, like in an objescognition task, have been
hypothesized to respond simultaneously at the sedbbnd time scale, this synchrony
representing a “tag” for the same unique obfg8t 34] This is, synchronous activity
can therefore be the solution for the so-caliewtling problemn perceptior{34, 35} In
fact, the recognition of different object categerliely depends on distributed neural
codes [35, 36] The information about parts and properties of digect and its
distinction it from other object entities is prosed in a variety of brain regions,
possibly requiring intra- and inter-hemisphericateractions[35]. These close and
distant areas need a mechanism to “bind” the inddion concerning the same object,
and the synchronised firing of interconnected areagt as a candidate mechan|s8)
34, 35, 36]that is nevertheless highly controversial. SinceGEE the summation of
synchronously activity of neuronal populatioj2s] it can be a helpful technique to
elucidate the importance of large scale synchrariyrain function.

Oscillations on the gamma band are usually sH@0-300ms)[33]. Even in
response to identical stimuli, these oscillatiorestaghly variable and not phase-locked
to the stimulus[33]. In general, two types of activity were describdte stimulus
induced oscillations (non phase-locked) and th&ked@phase-locked) activi{g3].

When neural networks are activated, there is amease of synchronized
activity of many neurons in the gamma frequencyddan, 32] This neuronal activity
has been linked to different processes or cognitinetions[36, 37] Selective attention,
perceptual binding, and working memory have beghlighted as cognitive processes
where gamma band synchrony is releviamt 38} Furthermore, it has been associated
with object representatide8] and some synchronization studies have already tegpor

that this pattern of synchronization may also lakiged by face percepti¢a2].

1.2.2 - EEG recordings — General methodological aspts

Herewith we provide some important concepts andhiieins. Recordings are
taken simultaneously at all electrode locationsdim case 64 independent channels).
Sampling interval is defined has the time diffeebetween sampling points. Sampling
rate (SR) is given by the number of samples peorscThe experimental decision

concerning choice of sample intervals depend orptlipose of the study: if the signal
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of interest to be recorded contains high frequec@sponents then a higher SR is
required. On the other hand, if only low frequemoynponents are of interest, the SR
can be reduced. In typical event-related studi&R af 200-500Hz is enoudgb7].

For EEG recording a “reference electrode” has tesdlected because electric
potentials are only defined with respect to a eafee, i.e. an arbitrarily chosen “zero
level” [27, 39, 40] The choice of the reference may differ dependinghe purpose of
the recording (it can be physical or recomputec tartual reference). The reference
should theoretically not pick up signals which ao¢ intended to be recorded, such as
heart activity, which would be "subtracted in" Imgtreferencing proceduj27]. In most
studies, a reference on the head but at some désteam the other recording electrodes
is chosen. Such a reference can be the ear-ldiespse, or the mastoids (i.e. the bone
behind the eargy0]. As stated above, it is always possible to reregfee the data to
any of the recording electrodes (or linear comlamet of them, like their average). In
“average referencing”, one subtracts the averager @ll electrodes from each

electrodes for each point of the time sefis 39, 40]
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Figure 5 Channel locations - 64 electrodes locations shd&lectrode locations are
projected from 3D to 2D and plotted according @ ititernational 10/20 System of
electrode placement adapted to this number ofreldes. Electrodes are labelled

with letters identifying the lobe and numbers teritify the hemispheric locations.
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The precise electrode location is not a criticainp@f the recordings but to
compare results over different studies and subjeeksctrode locations must be
standardised (see Figure 5). A common positionygiesn is the international 10/20
system of electrode placement (American EEG Socetydelines, 1994), where
electrode locations are defined with respect totimas of the distance between nasion-
inion locations (anterior - posterior) and the pretcular points (left-right)27]. Even
though, the relative locations of the electrodeth wespect to specific brain structures
can only be estimated very rought®7]. If this is a crucial issue in terms of the
experimental design, electrode locations can be thgitised[40]. This makes possible
better solutions of the above mentioned inversélpm, in combination with realistic
modelling of the head geometry for sophisticatedra® estimation, and furthermore
with improved visualization of the results with pest to the individual brain geometry.

The brain response of a single event is usuallyteak to be readily detected in
single trial, due to typically low signal noise.é bolution for this problem is averaging
over many similar trials by assuming that the bnasponse does not considerably
change its timing or spatial distribution duringe texperiment following a certain
stimulus[27]. If this invariance can be assumed, then the databe divided in time
segments of a fixed length where the time poinb 2erdefined as the onset of the
stimulus. In other words, for a certain task, br@sponse is assumed to be the same or
at least very similar from trial to trial. When aaging, the random fluctuations will
cancel each other out (they might be positive aatiee in different segments) and
brain activity time-locked to the stimulus preséiota will add up being visible in the
average[27, 40] Prior to setting up a study one have to consiumwv the noise
influences the data. The noise level in the avedage decreases with the square root of
the number of trial§41] and cause a considerable limitation on the duratibthe
experimentIn our case, the event-related analysis is repddedtie time of the motor
response, which is the event of interest, sigralive time of perceptual decision.

Modern ERP studies that intend topographic analysis oftenleynp2 to 256
electrodeg27]. The ERP signal reflects, with high temporal ratoh, the patterns of
phase-locked neuronal activity evoked by a stimyd®. Electrodes are commonly
mounted on a cap and an electrically conductingtsuge introduced between skin and

! Event-related potential can be calculated by dtigidcontinuous data in small epochs and averaging

over all these epochs. Grand group average carbalperformed by including the results of all scolge
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electrodes make the contact with the skin. Eleetsochn be of different materials that
do not interact electrically with the scalp: Tinhéap but not recommended at low
frequencies); Ag/AgCI (silver-silver chloride) etemdes, which are more frequently
used in research since are proper for a largeuémcy range, but Gold or Platin can
also be usefl7, 30] Because the amplitude of the raw signal thaet®nmded is very
small the montage required special amplifig23, 30] that amplify the signal and
convert it to a digital signal. This signal can rthbe stored and processed on a
computer.

EEG recording often requires noise removal piothe analysis of the signal of
interest{30]. To this end, post-processing filters can be a&ppliHigh pass, Low pass or
Band pass filters Although depending on the purpose of the study the signal of
interest, a typical band-pass filter for the vasfjority of ERP studies would be 0.1-
30Hz[27]. Here we are interested on the gamma-band (20)98ktt the pass band of
the filter has therefore to be larger, comprisirrgrage like 15-100Hz.

Every recording is susceptible to artefacts whiehundesired disturbances due
by technical defects, or irrelevant biological sifp(for instance deflexions due to eye
blinks), or a contaminating external source of etenagnetic signal$30]. One can
refer as examples, problems with electrode corwigcti(loss of contact), and
movements of the head or muscle actiyity]. A procedure usually called “baseline
correction” is used to correct the data for soméhete artefacts. It is based in a time
window where one can reasonably assume that the israot producing any stimulus
related activity{40]. For this time range, any shift from the zero leuld be only due
to noise sources (shifts in muscle tension or swgatould be noise source7]. In
most ERP studies, this "baseline interval” is dadims several milliseconds preceding
the stimulus[27, 39, 40] For each recording electrode, the averaged sigvel this
period is computed, and subtracted from the sighall time point$40].

! High pass filter is a filter where low frequenci® removed from the signal. Low pass filterspless
only the frequencies below a threshold frequenay Band pass filters cut frequencies out of a given

frequency range.
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1.3 - Functional magnetic resonance imaging (fMRI)

fMRI is a relatively recent technique but the ideehind it is not new, and
actually evolved through incremental contributioos many scientists. It is very
interesting to read a slightly naive anticipatidrwhat neuroimaging became nowadays
by reading what William James wrote in 1890he subject to be observed lay on a
delicately balanced table which could tip downwaettber at the head or the foot if the
weight of either end were increased. The momentienab or intellectual activity
began in the subject, down went the balance ath#ted-end, in consequence of the
redistribution of blood in his system.[42].

fMRI have been used to measure brain function aredl the last decade, using
the BOLD signal (Blood Oxygenation Level Dependesgte below), which is basically
an hemodynamic signal that acts as a low pass blteneural activity. In the most
simplistic account, it is applied in clinical, corengial settings and research to produce
activation maps showing which parts of the braia iawvolved in a particular mental
procesg42]. One should however note that such “activation shappresent just the
“tip of the iceberg”, that is, only brain clustélsat survive a given statistical threshold
related to task execution. In most of the work enésd in this thesis we will use
statistical maps derived from General Linear Modgd.M) of event-related fMRI
experiments (whose rationale is similar to the HE3? experiments) and block design
experiments (where blocks comprise many sub-evéatscome in succession and are
not separable, and alternate with baseline blocks).

In the present study we aimed to dissect the nexoaklates of perceptual
decision making, using the particular paradigm etedtion of Mooney (two-tone
ambiguous stimuli) faces. Previous studies on Mgosemuli have focused on
comparing faces vs. non-faces, contrasting the rdigsaof FFA responses for two
distinct stimulus typeg§l]. Here we perform whole-brain and region of inte@Ol)
analysis of imaging data of a Mooney face detectask by manipulating time to
detection through gradual stimulus rotation fromeited to upright. In this way, we
were not comparing two different stimuli, but iredetwo different percept (presence or

not of a face) of the same stimulus.
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1.3.1 — Methodological aspects of fMRI recordings

Normally atomic nuclei are randomly orient@4B]. In MRI Scanner a field
about 50000 times greater than the Earth’s fieldpglied by a very powerful magnet
(clinically, 1.5 or 3 Tesla) and magnetic nuclei atbms become aligned with the
direction of the field42, 43] Once aligned, the little individual magnetic sagpadd up
coherently resulting in measurable signal. In MRIis the magnetic signal from
hydrogen nuclei in water @) that is detectefd2, 44] The variations in strength of the
signal make possible to discriminate between greyten white matter and cerebral

spinal fluid in structural images of the brain ($ggure 6)[43].

Ll

Figure 6 Anatomical image of the brain (T1 weighted). Ire tleft is shown a
sagital slice of the brain (resolution 1x1x1mm).aAd P stand for anterior and
posterior, respectively. Data were recorded ineen®ns Sonata 1.5T scanner (right

picture; adapted from [45]).

fMRI is a standard tool for mapping statisticalieation patterns in the human
brain [42]. Haemoglobin carries oxygen in blood flow and haBecBnt magnetic
properties (depending on being oxygenated or desnaigd)[42, 43} This leads to
small differences of magnetic resonance signal d&jending on the induced changes
in magnetic susceptibility [42, 46]his signal is therefore called BOLD fMRI and
detects changes in blood flow (and oxygenationi laze been proved to be related to
neural activity{46]. Active brain areas consume oxygen in their preegdike all other
cells and blood flow increases to these aféas Empirically we might expect blood

oxygenation to increase with activation but whatgens is a momentary decrease (the
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dip signal) in blood oxygenation immediately aftezural activity increases (it is this
signal that is usually measurefd®, 43] This is followed by a period where blood
oxygenation actually increaspe, 43, 46] Following neural activation it reaches a peak
after 6 seconds and then falls to baseline |g243]

fMRI is an imaging tool with good spatial resoluti¢few mn?) but temporal
resolution (a few seconds) is not as good as ierdichniques like EE2]. Since
fMRI is not a direct measure of neural actijig], and its signal act as an effective low
pass filter of the underlying electrical brain ait}i, some criticisms are still pointed out
but is still a good way to understand what is hapgge in the brain, as shown directly
by Logothetis et a[46].

Given the above mentioned advantages and pitisdisie recent developments
have focused on combined fMRI and EEG approa@tgis EEG-fMRI measurements
are performed simultaneously which allows the caration of the different strengths of
each technique (namely the complementarities diad@nd temporal resolution). This
is becoming a popular method in the field of emlepesearch and recently also in

cognitive neuroscience approacws.
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1.4 — Development of Mooney Stimuli for the perceptl decision

experimental paradigm

Mooney images are two-tone degraded pictures (ldadkwhite)9]. In general
are ambiguous stimuli with little/fragmented infation available to determine object
content. This stimuli offer a means of inducingighle perception with constant visuo-
spatial characteristid48]. Mooney faces involve the grouping of the fragmentaarts
into coherent imagef9]. Craig Mooney in 1957 published the first studgdzhon this
type of stimuli[49]. He used these to test ability of children to perf a coherent
perceptual impression on the basis of very litibual detail[49].

An example is shown on Figure 7. Although a facealisays embedded is
interesting that a first inspection to the imageesimot necessarily reveal the face,
however, after some effort, one notices the marue féeatures and its perceptual
representation face emerd@8]. How our brain performs this perceptual task riesa

a debated question

Figure 7 Examples of Mooney stimuli: (A) and (B) are twaxoupright faces and
(C) is an inverted Mooney face; upside down Moofames are more difficult to

perceive as sudho].

This type of stimuli is very useful to study pertegd decision phenomena, and
it was chosen in our study since were able to mdaip the level of perceptual
difficulty by adding more or less visual featurasdifferent positions, etc. In this way
we created a task where subjects were able to eléordeach face if, and when, they

saw it.
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1.5 - Experimental design

An adequate experimental design takes critical vaten trying to answer a
specific question. The two main goals of experirakntesign are to maximize the
ability to test the hypothesis and also to fad#itéhe generation of new hypotheses.
Experimental design has to be carefully studiedebthe better results. With a perfect
design, controlling timing and quality of presengtinuli we can better understand and
analyse resulting brain processes. To do the agbtoach we have to know: 1) what
signals should be measured and which experimeotalparisons can be adequately
planned, 2) what kind of stimuli will be presentadd which stimulus properties
can/should be changed, 3) stimulus timing (fMRI aB&G requires different
experimental protocol timing), and finally 4) thabgects task (what do subjects do
during data acquisition?p1]

One can yet differentiate between detection abregsignificantly active during
the perceptual task and estimation/analysis of activity changes over time during the
different perceptual epocisi].

Different design types are possible (see also gb@®leck designs segregate
different cognitive processes into distinct andatigkely long time periods, which
concatenate a series of similar events that areeqsrable (in other words, they cannot
be discretizedn the analysis). Block designs are powerful foredéng activation and
useful for examining state changes but are vergisea to signal drift (sensitive to
head motion in fMRI), bad baseline choice may préel meaningful conclusions and
many tasks cannot be repeated (although thisastale to other designghi]

Event-related designs associate brain processds discrete and relatively
events, which may occur at any point in the scapsession. Event-related is powerful
for estimating time course of activity and usefecause some experimental tasks are
naturally prone to be designed as event-relatedveder, event-related designs have
disadvantages like, sensitivity to nonlinearitiekich will lead to wrong estimation of
underlying time courses, and difficulties determgniength of “events” (except for the
well defined case of length of presentation of assey stimulus). The main

disadvantage of event-related approaches in cosgrario block designs is their
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reduced statistical power. Sometimes is also iste@ to use a combination of these
two types of design, but this makes the analysiddrg51]

Other experimental aspects that require optiminatnclude the facts that long
stimulus presentations can lead to fatigue of sufj@ttention and guessing effects are
higher for very difficult stimuli; which also lead high levels of frustratiorn52]

We have thereby chosen a slow event related design.



Neural correlates of synthetic face and object @ssing: EEG/ERP and fMRI studies

2- Methods 28

2 - Methods

2.1 — Stimulus development and creation

Humans are particularly expert in recognizing défg object categories, in
particular faces. It is important to note thatefappearance depends on many low and
high level features like identity, facial expressicage, facial hair, face pose or
illumination. It is fascinating to realize how létvisual information it takes to perceive
a face. Humans have evolved very effective andiefft mechanisms for the perception
and recognition of faces.

To render and mask a face in a two-tone image tiseasy and the creation of
Mooney faces is a hard work. We have used a sinmpdeface created on Matlab®
(R2006a, The MathWorks, USA) to modify some paramsefrom photographs of real
images to create Mooney faces. The first step wasansform real face, object and
landscape photos (which were selected from vampalric-accessed websites) to black
and white. Next, we have performed other transftiona such as dilation, erosion and
closure. Finally, we have made other adjustmentsantrast, brightness or gamma
correction, using free image processing softwate{®Filtre 6.2.7° Anténio da Cruz,
France). Figure 8 shows the final version of Maglabterface.

These steps allowed for the creation of a Mooneg f#atabase that could also
be used to create movies (Mooney face movies). dawney movies were rotating
iImages starting from inverted to upright. It allaves the possibility to obtain with the
same stimulus, levels of no perception or hard ggren (upside-down faces) to easy
perception (fully upright faces). The images areyveften not perceived as faces if
viewed upside dowf#9, 50].

240 (180 + 60) pictures in which the angle of featation varied in one degree
step from 180° (inverted face) to 0° (upright) e tfirst 180 images and was kept
upright in the last 60 were created in Matlab®.sThjpeg images were converted to a

12s movie *.avi in PhotoLapse3 with a final refreate of 20 frames per second.



Neural correlates of synthetic face and object @ssimg EEG/ERP and fMRI studi

2- Methods 29

1B a2 Photofittre - [vika¥Bi554

Ha>00 kowd#= -0

=® D00 G

Figure 8 Customprograms for Mooneystimuli creation -from real photos t
Mooney facemovies. The left panel depictshe Matlab® interface used

transformations of real imas to black and white two-tone picturds the middle
is shown the Photofile GUI, a usefutool in this process of creatirMooney

stimuli. Finally, the rightpanel depictshe PhotoLapse3 GUI used to com

*.jpeg images to *.aw Mooney movies.

In the initial pilot tests we did (2 subjects in fMRI and 1 in EEG) btes
Mooney movies, we digherfornm tests where subject had taassify stimuli in thre
different categoriesAfter this step we have focused on face catega@mesperceptiol

of Mooney faces at differentewing angles, using a Mooney facg¢ating task
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2.2 - EEG &perimental procedures
2.2.1 —Subijects

EEG was recorded in right-handed subjects (fhales, 8 femalesmean age
26.515.6 years)EEG recording werealternatedwith short breaks to avoid subje
fatigue. Dbing this we increase subject attention/motive to the challenging Moone
face task. See Figurev@th design.

All participantswere either University students acientific staff members th
volunteered to participat®lost subjects (9 out of 11 subjetwere naive regarding tt

purpose of the study.
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Figure 9 Time representation of recording stages/stéElectrode impedanc
checkingis only represented at beginning kit was also monitore@long the
experimentto verify recording stabilit. Giventhe long procedure of positionil
the EEG cap (see belo the many recorded trials and the frequent breakeef,

most experiments lgsd about 2 hout

2.2.2- Positioning of the EEG Cap for the 64 channel recaling

procedure

Materials
Before placingthe capon the scalp we checked for tlwailability of the

following supplies:

- Quick Cap (size medium ¢ - Syringes
large — 64channels - ConductiveGel
- Abrasive skingel - Alcohol

- Tape - Cotton
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Positioning the Cap

Before positioning the cap we cleaned the scalpgugentle but firm back and
forth motion with cotton embedded with alcohol afttrwards abrasive gel (see Figure
10(A)). For this step we gently moved across etefer location lines. It is very
important that the scalp is well-cleaned during tsiep to guarantee good impedances
and to avoid unnecessary repetitions.

Once the scalp was cleaned we positioned the nahe subjects head. The
criterion for proper localization of CZ is at thefohition of the junction of the lines that
go halfway between the ears and halfway betweendbkmn and inion. At this point, to
avoid incremental discomfort, we routinely asked subjects if cap was comfortable
and without to much pressure, since the experieasequite long and to avoid the need
to change to other cap size. The cap is labelledenigally and according to 10-20

system names (e.g., CZ, PO4, O2, etc).

Figure 10Positioning the cap. (A) cleaning the scalp wittohbl and abrasive gel.

(B) after positioning the cap, electrodes werefdillvith conductive paste using the
syringe. (C) View of bipolar electrodes located uamd the eye to monitor eye
movements. (D) Subject is seated in front of statiaoh screen and prepared to
participate in the experiment.

The next step was to fill each electrode with etegel (conductive paste to
lower impedance) using a syringe and to press ldwrede down with the fingers to
ensure close contact with the skin (see Figure QO(@sing too little paste can cause
poor impedances, but using too much is also angimgderisk because the paste may
spread and connect two electrodes together.
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A similar procedure is followed to position the@rooculogram electrodes (to
monitor eye movements) and the electrocardiograsotreldes. Electrodes placed in
ears’ lobes and all these additional electrodes thable fixed with tape (see Figure
10(C)).

In some subjects we have digitized electrode lonat This procedure is useful

for future co-registration with data from other natities or dipole analysis.

Testing impedances

After preparing all electrodes we connected th&Eap to the amplifier and
tested the impedances. Impedances should be asdopossible (ideally < 3K).
Nevertheless, depending for example on the subpics, it was sometimes impossible
to get impedances under 8K

The acquisition hardware/software provides autamatpedance measurements
and display. If the impedances were bad we hadckepeat the previews preparation

steps. Many times the impedances improved andigedbduring the experiment.

Acquisition setup

Prior to preparing the subject, we verified ougwsition settings (gain, filters,
sampling rate, etc., see above section on EEG dimgpfor parameters) and load this
file into the acquisition system.

We explained the task to subject and the EEG dat recorded continuously
for each run. Stimulation computer and acquisitomputer were separate to prevent
timing errors.

During the experiment we always tried to improve nditons like

cable/connectors locations to prevent artefactsnaingnize the noise problem.

Cleaning up

After the experiment, the cap was removed andlalining procedures applied
(including participants scalp and cap). Normallis tstep was done with water running
from the tap, cleaning each electrode so that stepaould remain.

Normally, two scientists/technicians participatedll stages of the experiment.
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2.2.3 - Stimuli

Rotating Mooney face movies were presented at bhaaikground in a CRT
monitor with resolution of 1024x768 pixetnd refresh rate 5Hz, were seen at a
visual angle of ~4%4.5°. Every stimulus appeared only once during the expats,

to prevent repetition effects.

2.2.3 — Procedure

Subjects were sit in a comfortable reclining chiaithe faraday cage (darkened,
acoustically treated and electrically shielded rpaira viewing distance of 120cm from
the monitor presenting the stimuli.

To prevent computer RAM memory problems arisingrfreontinuous recording
of data for a single large run of movies we hawadéid the experiment in 5 runs
recorded in separate files (4 runs each one witm@@ies and a last run with 23
movies). For further processing, continuous files were tlwemcatenated using the
Append function of Edit application (version 4.3G3mpumedics NeuroScan, USA).

All runs started with a fixation period of 10s fmied by a movie face stimulus
which was presented for 12 seconds (9 secondsn@t@td last 3s in upright position).
Stimuli were separated (inter stimulus interval) dyblack screen during 3s. Short
breaks were given to subjects rest between blocks.

Figure 11Figure 11 summarizes these parameters.

Subjects were informed that all movies had a faae were instructed to
respond, by pressing a button as quickly as passiolly when they were confident that
they had perceived the face. Stimuli persistedr dfte response. All response events
were recorded within the same continuous datalaé contained the EEG data.

Stimuli were generated in Presentation (versiod,ll8eurobehavioral Systems,
Albany) after some pilot experiments with Stim2réren 4.0, NeuroScan, USA) which

revealed lack of support to video files and potdritming problems.
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Figure 11 The timeline of one run for EEG experiments. Fclarity, representative snapshots egpresented in separated boxesthe experiment
movies run continuously and smoothlgccordingly, ily 4 of the totaR40 frames (20Hz) are shown for each m« faces rotate from inverted to
upright in 12s movies separated by a 3s black sci®gbjects were instructed provide a motor repartvhen they perceived thece, as quickly as

possible.
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2.2.4 - EEG Recording

We have used an electrode array of 64 Ag/AgCl mddets (Compumedics
Quick cap, NeuroScan, USA) according to the exterid®20 system (American EEG
Society Guidelines, 1994) interfaced through SynatngCompumedics NeuroScan,
USA) signal amplifier, which fed the signal througire Acquire Data Acquisition
software (version 4.3.1, Compumedics NeuroScan, JU8Aa sampling rate (SR) of
2000HZ with an active input range of +200mpér bit and on-line low-pass of 500Hz.
Gain in AC mode was set to 2010. No notch filteeravused. Impedances were kept
under 5. During recordings some electrodes were markeloladsand skipped from
operations because of bad impedances and no eeledmuisition. Anyway, these
channels were recorded.

All electrodes were referenced during recordingotte reference electrode
located close of CZ (for offline re-referencingesieelow). The digitized EEG was

saved and processed off-line.

2.2.5 - EEG analysis

The EEG was analyzed, first using Edit EEG/ERP yamalsoftware application
(version 4.3.3, Compumedics NeuroScan, USA), sdgomith EEGLAB Matlab®
toolbox (version 6.01b) and finally for time-frequy, synchronization and further
statistical analysis with custom Matlab® functiotisat were kindly provided by
Eugenio Rodriguez and which were adapteddok with our data.

First step on data processing was down samplingr&@R 2000Hz to 500Hz.
We were interested in analysing gamma-band actsttya final SR of 500Hz was
satisfactory, with the added value of concomitaaiuction of original file siz@40].

During recordings the rule was that few channeld bad impedances. These
ones were marked as bad and were rejected offlaeguan appropriate EEGLAB

function.

! EEG has been recorded with a SR of 5000Hz in rift&li experiments but this consumes large disk
space without added benefit. Thus, with less SR{RZ) we reduced disk space needed to store the dat

and improved further processing without compronggime final analysis.
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Off-line re-referencing, using average referencalbthe non-rejected channels,
was performed for final analysis.

The data were digitally high-pass filtered at 1dzémove slow drifts, using an
infinite impulse response filter. To remove contaation of electrical noise, a notch-
filter of 50Hz was run over all data. To perfornareiard ERP analysis a 1-20Hz
Bandpass filter was applied. For the more advamacedlysis procedures, since we were
also interested in understanding modulations of rgarband activity (20-90Hz),
parallel analysis was performed by applying anoBeandpass filter of 15-100Hz to the
original data for further time-frequency analysg®ome authors recommend filtering
continuous data, before epochif@p]. Filtering the continuous data minimizes the
introduction of filtering artefacts at epoch bounds, and we have followed these
guidelines.

The Ocular artefact reduction transform functiomnir the Edit software
application (version 4.3.3, Compumedics NeuroSddBA) was used to remove
activity due to blinks. This procedure was critib@cause our task required some eye
movements in the search for faces embedded in Mostirauli. These movements may
contribute a lot to undesirable artefacts on EE@ dehich have to be corrected.
Electrodes placed in the frontal and temporal mnegiof the scalp are more susceptible
to many types of ocular artefacts. Rejecting trittheit contain significant eye
movements is a possibility. However, this methaaldgeto unacceptable data loss. A
more acceptable method is to “correct” the EEG dase methods that subtract a
weighted fraction of an electrooculogram (EOG) frome EEG signal of particular
trial.' Independent component analysis can also be usebrform and/or validate
ocular artefact reduction.

Data were segmented into 3000ms epochs starting #2000ms prior to
response onset until 2000ms post-response onsele pochs were then rejected by

! The Ocular artefact reduction algorithm is basedthmn higher amplitude eye movement potentials
recorded in VEOG artefact channel. Is usually us#ll continuous files and is important to do a eavi
of coefficients before removing artefact to avaittéducing more artefacts.

The EOG is subtracted from the EEG channels iriath@wing manner:

corrected EEG = original EEG — b*EOG

where b=cov(EOG/EEG)/var(EOG), b is the transmissomefficient, cov and var are the
covariance and variance statistics, respectivelys lhependent of an average initiated when ocular
channel exceeds 10% of the maximum estimated eyement amplitude from VEOG.

This algorithm is good when good eye movement wecerded and for a significant number of
sweeps (30 or more)o]
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visual inspection because of some otheefacts and noise (see arample ii Figure
12). Baseline intervalvas setto -1800ms to -900mdrirst point of baseline tim
window was not -2000misecause wheone extracts epocha,very strong discontinuit
artefact at the beginning of the t is observedAnalysis was basedn these epoc’
parameters after some differepilot approaches with varyingme-range and test
baseline periodegither for response or stimuli onset. Inc, if the baseline was tc
short thiscould lead to a wrong estimation of the variancendubaeline and the

normalization procedurgsee belowmight hence enhance nogal effects
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Figure 12 Data plotof distinct data epoc. In this particular caseftar correctio,
continuous data was split into epochs ©Q00ms range peresponse onse-
1000ms to 1000ms. Only 5 epochs are plohere separated witdashed blu
lines for each not rejected channel. In 3 of thepbchs shown are visible t
stimulus event (greevertical line)) and the response event (negftical line)) in
the same second which means that subject respoasevevy fast (faces we
easily perceived The epoch with yellow background was rejectenimfrdate
because of thartefact aftethe response.
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ERP (event-related potential)
With a time-window of -1000ms to 1000ms countingnfr button press
(response) and to assure that all trials had thee saeight, the response epochs were

concatenated over subjects, and then averagedarhanohannel.

Time-frequency and phase synchrony analysis

New methods are now available to separate inducddeaoked activities from
different frequency bands in EEG data. Averagingraweeps is sufficient to uncover
the evoked (phase-locked) activity since the randluttuations of activity induced
(non phase-locked) by stimulus will cancel eacheptbut. On the other hand, the
estimation of spectral power does not achieve idmcation between the induced and
evoked activity.

Here, the estimation of evoked activity was perfednby averaging over trials.
The induced activity was then obtained by subtnacthe evoked from the data in each
trial [33].

The steps described just below were performed bwthnduced and induced
plus evoked results patterns without major qualdatdifferences. The analysis was
performed on single trials, and the resulting ®rgial spectrograms of the absolute
values were averaged.

Concerning spectral power and phase synchrony atstim

The amplitude and phase were calculated for eaoh window (t) and for each
frequency (f). This procedure was applied to fremies ranging from 20Hz to 90Hz in
steps of 1Hz. Considering(f,t), and C(f,t); (where the subscripts stand for the real

and imaginary components) the Fourier coefficievliéained for each f and t, the

amplitude is given by:

Am(f 1) =/C(f,1),2 +C(F,1),2 (@)

This amplitude reflects the length of the vectalculated by the theorem of
Pythagoras, given by those Fourier coefficients @rdesponds to the magnitude of the
oscillation observed for that f and48, 53]

The phase (the angle of that vector) is calcultdethe same f and t:

_ C(f,1),
A f,t) —arctg{c(f,t)rj 2
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It corresponds therefore to a point in the cycithee peak or valley, or rising or
falling slope. From this phase information is cédted the phase-locking value (PLV)
that is related to neural synchrony. For certametiwindow is calculated the phase
difference between all the pairs of electrodes\aided stability over all trial§48, 53]

Let ¢ and ¢, the phase of the electrode signal i and j respelgti The
difference in phase between them is given by:

¢ =¢conj(g;) €)
with N the number of trial§48, 53]
For easier analysis and improved clarity of theagltime-frequency and phase
are normalized to the baseline, in this case, -480@ -900ms. Normalization is
calculated in this way,

Sn= (S—,U) )
ag

with Sn the normalized signal, S the original sigpaandc the average and standard
deviation of the baselingrespectively[48,53]

For the topographical analysis of phase synchrarych we depict graphically
by drawing lines between synchronised channelsjiwe@se a conservative significance
threshold(p< 1e-6). This value is based on the phase digiob of the baseline that
approaches a normal distributi#8]. Thus, one line, or few lines per analysis window
could be explained by chandmcause there are 435 (30*29/2) possible electrode
combinations. Since we are using in this calcutatanly 30 channels, with 64
electrodes that number would be even greater.

A group average analysis was also performed. Afitee-frequency and phase
synchrony analysis of each subject data was peddymesults were averaged together
across subjects, to obtain grand-averages. Allah&ysis was performed both for

response and visual stimulus locked responsesmuittiple time-windows and baseline

! According with Rodriguez for a SR of 1kHz, a bagetime window of 500ms is well enough. Here we
work with 500Hz SR and a baseline of 900ms.
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periods for the occipito- parietal electrodes dabdor a larger range (30 electrodes) of
clusters placed all over the scalp.

In more specific post-hoc follow up analysis, comsipg only between -2000ms
to 1000ms from response onset epochs, the elestrodere split in
anatomophysiological clusters to better understaéined synchrony effects. Four
electrode sets — occipito-parietal, occipito-tenapooccipito-frontal, parieto-temporal —
also divided by hemisphere were defined. In Appenmdliare provided the channel
locations of each electrode sets.

Finally, t-tests were performed to assess sigmfieaof the observed patterns.

The analysis tree can be seen in Appendix B.



Neural correlates of synthetic face and object @ssing: EEG/ERP and fMRI studies

Methods 41

2.3 - fMRI experimental procedures
2.3.1 - Subjects

fMRI data were recorded from 15 subjects of whi€¢hwlere considered to be
appropriate for further analysis (4 males, 6 fesaieean age 24.7+3.5 years and one
left-handed) at 1.5 Tesla (Siemens Sonata). Aljesiid were naive to the applied tasks
and participated in the study after providing imf@d consent, following the approved
guidelines of our Ethics Committee. All had normalcorrected to normal vision and

no history of neurological problems.

2.3.2 - Stimuli

Similarly to the EEG experiments, stimuli consistdd30 movies, each lasting
12s (see details above, in the stimulus descrigention). The movies showed 2-tone
images of faces (Mooney faces) starting in the riteekeposition and slowly rotating for
9s until they reach upright position staying thewd for 3s. Each movie contained a
single embedded face and no movies were repedteaulSwvere presented in a black
background and subtended 11.5°x11.5° of the visldl

To map FFA, OFA, LOC and other object selectiveiareg we have applied
localizing protocols. Localizer stimuli consistell grayscale images of faces, places
(landscapes, skylines), objects (tools, cars, shand scrambled versions of objects.

Stimuli were displayed on an organic LED goggletetys (NNL, Norway)
which allowed dioptrin correction if needed. A fboptical signal transfer system

connected the stimulation computer and the magmen54]

2.3.3 - Procedure

Scans consisted of two runs of a face detectiok tesng Mooney movie
stimuli. Each run comprised 15 trials of 12s mowesrleaved with 8s fixation baseline
periods. Subjects were told a face was always ptes®l instructed to respond as soon
as they were confident they were seeing the faoweder, it was emphasized that they
should respond only when they were confident theyevactually seeing the face. Free

viewing was allowed.
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Localizer scans consisted of two runs of altermdyiwiewed blocks of stimuli
from a given class (faces, places, objects, scragniohages). Each run had 12 blocks
and each block lasted 20s (30 images, 800ms esgpdrated by 10s fixation baseline
intervals. During each block subjects perform a Iback memory task to maintain

attention levels constant.

2.3.4 — fMRI data acquisition

Scanner: 1.5T Siemens Sonata (HUC, Coimbra)

Table 1fMRI data acquisition parameters.

Parameters Anatomical Scan Localizer Scans Task Scan
Sequence T1 MPRAGE EPI BOLD (2D) T2* EPI BOLD (2D) T2*
Slices 128 21 21

TE 3.93ms 50ms 50ms

TR 1900ms 2000ms 2000ms
FOV 240mm 192mm 192mm
Matrix 256x256 64x64 64x64
In-plane-resolution 0.9x0.9mm 3.0x3.0mm 3.0x3.0mm
Slice Thickness 1.1mm 3.5mm 4mm
Slice Gap 0.55mm Omm 1mm
Slice Acquisition Ascending Interleaved Interleaved

2.3.5 - fMRI analysis

Data analysis

Pre-processing steps of motion correction, sli@gone correction and linear
trend removal were performed. Temporal high-pds=rifig of 0.00980 Hz (3 cycles in
time course) was applied as well as 3D spatial shiog of 4mm FWHM. For all these
pre-processing steps we have used BrainVoyagerin(Biranovation, Maastricht,
Netherlands).

Whole-Brain group analysis

Rationale of the analysis

Our goal was to understand where and how the psesesnderlying face
detection are implemented in the brain. We investid which areas are involved and
how their temporal patterning of activity is tagitated. For this purpose, we mimicked

the approach explored by Ploran efs$] when analyzing data collected during gradual
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object detection/recognition. These authors hdwmva that brain areas involved in
decision-making tasks can be clustered into threeps characterized by their time-
courses: “sensory processors”, “accumulators” armgtdgnition areas”. Being so, a
model was built with three regressors that accdontthe triple dynamics of the
paradigm. One of the regressors, labelled as “stisfiuis ON during the whole period
of the displayed movies. A second “decision” regoess triggered only on the volume
in which the decision was reported. A third andfifpre-decision” regressor is up for
the two volumes (only in cases where there areadtltwo stimulus volumes before
decision, i.e., only for recognition times occugilater than 4s) preceding decision. In
this manner, one can identify sensory processiagsaby identifying voxels with high
beta values for the first regressor, recogniticgaarby looking for voxels with high beta
values for the second regressor and accumulatolsoyng for voxels with high beta
values for the third regressor or both second hind tegressors. Although such kind of
model can be argued against, it is merely a stanpoint. However, a network of
decision-related areas consistent with recentalitee[55] was found, and can be seen
on Table 2.

Some of the areas are labelled just approximasahge their centers of gravity
may not correspond with the ones strictly giverhvgitandard Talairach coordinates.

It can easily be seen from inspection that somasaege repeated. This is so
because the ROIs are not required to exclusivelpngeto one of the assumed
categories (“accumulators”, “sensory processorgg¢cdgnition regions”), and the fact
that statistical models will lead to partially olagping predictors and finally also
because there can actually be two or more dissigareas within a bigger anatomically
defined region. The clustering of overlapping aré&asot necessarily a problem,
because it can take advantage of the increasastisttpower with larger numbers of
voxels, etc.

After identifying the regions of interest (ROI), amvolution analysis was
performed on these areas so that the time-courded®Ol activity could be extracted.
The result of this process is a curve with 10 mofjaictivity over 10 volumes) for each
event and for each area. Events were defined ess fseen from 0-2s, from 2-4s, from

4-6s, from 6-8s, from 8-10s, from 10-12s, and unskeEes. Any partition of the
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recognition times with steps below 2s would not wery informative without

interpolation and other methods, since we are usihg of 2s.

Note: since the design is slow event related (feciglon periods), this procedure is

similar to event related averaging since therenareverlapping predictors (concerning

the decision). The magnitude can vary but not theuise response function and

consequent shape of the time-course, providedrtieegs is linear.

Table 2 ROIs identified by GLM. Some of the areas are l&oeljust

approximately, since their centers of gravity may norrespond with the ones

strictly given with standard Talairach coordinatesind | stand for right and left

respectively.

Decision p(Bonf)<0.01

PreDecision p<0.0001

PreDecision+Decision

Other Areas of

p(Bonf)<0.0001 interest
|_Cingulate Gyrus |_Caudate |_Cingulate Gyrus 2 FFA FFX
|_Claustrum |_Cingulate Gyrus |_Inferior Parietaldule FFA rfx
|_Culmen (Cerebellum) |_Cuneus |_Insula |_amygdalaFFX

|_Inferior Parietal Lobule
|_Inferior Parietal Lobule 2
|_Insula

|_Lingual Gyrus

|_Middle Frontal Gyrus
|_Middle Occipital Gyrus
|_Middle Occipital Gyrus 2
|_Middle Temporal Gyrus
|_ParaCentral Lobule
|_PostCentral Gyrus
|_PreCuneus

|_Superior Parietal Lobule
|_Superior Temporal Gyrus
|_Superior Temporal Gyrus
r_Culmen (Cerebellum)
r_Culmen (Cerebellum) 2
r_Declive (Cerebellum)
r_Inferior Frontal Gyrus
r_Inferior Frontal Gyrus 2
r_Inferior Parietal Lobule
r_Lentiform Nucleus
r_Lingual Gyrus

r_Lingual Gyrus2

r_Middle Frontal Gyrus 2
r_Middle Frontal Gyrus 3
r_Middle Temporal Gyrus
r_Middle Temporal Gyrus 2
r_Supra Marginal Gyrus

|_Inferior Parietal Loleu
|_Middle Occipital Gyrus
|_Middle Occipital Gyrus 2
|_Middle Temporal Gyrus

|_Middle Temporal Gyrus
|_Posterior Cingulate

|_PreCentral Gyrus
|_PreCuneus

|_PreCuneus 2
|_PreCuneus 3

|_Superior Frontal Gyrus
|_Supra Marginal Gyrus

|_Thalamus
r_Claustrum

r_Cuneus
r_Lentiform Nucleus

r_Lingual Gyrus
r_Middle Frontal Gyrus

r_Middle Occipital Gyrus
r_Middle Occipital Gyrus

r_Middle Temporal Gyrus
r_Middle Temporal Gyrus 2
r_PreCentral Gyrus
r_SubGyral

r_Superior Frontal Gyrus
r_Superior Parietal Lobule

r_Superior Temporal Gyr
r_Thalamus

|_ParaCentral Lobule
|_PostCentral Gyrus
|_PostCentrajr@s 2
|_Superior Temporal Gyrus
2 Inferior Frontal Gyrus
r_Culmen (Cerebellum)
r dribr Frontal Gyrus
r_Inferior Parietal Lobule
r_Insula
r_Middle Frontal Gyrus
r_PostCefyaus
r_PreCentral Gyrus

maxface FFX
MaxOface FFX
r_amygdala FFX
Stim1

Stim2
Stim3

Stim4
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Once the 7 curves were obtained for the identifiexhs, they were concatenated
resulting in a [1x70] vector for each ROI. A 76xatrix containing each vector from
the predefined ROIs was then formed. Other areast@fest were added to the areas in
Table 2 (see last column of Table 2). These indutie FFA as defined by the localizer
scans (both with random effects and Fixed effedigateral amygdala, areas in the
inferotemporal cortex that had maximum respong@ecstimulus in our scans (labelled
Stiml1 to Stim4), and areas with maximum face respsnn the localizer scans (no
additional contrast applied). Overall, an 86x70 nwatvas available. Correlation
coefficients were obtained from the relationshipwe®n each region’s vector and all
other vectors in the matrix. A“1-r" calculation walsen performed as a means of
attaining a distance measure between the regiawsn Fhese values, a dendrogram
(cluster tree) depicting the region by region tielaghip was constructed. Dendrogram
tools are included in the Statistics and BioinfoticeaToolboxes available in Matlab®
(version 7.2, The MathWorks, USA).

Clustering was the next step in the analysis. H@newve did not impose that all
data should belong to a cluster, and we rathersiation small groups of areas with
strong correlation since we were interested in gy similar time-courses. Eight
groups were defined according to the cluster trekthe rest were considered outliers.

The time courses of the grouped areas are showvtheirgraphs of the fMRI

section of the Results and discussion chapter.
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3 — Results and discussion
3.1 — EEG data

3.1.1 - Behavioural data

The behavioural data (see Table 3) revealed thdleogang nature of the
Mooney movie task; participants often required eatlot of time to perceive the face
(mean response time ~4.56s). Nevertheless, hitgws high (mean ~93.64%) and we
have two participants (including an absolutely eadne) with 100% hits in all runs.
However, some epochs had to be rejected (see Metbodetails), as well as some bad
channels, which yielded an average of ~75 epochsytgect for further analysis.

Looking closer to behavioural results we can sat face is perceived only
when, at least, after rotating 90° from the invérp®sitiorf, since subjects response
time corresponds to this rotational angle. In otlherds, upside-down faces are
intrinsically difficult to perceive and the searidr Mooney faces only works when the
direction of axis of image symmetry departs frontyfinverted (180°).

This finding was quite consistent, despite the faat when shown the complete
set of faces (not just the ones selected for thé EEperiment) some faces were easily
perceived even inverted but others were so hardyttaupright were not perceived for
few subjectg50]. This self reported variability in task difficultgs well as the scanning
strategy (focusing on eyes, nose or other faciatufes), was very much subject
dependenf49]. Future eye tracking studies may help elucidatehvfactors influence
individual performance.

Nevertheless, for the selected stimulus set whadh ihtermediate difficulty level, the
rotational dependence was, as reported in TablguiBe consistent. This suggest that when
reaching around 90° of rotation, our stimuli caentlbe analysed with a mechanism that is not
available for fully or partly inverted faces. Weggest that the missing mechanism is
holistic/configural one, which is only availabler féully/partially upright faces (or at least

partially upright through mental rotation).

! The movie is presented at twenty frames per seanddor each frame face rotate one degree to hiprig
position (1s = rotating 20°). Time to responserayeaverage is ~4.5s so a face needs to rotatiectat a

90° to be perceived.
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Table 3Summary of Behavioural Performance. Time to respasishe time since

movie starts till subject’s button presses. The mi@ae to response for each run
and the average of all runs is shown. Hits arepéreentage of perceived faces
reported. 100% would mean that all subjects sedaa#ts in that run. Average

number of channels and epochs remaining aftertrejeare also tabulated.

Time to response (s) Hits (%) # channels # epochs
Run 1 4.76+1.49 91.88+9.23 - -
Run 2 4.88+1.05 89.0Gt 10.49 - -
Run 3 4.77+1.43 94.44+ 7.82 - -
Run 4 3.92+1.78 97.22+ 4.25 - -
Run 5 4.47+1.23 95.65+ 4.64 - -
Average 4.56 £ 0.39 93.64 + 3.25 61+2 75 + 22

Although each movie has only one face, some oftbst difficult stimuli are so
ambiguous that even after reporting face, subjeeport that can still imagine a
different face there. To visualize two faces whené/ one really exists is possible due
to our expertise for face perception, and the can8ve nature of vision, but also due
to ambiguity of this stimulus. What matters for tigeals of the experiment is
nevertheless that they report to see a face, éwegas not the one we put there. These
observations do guides us to a different, but alsgresting paradigm — a face imagery
task that would activate the face processing né¢svand could still potentially be used

in brain computer interface applications.

3.1.2 - Event related potential

EEG recording methodology is described already abov

Our first approach was run an ERP study where datgd be split in epochs
whose onset was locked to the visual stimulus dhéaesponse. These epochs are then
averaged. Here, taking account the moment of bytteiss by the subject, the ERP
analysis can show a negativity that likely refleatsexpectable effect of summation of
jittered N170 waves (see Figure 13). The N170 geh&racteristic for face stimulus) is
not in phase, or always at the same latencies, subgct did not answer always
precisely the same time after/when sees the faeen Bo, the ERP show a negative

curve in the -700ms to -300ms range (prior to thtdm press) which may well reflect
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the perception of a face, after which one obsearescrease around 200ms which is
probably due to motor activity related to the batpwess. Note that we are reporting to
an occipito-parietal electrode (PO6) in the figbrg in the topographical maps shown
(Figure 13 top), plotted for almost all recordedatlodes, the variation of activity with

time and scalp location also shows this pattern.

-1004 -&00 -600 400 -200 o 200 400 G600 800
Time [ms]

Figure 13 ERP surface maps. The top panel are the 2D magsR&f group
averages, for different time points (colorscalet wtdes response amplitude in
uV). Bottom plot show the ERP line for the chanB€6 (right occipito-parietal
region) where N170 is often reported. 0 ms cowoedp to the time of the

perceptual response (button press).
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One can also note a pattern of evolving frontalvagt with slightly distinct
topography pre and post decision, which may refléet recruitment of canonical
decision making networks. Moreover, persisting tigdg of posterior electrodes may
well relate to continued reinstatement of face ggtion during continuous exposure to
such ambiguous stimuli.

Many times the variability of phase makes the mofktthe components
disappear in the ERP and important response compoireecome only visible only
when examining the spectral powat]. For this reason the extended core of EEG data
analysis in this study was mostly based on timgufemcy and phase synchrony

described before (see Methods section).

3.1.3 - Time-frequency

Our recording conditions are challenging, and edlemg offline corrections
artefacts such as eye movements do remain (seeeFlg). Our task needs searching
for the target with the eyes, which forces specale when removing this type of
artefact from our data. Figure 14 shows time-freqyeand phase synchrony charts for
a range of electrodes covering all scalp for induaetivity. These charts are locked to
the beginning of the stimulus (-1000ms to 1000ms)ead of the response onset. With
the beginning of the stimulus presentation (Omisqrd in the range of 30-90Hz has the
highest values. Similar types of bands have beeently described as a manifestation
of miniature saccad€88]. In our case however, an eye movement explandbes not
fully account for the phenomena because saccaeeclas are on average 200[88].
This band comes earlier in time than in the YuvedéBberg et aktudy[38], but it is
sill possible that it may at least partially have tsame contribution Nevertheless,
since the correction and artefact rejection wasragsly performed this band must have
other contributions. Furthermore, eye movements$ matessarily continue due to the
nature of the task, but the band is limited toithigal time of stimulus presentation. In
fact, initial synchronous oscillatory gamma busfi®r stimulus presentation, covering
all these frequencies, have been described evitie iabsence of eye movemejss).

! Response triggers were recorded with continuots alad latencies were saved by Presentation in log
files. Then the moment of the beginning of eactmstiis had to be calculated from first responsentate

of each subject in each run.
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Figure 14 Initial gamma “burst” upon stimulus onset. Normeli time-frequency
and normalized phase synchrony plots — stimuli bridee black dashed line is the
beginning of the stimulus. This is an average osabjects and 30 out of 60
channels from 1000ms before stimulus onset to 180C#ter it, baseline corrected
for -900ms to -600ms. A strong band appears betv@e2dOms either for time-
frequency either for phase synchrony.

Some of the analysis options here have been esteldliusing prior pilot face
processing experiments that we have performed gluitie last year in the Visual
Neuroscience Laboratory of IBILI. One study anatyg@ocessing of emotions in
morphed faces and the other the face inversioncteffdelay on EEG N170
characteristic for faces, see above). These pilo¢ements basically replicated findings
described in the literature [29] and justify thetiop of focusing our analysis on
occipito-parietal electrodes. These were the onesrevN170 was well established so
we use them for first time-frequency analysis. Redor induced activity are presented
in Figure 15. In agreement with the prediction thigh gamma-band have been related
with cognitive processg82], we have found increases in activity in this frelgey band
for electrodes located in occipito-parietal areas{prior channels)n particular at 60-
70Hz. We note that these frequencies are far fl@rstreen refreshing rate. These high
values around at 60-70Hz are quite consistent @plicable regardless of the length of

the baseline period used, rendering them morebtelia
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Figure 15 The time-frequency results for a cluster of fifteen teo®r channels.
Shown results are averages over electrodes forcéntactivity. (A) and (B) are
results for single subjects and (C) is an averagaeh subjects. Data is locked to
response onset, baseline corrected for -1800m30@ms and normalized for the
baseline interval. Higher frequency bands app@abe tmore prominent (~ 60Hz to
70HZz).However, higher activity is also seen befargponse for other frequency

bands (blue dashed line represents the instaespbnse).

In sum for time-frequency analysis we found an redéng pattern of high

gamma-band activity before response onset. As éxiplecfrom our predictions high
values occurred before participants reported segifage. Concerning the data reported

in Figure 15: the subject in (A) shows a 60Hz bandery high until few milliseconds

before response (Oms) and decreases after someniéineconds; the subject depicted

in (B), shows high gamma also present before respdiut also for hundreds of
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milliseconds after response. The third chart (G group average of ten subjécesnd
shows a pattern, that is consistent with the caegscted in A and B, but with an
emphasis that the increases occur peri-respongeegatusively before or after, but
around the phenomenon of decision, and likely miecethe emergence of the percept).
We did also observe a peri-response reductionunflequency bands (horizontal blue
band in the bottom of the charts) whose meaningptisclear but was a conspicuous
feature of time-frequency plots.

While subjects engage in an effort to recognizeMo®ney face, arousal (non-
specific attention) is high. After reaching a demis cognitive load is likely to decrease
but not so for object related selective attentiodeed selective attention to faces may
even increase due to the perception of a new fAceordingly to the literature,
presenting faces should give a band around one shm window for all frequencies
[32]. However, here instead of a relatively fixed \aatiband, we observed a peri-
response horizontal band that cannot be simply tdueontinuous presentation of
stimuli for several seconds (otherwise should keEsg@nt from the beginning and until
the end). The most parsimonious explanation fa& fari-response pattern is that it is

tightly linked with the timing of the perceptualal&on.

Assuming that the timing of brain processes isemesd across subjects (valid
for the N170 components for instance), we avera&fedlectrodes (chosen to cover the
whole scalp) for ten participants. Some effort wlase to make a time-frequency and
phase synchrony analysis including all non-rejeetledtrodes but this was not possible
because out of memory problems. The solution wasider half electrodes each time,
and then to replicate the same analysis with therdtalf. The results we observed for
each half were very similar.

Performing a group average, the band describedealsonot so visible but is
still clearly there (Figure 17), suggesting thahaligh the decision related component
dominates in posterior cortex, it also involveseaior regions. Activity is high in high
gamma band and closely related with the upcomipgrteof seeing a face (response
onset — blue dashed line). Results are thereforgasito the ones described before for a

more restricted channel range.

! One subject was not included in the analysis e#he reduced number of trials.
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Figure 16 Channel locations. Distribution of the selectedcetsles used for

more broad analysis.
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Figure 17 Time{frequenc' analysis of induced activity averaged f@ &ectrode:
over the whole scalp fcten subjects. Baseline was set to -1800m®@@ms and
the dashed blue line is the moment of resg. Pre and peniesponse dominan
of activity in the gamma band rar is still clearly visible Note also the decrease
the low frequency ban Figure 16illustratesthe electrode locations used in

results shown here.

Plotting 2D scalp maps for tifrequency band of interest and in resed time-
windows isa useful way to verifwhich channels providmore activatio across time.
It is however important thathis channel based information does not refe brain
source localizationper se. Nevertlless, it seems quite clear that decision rel
activity in that bands concentrated in occipital and par-frontal sites. It seems -
predominate initiallyat occipital aree (but with concomitant anterior activations) ¢
thereafter to more pariefoental regions (see Figure 18).

This recruitment olposterior and anterior areas along time can prgbhb
related to distinct cognitive proces. Early on, frontal activityeould be relate to their
role onedecision making tas; later on, the motor componentrespons will have its
own contribution57, 58]
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Figure 18 Normalized time-frequency plots in 2D scalp maf3.tine-frequency
(gamma power) is plotted in six consecutive timendeiws, for a frequency
window of 62-71Hz. Each scalp plot is associatethwhe respective time box
represented on the time-frequency plot (top pamébtice that the 2D heads are
plotted to the highest values of gamma power. Clemnigig the six plots as whole,
activity is very high not only in occipital electtes but seems to flow during the
time by the middle to more parieto-frontal areagjgesting sensorimotor coupling.
This is due to the various areas that are engagéiei sensory processing of all
information we get from a face, the frontal netwsor&lated to decision and finally
the motor response areas [58].

3.1.4 - Phase synchrony

Our brain is a complex structure where many praesEcur simultaneously,
even during a simple recognition task. The regionslved in the perception of
different object categories and the decision makiragess, are functionally connected
but the mechanism underlying such functional cotwigg is still under debate. Some
authors believe that the long range synchronizaifameural activity plays an important
role in this respect and that can to be the soiuio the well knowrbinding problem
[35].

The analysis of phase synchrony patterns in EBE& idanow starting to play
an important role in this debate but its intergietais still matter of controversy.

Figure 19shows the group average results for 30 channelscHggnization is highly
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distributed across all bands, and occurs in digecskort lived chunks. Even so, if we
consider the frequency band where time-frequenese lae highest values (60-70Hz)
activity seems alternatively synchronised and delssonised with time (positive values
are synchronization and negative values correspma@synchronization). On the other
hand, taking the result as a whole, the synchrainizas very distributed over time and
frequencies, which is not surprising if one consdiéhat one is averaging across the

whole brain for online processing of complex visomterial.

Normalized Phase Synchrony. group average
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Figure 19 Phase synchrony. The synchrony was estimated &br ®#bject for a 30
channels range covering the whole scalp, in epoti3®00ms response locked (-
2000ms to 1000ms), with a baseline time-window frék800 to -900ms. The
results were then averaged and the group averagh i plotted. The blue dashed
line is the button pres$n the 60-70Hz frequency band, phase synchrony seem
alternate their activity accordingly with the tirfrequency values. These results
suggest that large scale synchrony occurs in gahshunks across all frequency

bands.

Averaging across many channels homogeneously iséd over the scalp may
lead to blurring of effects, if they predominatecertain regions. A new analysis was
therefore performed across restricted channel Astpredicted, higher synchronization
values were detected just prior to the button peess with different strength across
channel sets. In Figure 20 are plotted the regatt®ach channel set which includes
both hemispheres (see Appendix A for electrodetioea of each set).

An interesting pattern of frequency dependent wettgronization is observed. The
occipito-frontal (OF) shows high values for mulégtequency bands, including the 60-

70Hz band described above for posterior electrodes.
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Interestingly, we have observed a consistent patiEsynchronization in the three
other sets for the 40Hz (35 - 45Hz) frequency bdrkse sets have similar activation
after -500ms but in the occipito-parietal (OP) sghchronization is prolonged and with
higher values. The weaker PT synchronization issistent with the dorsal- ventral
dichotomy in object processing, but a pattern oHZGynchrony occurring peri-

decision can still be observed.
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Figure 20 Phase synchrony of four different channels seatsipido-frontal (OF),
occipito-temporal (OT), occipito-parietal (OP) amdrieto-temporal (PT), not
divided by hemispheres. The results shown are apgaverage of each electrodes
sets, response locked, with a baseline period @h80(-1800ms to -900ms).
Notice the high values after -500ms around 40HhénOT, OP and PT plots.
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Neuronal synchronization is a fast process. Consigeghe -500ms to 100ms
(Figure 20), period, the short 40Hz occipito-tengbdOT) synchronization may be a
signature of recognition within the ventral strea€d® (presumably dorsal stream) and
parieto-temporal (PT, presumably dorso-ventral) chyonization patterns follow
similar dynamics, suggesting the latter is a consage of the former.

To better access the differences between electsetieshe average of 30-45Hz
band along time is plotted in Figure 2'he OF mean synchrony of that frequency
band is very oscillatory, possibly reflecting thgpital fluctuations of executive
networks, but what is remarkable is the similarletron of all sets pre-decision. OT,
OP, PT and even OF show a concomitant increasgnichsony around500ms. The
OT (orange line) pattern is strong but short-ligpe-decisional), in comparison to the
strong OP pattern (blue line), which is peri-demisil and (to a minor degree) PT (dark
blue line), which also takes more time to decrekse that step, OP have higher values

than PT and the difference between them is sigmfi¢t-test, p<0.0001).

025 : ,
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Figure 21 Phase synchrony average of 30-45Hz frequency raihthee group. One

line per electrodes set is representing the tinmu&en of the synchrony. All sets
increase their activity concomitantly, 500ms priorthe decision, with a strong
elevation of OP and OT above their baselines. Plaigern persists for a few
hundred milliseconds. It is also worth noting t¥ shows a baseline fluctuating

pattern that can reach high values.
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Considering the PT set, the difference for thevégtwithin the pre-decision time
range -400ms to 100ms and the previews time winf®@0ms to -400msyvas also
significant (p<0.0001) whameans that a different process was engaged at 40Hz,
associated with the upcoming object recognition.

Since we have recorded a large number of electraties leads to a large
number of pair wise comparisons in the study ofsghaynchrony. Significant phase
synchrony is highlighted by depicting topographiltaés (see Figure 22). These lines
connect pairs of electrodes with significant syocization (p<le-6)Notice that the
number of lines is greater in the time windows esponding to the higher values of
phase synchrony. Considering the correlation adtwswarious electrodes, the plotted
synchrony lines reveal essentially the same resuthown before; synchrony beginning
at OT channels (-447.2362 - -296.4824ms) than neEgra OP pairs (-296.4824 - -
145.7286ms) and then evolving into a widely disttédal synchronization network.

-507 9099 - -447 2362 ms  -447.2362--296.4824 ms  -296.4824 - -145.7286 ms 1457266 - 5.0251 ms

NSL =36

5.0251 - 155.7788 ms 165.7789 - 306.5327 ms 306.5327 - 396.9849 ms

NSL =28

NSL =65

Figure 22 Group average of phase synchrony topographic naapsss seven
distinct epochs. Colour coding indicates gamma poaxgerage in a 33-43Hz
frequency range. Significant synchrony lines cofingcpairs of electrodes are
displayed for each 150ms time window from -600nspomse onset to +400ms in
a 2D scalp map. NSL is the number of synchronysliptotted in each head.
Number of lines varies in according to the valupluise synchrony.
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We have subsequently analysed the recurrence o€ thair wise correlations
(see Figure 23; each colour codes a given epochif aepeated in other epochs is again
visible). A substantial number of lines are note&ied, but in any case lines in the four
to seven epochs seem to be started before. Tagethtw, these patterns suggest that
different processes occur at independent epochatddeto search, recognition and
decision) and that they evolve in dynamically iti@éned manner, meaning that an
exchange of information occurs between activattages.

The lines belonging to the last epoch accumulakr évne, which would be
consistent with an evidence accumulator model. [irtess belonging to the third and
fourth epoch are not present before and decreabewridisappearing afterwards, with
together with the time of occurrence of the thwdith epochs suggests that they may
relate to recognition. The yellow lines seem tokpeaon the moment of decision

report.

NEL

Corrman Synchrany Lines

T T T
I -57.99--447.24 ms
I -447.24 --796.48 ms
B0 | -296.48--145.73ms | 777777777777 7
[ l-14573-5.02ms
el [ 1502-15578ms
I 155,75 - 306.53 ms
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Figure 23 Phasesynchrony across time as highlighted by commorsliameong
time-windows. Each colour codes a given epoch,ifarepeated in other epochs is
again visible. The ones in the third epoch (balmephad not appeared before and
are partially retained until last epoch. Most oé tines appear after this epoch,
which maybe decision related. The lines in thet firsd second epoch, dark blue
and blue respectively, only come back in the last.oThe brown lines are
consistent with an “evidence accumulator”. The iraglating lines across epochs,

which was used to generate the plots is at the.righ
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It is known that the human face processing hagla hemispheric biag9]. To
perform a hemispheric analysis, the electrodewetsave been discussing were divided
by hemisphere to access the influence or the irapoet of each hemisphere to the phase
synchrony results (Figure 24). Patterns were vernyjlar across hemispheres and less
conspicuous due to the reduced statistical powethigf approach. Still, it is worth
pointing out that the pre-decision 40Hz OT pattefrsynchrony is still quite clearly
visible, with a slight predominance in the rightmhisphere. Furthermore, the highest
values of synchrony in each hemisphere are ataime datencies as observed before but
it seems clear that both hemispheres contribut@stirequally to the global pattern of
results. The two hemispheres seem to contributallggaithough the inter-hemispheric
connections (not considered in the intra-hemisphemalysis) can also play an
important role.

This leads us to a speculating scenario wherepwiethe inter-hemispheric
connections as an important source of synchronglwdeems to be corroborated by the
number of topographic synchrony lines (Figure 2®)ssing the hemispheres.
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Left Hemisphere Normalized Phase Synchrony: group average i Right Hemisphere
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Figure 24 Phase synchrony: between hemispheres comparisoth Ea
column refers to one hemisphere and each linedb efathe electrode sets

defined previously.
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3.2 - fMRI data

3.2.1 - Behavioural data

During fMRI, after the two localizer runs that alled for the identification of
the brain areas involved in the perception/recagmibf different categories (places,
faces, houses), two runs of the Mooney rotating tasre performed. Comparable to
EEG, the fMRI behavioural data (Table 4) also révéae difficulty of the task. The hit
rate is even reduced (~83%) and the latenciesspbrese are greater (~ 6.5s). This way,
subjects seems to wait more than in EEG, possh®ychosen stimulus set (Mooney
faces) was slightly more difficult. Indeed, recagm occurred on average around 130°
rotation from upside-down for this particular expent. The distance of the

stimulation screen and effective size can accaumthiese differences.

Table 4 The behavioural fMRI data.

Time to response (S) Hits (%)
Runl 6.36 +1.34 79.90 +12.01
Run2 6.59 +1.08 87.22 +9.62
Average 6.47 £0.16 83.56 +5.17

3.2.2 - Whole-Brain Group Analysis (ROIs)

The focus of our study will be to show if differguatterns of activity among the
identified areas can be explained by a parsimomousber of models that have already
been found to be appropriate functional descripfor®ther task$s55] and thus indicate
their role on the global neural circuit of faceagnition processes. More specifically, as
stated above, these models are: “sensory procg&sstesognition areas” and

“accumulators”.

“Sensory processors”

Naturally, our brain must respond to every inpumngtus it receives, making
assumptions and producing decisions, even undatitcmms of uncertainty. Different
brain regions are involved in the perception of difeerent object categorigg0]. With

the Mooney face movie task we found a set of regimnwhich activity is closely
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related to the stimulus presence (see Table 5¢pknaidently of the decision time, those
areas show high activity during the whole timelod stimuli (see plot in Table 5), i.e.,
these areas are “blind” to the nature of the sfimnt only “care” about its presence.
They are relay stations for higher-level visualagreand most of them have been
reported as “sensory processofs8]. They are involved in the analysis of low-level
visual information contained in the movies and fiomally connected with other
regions which are more directly involved in decglimhich kind of standard/template is
similar to that input.

These areas were symmetrically distributed betwesmispheres in medial and
lateral regions.
Table 5“Sensory processors”. Left column: brain regioret ttan be modelled as
“sensory processors”; numbers (in here and nextgalare arbitrary and are used
to differentiate areas with similar labels. Rigbtummn: plot with the time-course in
these areas (different colours represent diffedeision time). Independently to
the timé of decision these areas are active for all theutition period.

16 |_Lingual Gyrus

17 |_Middle Occipital Gyrus

60 L_Middle Occipital Gyrus

19 I_M!ddle Occ!p!tal Gyrus2 Sensory processors

61 |_Middle Occipital Gyrus2 12 -

55 | _Precuneus3 '

15 | _Superior Parietal Lobule 0,8 ~

85 maxface FFX 04 | 0-2s

86 MaxOface FFX g —W—2-4s

42 r_Cuneus c—ju 0 4-6s

37 r_Lingual Gyrus = 04 6-8s

r_Lingual Gyrus2 g' : —%—8-10s
r_Middle Occipital Gyrus -0,8 —e—10-12s

41  r_SubGyral 12 —+—unseen

39 r_Superior Parietal Lobule - volumes

77  Stiml

78  Stim2

79 Stim3

80 Stim4

! Time is depicted in number of volumes (# TRs).HBaalume corresponds to 2s.
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“Recognition areas”

Contrary to “sensory processors”, the activity oécbgnition areas” tightly
connects to the recognition time and not the p@sef the stimulus, with abrupt rise
and decay (see Figure 25). Considering the diffdegancies of the button press events,
peaks of activity in these areas come specifiogtlgn the moment of recognition and
no peak is seen for the unseen faces (see Figir@2Ese areas are thought to be high-
level areas that perform perceptual decision arghasi it to other areas that
appropriately select behaviour given this decisi@iven to its subtle variations in
activity these areas have been grouped in fourlstheiters (see Table 6), although all
of them reflect these processes. For clarity, Hmwe plots in Figure 25 depict the more

evident cases.

Table 6 Regions labelled as “recognition areas”.

Cluster 1 Cluster 2 Cluster 3 Cluster 4
20 | |_Claustrum 65 Eg_)l/r::‘je;rlor Frontal 4 EEIZreeCllalgﬁum) 14 | |_Cingulate Gyrus
27 | Linsula 30 r_Inferior Frontal 64 r_Inferior Frontal 46 | |_Cingulate Gyrus
Gyrus 2 Gyrus
71| |_Insula 1 rL—OIQLTSm Parietal 66 rL—OIQLTSm Parietal 76 | |_Cingulate Gyrus 2
25 | |_PostCentral Gyrus | 67 r_Middle Frontal 29 r_Middle Frontal 18 |_Inferior Parietal
Gyrus Gyrus 2 Lobule
72 | | PostCentral Gyrus 2 r_Middle Frontal 75 |_ParaCentral
- yrus € Gyrus 3 Lobule
73 |_Superior Temporal 3 r_Supra Marginal 11 |_ParaCentral
Gyrus Gyrus Lobule
26 Iéirlljjge:;lor Temporal 70| |_PostCentral Gyrus
13 | r_Culmen 2 54 | |_PreCentral Gyrus
28 E}_}Ilrrwlfgrlor Frontal 69| r_Culmen
68 | r_Insula 6 | r_Culmen
62 | r_PostCentral Gyrus
63 | r_PreCentral Gyrus
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Cluster 3
0,2
0
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Figure 25 Time-courses for clusters 3 and 4 (see Table 6dé&ails) of brain
regions that may be labelled as “recognition aregisat activate around the
decision). Each colour represents one differeng tmoment (in TRs) of perceptual
decision. Note that lines peaks shifts with timel @ peak is seen to the unseen

faces, as expected from absence of decision.

“Accumulators”
In addition to “sensory processors” and “recogmitexreas”, there must also be

intermediate processes, which progressively gaglietence until the time of decision
in favour of a given outcome. In literature, theas that carry out these processes are

labelled as “accumulator$s5]. In our experiment, the left and right Thalamuod #ée
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pre-Central Gyrus are the regions that better shimetr behaviour, rising incrementally
before response time and behaving more smootHbt depicting this activity is shown

in Table 7. Furthermore, our data show that eveth \ai TR of 2s, the causality
relationship between “accumulators” and “recogmnitexeas” can be derived from the
plots, as illustrated in Figure 26 that shows that trials within the same recognition
interval (in the depicted cases, 4-6s and 6-8g)atttivity of the “accumulators” rises

and peaks before the activity in “recognition afeas

Table 7 “Accumulators”. Left column: brain regions whosetigty patterning
defines an “accumulator”. Right column: plot withettime-course in these areas
(different colours represent different decisiond)mindependently to the time of
decision these areas behave smoothly presumablyimguenformation until the

decision.
47 | Thalamus Accumulators
36 r_PreCentral Gyrus 17
45 r_Thalamus 05 - —0-25
n —8—2-4s
S o | 46s
g 6-8s
£.05 - —%—8-10s
< —e—10-125
-1 4 ——unseen
-1,5 -
volumes




Neural correlates of synthetic face and object @ssing: EEG/ERP and fMRI studies

3- Results and discussion 67

4-6s

series 1 series 2 series 3 series4 —¥—series 5

0,8 -
0,6 -

0,2 1

0 T < T T T T T T b 1
02 - ;/l/ 3 4 5 6 7 9 10
04 -

-0,6 -
-0,8 -

normalized beta values

volumes

6-8s

series 1 series 2 series 3 series4 —¥—series 5

0,6 ~

0,4 -

0,2 ~

02 | )1(—_)2/3 4 5 6 7 9 10
-0,4

-0,6 -

normalized beta values
o
!
|

volumes

Figure 26 Comparison of time-courses of “accumulators” vectignition areas”

for two distinct decision moments (top: 4-6s; bottos-8s). The plots depicted
here show time-courses for “accumulators” (greas;lbrain areas: right and left
thalamus and PreCentral Gyrus) and “recognitioasiréblue lines; see Table 6 for
details about the regions in the different blueieséclusters). In both plots,

“accumulators’tises and peaks before the activity in “recognitoeas”.

3.2.3 - Analysis of regions of interest specificgllinvolved in face

processing

FFA
The fusiform face area is the brain area involwethe processing of facgg].

Oddly enough, the FFA (as identified by the local&) does not seem to have a major
role on the detection task (Figure 27). On the otmend, one area in the inferior
temporal cortex bordering the FFA posteriorly anddmally (Figure 28) seems to be

crucial since is activated for the pre-decision dadision interval. We hypothesize that
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this area is a subcluster belonging to the FFA dergn other words, the whole of
FFA is not mediating the decision. Note that thesaem epochs in this Figure 27
correspond to lower activations than other epoahsl, their slightly elevated values

above baseline may correspond to face expectationagery.

FFA time-course
1,4 -
1,2 -
1 _
N, —o—0-2s
4 0,8 - ——2-4s
> -
= 0,6 - 4-6s
g > 6-8s
s 04 - —%—8-10s
8 02 - —e—10-12s
! —+—unseen
0 -7 J T T T T T T T \h—\
0,2 - 3 4 5 6 7 8 9 ®
-0,4 -
volumes

Figure 27 FFA time-course. Different lines describe differéimies of perceptual
decision. Although unseen epochs have small vabtdiesctivity than the others
epochs, activity is above baseline which may bateel with face expectation or
imagery. FFA does not follow strictly the recogmiti model, but it is clearly

related, at least in part to the decision.

This can lead to two conclusions. Either the |l@saliscans are not providing
accurate localization of the FFA or there is adyualdifference in face processing when
the brain is dealing with ambiguous stimuli. Givére wide range of publications
reporting FFA robust responses to very differenefatimulus (photos, line drawings,
and even smiley’s) it is not easy to believe tiharé is a different processing area for
Mooney faces. Furthermore, some of the FFA locatseem to be more anterior in the
inferior temporal cortex than some previously répdrocations (see Figure 28). This
fact may be due to the fact that the subjects \weréorming a memory task (to keep
attention levels constant) instead of observingipayy. They were indeed performing
a 1-to-back memory task during the localizer rumsctv may shift the location seen on
other previously published contrasts. Accordinghere are for example studies

claiming that face recognition is carried out margeriorly than face detecti¢él]. An



Neural correlates of synthetic face and object @ssing: EEG/ERP and fMRI studies

Results and discussion 69

independent study focusing only on the impact thagiven task may have on the
localizers center of gravity is currently beingresdt out at our lab. In any case, since
the discovered area is close proximity to the FBAlefined by the functional localizer

approach, we assume that it belongs to the FFA Bmp

f

p(Bonf) < 0.000°) P < 9.5748e-11

Figure 28 The blue region represents the FFA give by ourlibea The area that
is active in the vicinity of FFA seems to be highiwolved in the perceptual
decision and recognition processes. This area ¢doise proximity to the FFA as
defined by the functional localizer approach. Werdlhy assume that it belongs to

the FFA complex.

On the other hand, it is also plausible that thexelly are some subtle
differences in face processing networks when thudit have different properties. It
has indeed been demonstrated that a large pareofinferior temporal cortex is
undeniably involved in face perception tasks andliyaet al.[62] have consistently
shown that it is possible to decode which kind torhslus is being presented just by
analysing activity at high-level visual cortex, avé one masks (excludes) FFA as
localized by conventional approaches. Specificaligy demonstrated that perceiving
each object category was associated with a distipatial pattern of responses and,

thus, that these patterns could be used to “dectheeperceptual or cognitive state of
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the subject$62]. These results did not change when the same amalgs performed
after excluding the regions of maximal responseg.,(after excluding the BOLD
signals in the fusiform face area for the “facetegmry). Importantly, these findings
show that information on the perceived “object gatg” is entailed not only in the
maximally responsive or selective regions but absa spatially wide and distributed
pattern of non maximal responses in the entireregrporal cortex.

Areas that deactivate during the task
We found some areas that show significant deaaivgbatterns around the

decision events (see plot in Table 8). Some ofetlagsas are characteristic of the well
described default netwofg3].

Table 8 Brain regions that deactivated around time of peired decision. In the

left column is the name of these areas and initie column the correspondent

plot (different colour lines means different timeperceptual decision). Note that

activity in these areas decrease, independentlyeoprecise time of decision.

10 |_Middle Frontal Gyrus 0

56 |_Middle Temporal Gyrus 02 -

51 |_Middle Temporal Gyrus 0.4 -

52 |_Middle Temporal Gyrus 2 0-0.6

33 |_Posterior Cingulate ‘_g_oyg _ e 025

21 |_PreCuneus s -1 ——2-4s

59 | _PreCuneus 8—1,2 . 4-6s

44 |_Superior Frontal Gyrus -1,4 6-8s

49 r_Middle Temporal Gyrus2| -1.6 - jiolizs

24 r_Superior Frontal Gyrus -1,8 - volumes —+—unseen
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4 - Summary/conclusions

Event related potential locked to the response skoavpattern of pre-decision
extended negativity, which can likely be relatedtionmed N170 components that were
jittered in time, given that the time of the exacaset of face perception also jitters in
time. The negativity associated to the processinfaces that was found in our data,
was precisely identified at same sites where théON& usually found, using the more
conventional face processing protocols. Our resséiem therefore to confirm that
negativity at posterior sites is associated withémergence of a face percept.

Our behavioural results also shed some light onpdreeptual nature of face-

plane inversion, and namely the face-inversion cefféFIE), which reflects a
disproportionate difficulty in recognizing upsidewin faces in comparison to other
objects[64, 65] Indeed, the fact that recognition of Mooney faceguired at least a
rotation of around 90°, suggests the existence oétler fixed cut-off (the angle
increasing towards upright if difficulty increas@his suggests a qualitative change in
processing mode, rather than a mere gradual qatwitchange. The qualitative
process is a dual one: a configural/holistic-bgsetessing mode operates for upright
faces and a part-based processing mechanism vat&ctiwhen faces are invertgd].
If a dual mode exists in the plane, then one wpuédlict a cut-off for our Mooney face
paradigm where full upright (0°) and full inversi¢80°) cancel out, which is at 90°. Of
course this angle should increase for Mooney fammglitions where even upright
stimuli are difficult to recognize. Our results miakexactly these predictions.

Our Mooney faces were ideal to separate configurgllying analysis of spatial
relations among facial features) and/or holistidoimation (whereby faces are
processed as a coherent, indecomposable wholeghwihominate in the upright
position from piecemeal processing of face partg.,(ésolated features such as eyes,
nose, mouth) which dominate in the inverted positidbhis model is substantiated by
some previews behavioural studi¢gs, 67] This view has however remained
controversial65, 68} Future eye-tracking studies should help to unctive face parts
observers use to discriminate faces in uprightiamdrted positions, and if they are the

same.
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Gradually rotations from upright to upside-downeotations of standard face
stimuli have already been used previously to helpesthis controversy. These studies
have in general favoured the qualitative hypothdésissuggesting a steep decay of
configural processing strategies rotation rangiognf90° to 120° rotation$9, 70, 71,
72, 73, 74] These studies were however using standard fabehwnake it difficult to
separate these processes cleanly. Our paradignedsohe potential use of mental
rotation strategies to compensate for orientatidierences. Indeed, reaction time and
performance differences could merely be due totandental effect of mental rotation
of standard images that can already be perceiveshates[75]. Since our Mooney
stimuli could not be perceived as wholes when thieye not upright, we could cleanly
exclude mental rotation as an explanatory variable.

These questions have hardly been addressed inopseetiRP/imaging studies.
For example, it would be important to understarertfie of areas commonly described
as being face selective (FFA, STS and OFA) in phecess. It has been hypothesized
that the FFA activity does not functionally underholistic/configural processing of
faces but rather a generic face detection systeoe sio FIE effect was found in earlier
studies[50]. However, recent studies with improved design siadistical power have
shown that FFA activity modulation by face inversiexhibited a positive correlation
with the behavioural FIE, unlike the other regi¢ndl. Our results seem to corroborate
the relevance of FFA for specific face processihgreby extending the previous results
of McKeeff and Tong[l] using upright Mooney faces and Mooney non-faces.
Furthermore, we do show differential activation whihe same local features are
present and only the perception of present/abséoterface varies. The fact that the
network activated by upside-down faces is distinoin the one activated by upright
stimuli also favour the duality hypothe$rs].

In our pilot ERP study of face inversion using slam faces, we have replicated
the widely known latency and/or amplitude shifts tbe scalp recorded occipito-
temporal negative potential around 170ms (N178). Early studies have identified a
positive component peaking around 160ms to 180nes ogntral scalp sites (Vertex
Positive Potential) showing also a FIE eff@g, 80}

Our Mooney face ERP study clearly shows an occifgitoporal negativity that

is associated with holistic face processing, thedtedding some light on the debated



Neural correlates of synthetic face and object @ssing: EEG/ERP and fMRI studies

Summary/Conclusions 73

nature of these electrophysiological signals. Samthe previous effects, namely the
increase in N170 amplitude induced by standard iiaeersion have been attributed to
the intrinsically higher difficulty of processingverted standard facgs]. Our study
actually directly controls for difficulty, which cabe parameterized by measuring angle
of recognition.

The key question of this work was however the temevhich face processing
takes place in the brain and its neural substr&gshowing a pre-decision negativity
and no early positivity, our study seems to excladele for posterior positive ERP
component known as H81, 82} which is in agreement with a recent study tha ha
clearly demonstrated that N170 FIE is functiondigd to the behavioural FIEB3],
without any effects of rotation on P1.

We do in sum believe that our study shed some tghhe debate of which ERP
component reflects face processing, by identifyamgfundamental discontinuity (the
90° cut-off) and the presence of a ERP negatifify tvas linked with the moment of
recognition.

In addition to the time-locked ERP response, weetfacused on the analysis of
decision related patterns of activity in differdrequency bands. With spectral power
(time-frequency) analysis it was possible to fowddivity in the high gamma band
described before as involved in face procesgapand that we were now able to relate
with the timing of decision making processes. Tightsynchrony values at 30-45Hz
band, especially for the OP and OT channel segsthar likely result of simultaneously
engaged mechanisms in the dorsal and ventral str@dmsynchrony occurred quite
early on a relatively short epoch, during the m®ponse period, and was likely
signalling the recognition, whereas OP synchrongnspd the whole peri-decision
period, and was likely involved in consolidation thie decision and planning of the
motor response. Synchronization is then proposdzktthe mechanism of functionally
connecting different brain regions both concerrilmg recognition, the decision process
itself and the motor response.

Concerning the fMRI data, it corroborated the nottbat a network of areas
shows activity patterning that is closely assodatath the time of decision. This
network includes the left motor cortex, supplementaotor cortex, bilateral inferior

frontal gyrus, parietal operculum, left insula,tléfialamus, and an area on the right
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inferior temporal cortex. Oddly enough, the FFA &mestricted sense, as identified by
the localizers) does not seem to have a majoraonléhe detection task. Nevertheless,
this area in the inferior temporal cortex borderthg FFA posteriorly and medially

seems to be crucial to the process, and likelyrgsdo the FFA complex (in a broad
sense).

Regarding the classification of the grouped areas “accumulators”,
“recognition areas” and/or “sensory processor®ytare in fair agreement with the one
achieved by Ploran et aJ55]. This means, as expected, that the face recognition
processes share the same low level core subsaimt@Egect recognition ones, apart from
the areas in the inferior temporal cortex alread@yntioned above.

However, the use of GLM and correlation of actestibetween areas are
approaches with some serious limitations, becehesedre absolutely model driven. For
example group clusters of areas as having simdak-telated dynamics may be
misleading, especially for the “accumulator” modehis happens because the response
to the stimulus is always present. In any caset wiegal areas decrease their activity
upon prolonged exposure to the same stimulus, &cteknown as adaptation.
Furthermore, and in spite of the fact that stimydtessence and perceptual response are
overlapped, which leads to overlapped predictbis,difficulty can be overcome by the
separation of the times of onset of sensation @ndeption. This is a unique feature of
our paradigm, which renders it a conceptual adggntever previous approaches, which
were not able to separate onset of sensation frasetoof perceptioiil]. Using this
strategy we could identify areas relevant to tHgedint stages of the decision process.
Furthermore, we could control for low level feawiren stimulus images such as
frequency content, spectral energy and luminosity.

In sum, we believe we have achieved the primargailye of this study which
was identify the time moment at which rotation ofodvhey face images affects
electrical and BOLD brain activity, and used thatormation to dissect the neural

correlates of decision.
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5 - Future work

It is important to refine the analysis of EEG datamely combining phase
synchrony analysis with data-driven approaches. $hely of inter-hemispheric
relations in perceptual decision is also an impanteext step.

At this moment we are preparing an EEG/Eye traek@eriment with the same
task as described here. This should reveal if aotefare due to eye movements and
clarify which face features (eyes, mouse, nose. bjests use to discriminate Mooney
faces.

In the future, we would also like to study simiteas and differences between
2D and 3D face perception. We are now creating 3ibméy faces from realistic 3D
faces, in order to study how face discriminatiod aerceptual decision depend on face
illumination or point of view.

Simultaneous recordings of EEG and fMRI will alsodfuture interesting step,
because one can take advantage of the higher tahmesolution of EEG and spatial
resolution of fMRI to better pinpoint the neurakadates of perceptual decision.

Future work, using EEG-informed fMRI should eludelathe role of the
described circuits in more general object-proce&gssin

Studies to verify stability and invariance of ldgats under different task
constraints are already being also performed.

Finally, we aim to explore novel ways of studyingnétional/structural
connectivity to address the issues of necessity @ndality of activation prior to
decision. These techniques include diffusion tenismaging (DTF) and Granger

Causality approaches.

1 DTl is a new brain imaging method which allows tody the complex networks of brain fibre
connections between different brain areas, basethermovement of water molecules (along axons,
white matter) in the brain by applying specificimftequency and magnetic field-gradient pul§es]

2 Granger Causality is a concept based on predic#moording to Granger causality, if a signal X
“granger-causes” another signal (Y), then the pasites of the signal X may contain information that
helps predict Y. In the last few years, with Grangausality, it has become possible to identifyszdu

interactions in neural data and shed some ligtiteafunctional connectivity or network dynamifgs]
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A. Channel clusters

Channel locations of each electrode set used tontbee specific phase

synchrony analysis.
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B. Analysis tree for EEG data

Here we represent the basic analysis tree. Twerdift approaches were carried
out over EEG data and, for each one, specificrifiite (e.g. Filt 15-100Hz), epoching
(e.g. -2-1s), electrode clusters (e.g. 45-59 anyl @Maseline periods (e.g. BL -900- -
600ms) were used.
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— ==l
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