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Esta cópia da tese é fornecida na condição de que quem a consulta reconhece que

os direitos de autor são pertença do autor da tese e da Universidade de Coimbra e

que nenhuma citação ou informação obtida a partir dela pode ser publicada sem a

referência apropriada.

This copy of the thesis has been supplied on the condition that anyone who consults

it, is understood to recognize that its copyright rests with its author and that no

quotation from the thesis and no information derived from it may be published

without proper acknowledgment.

The studies presented in this thesis were carried out at the Centre for Informatics

and Systems of the University of Coimbra (CISUC), Department of Informatics

Engineering (DEI), Faculty of Science and Technology of the University of Coimbra

(FCTUC), Portugal.

This work was conducted with financial support from the following institu-

tions/programs:

� Ph.D. grant 2020.04741.BD from the FCT - Foundation for Science and Technol-

ogy, I.P..

� Project CISUC (UIDB/00326/2020) financed by national funds (PIDDAC)

through FCT - Foundation for Science and Technology, I.P./MCTES.

� Project D4 - Deep Drug Discovery and Deployment (CENTRO-01-0145-FEDER-

029266) financed by national funds (PIDDAC) through FCT - Foundation for

Science and Technology, I.P./MCTES.

iii



iv



“You can, you should, and if you’re brave

enough to start, you will.”

Stephen King

v



vi



Acknowledgments
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importância para aquele que foi o meu último ano de doutoramento. Agradeço

imenso o vosso apoio e a confiança que sempre me transmitem. São muitas as coisas
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Abstract

T
he identification of compounds that exhibit selective binding to druggable

proteins continues to pose challenges within the realm of pharmaceutical

exploration and drug discovery. On that account, the proper assessment

of target-specific compound selectivity and the accurate prediction of an unbiased

Drug–Target Affinity (DTA) metric are pivotal to promoting the identification of

novel Drug–Target Interactions (DTIs), the discovery of potential leads, and the un-

derstanding of the binding process. Although significant efforts have been made to

increase the effectiveness of traditional in vitro and in vivo experimental approaches,

these methods remain impractical for the vast array of compounds and proteins cur-

rently known. Hence, the establishment of effective computational strategies capable

of using all available proteomics, chemical, and pharmacological data becomes deci-

sive in the pursuit of new findings in the field of drug discovery.

Despite the plethora of in silico solutions to overcome the challenges of traditional

in vitro and in vivo experiments, most of these studies still focus on binary classi-

fication, overlooking the importance of characterizing DTIs with unbiased binding

strength values to properly distinguish primary interactions from those with off-

targets. Moreover, several of these methods usually simplify the entire interaction

mechanism, neglecting the multi-domain inter-dependency associated with the pro-

teomics, chemical, and pharmacological spaces, and have yet to consider including

explainability into the inner structure of the architectures or providing potential

explanations to the predictions, thus, limiting the validity and understanding of the

results. Furthermore, the majority of DTA or DTI prediction computational studies

have not yet given any special characterization or attention to binding positions

or actively integrated information regarding binding pockets during the learning

process, leading to the estimation of potential DTIs based on redundant sites or

substructures and compromising the reliability of the predictions.

This research endeavors to tackle the challenge of DTA prediction by proposing and
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Abstract

investigating novel Deep Learning (DL) architectures that leverage raw sequential

and structural data and focus on modeling the multi-domain representation space of

DTIs. Furthermore, it aims to offer potential insights regarding DTIs and enhance

prediction understanding by exploring the explainability field of black-box models.

This thesis comprises three main contributions.

The first contribution consisted of exploring the reliability of Convolutional Neural

Networks (CNNs) in the identification of relevant sequential and structural regions

for binding, specifically binding sites and evolutionarily conserved motifs, and the

robustness of the deep representations extracted by providing explanations to the

model’s decisions based on the identification of the input regions that contributed

the most to the prediction. This study makes use of an end-to-end DL architecture

to predict binding affinity, where CNNs are exploited in their capacity to automat-

ically identify and extract discriminating deep representations from 1D sequential

and structural data. The results demonstrated the effectiveness of the deep represen-

tations extracted from CNNs in the prediction of binding affinity. CNNs were found

to identify and extract features from regions relevant to the interaction without any

a priori information, where the weight associated with these spots was in the range

of those with the highest positive influence given by the CNNs in the prediction. The

end-to-end DL model achieved the highest performance both in the prediction of the

binding affinity and in the ability to correctly distinguish the interaction strength

rank order when compared to baseline approaches. This research study validated

the potential applicability of an end-to-end DL architecture in the context of drug

discovery beyond the confined space of proteins and ligands with determined 3D

structures. Furthermore, it showed the reliability of the deep representations ex-

tracted from the CNNs by providing explainability to the decision-making process.

The second contribution is a novel end-to-end Transformer-based architecture,

Drug–Target Interaction TRansformer (DTITR), for predicting DTA using 1D raw

sequential and structural data to represent the proteins and compounds. This archi-

tecture exploits self-attention layers to capture the short and long-term proteomics

and chemical context dependencies between the sequential and structural units of

the proteins and compounds, respectively, and cross-attention layers to exchange

information and learn the pharmacological context associated with the interaction

space. The results showed that DTITR is effective in predicting DTA, achieving su-

perior performance in both correctly predicting the value of interaction strength and

being able to correctly discriminate the rank order of binding strength compared to

state-of-the-art baselines. The combination of multiple Transformer-Encoders was

found to result in robust and discriminative aggregate representations of the pro-
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teins and compounds for binding affinity prediction, in which the addition of a

Cross-Attention Transformer-Encoder was identified to be important for improving

the discriminative power of these representations. This research study validated the

applicability of an end-to-end Transformer-based architecture in the context of drug

discovery, capable of self-providing different levels of potential DTI and prediction

understanding due to the nature of the attention blocks.

The last contribution is a novel end-to-end binding-region-guided Transformer-based

architecture, TAG-DTA, that simultaneously predicts the 1D binding pocket and the

binding affinity of DTI pairs, where the prediction of the 1D binding pocket guides

and conditions the prediction of DTA. This architecture uses 1D raw sequential and

structural data to represent the proteins and compounds, respectively, and combines

multiple Transformer-Encoder blocks to capture and learn the proteomics, chemi-

cal, and pharmacological contexts. The predicted 1D binding pocket conditions the

attention mechanism of the Transformer-Encoder used to learn the pharmacological

space in order to model the inter-dependency amongst binding-related positions.

The obtained results outline the predictive performance of TAG-DTA compared to

state-of-the-art benchmarks, including in unknown subsets of the proteomics and

chemical representation spaces. Moreover, it was found that the 1D binding pocket

prediction increases the discriminative power and robustness of the aggregate rep-

resentation of the pharmacological space and improves the DTA prediction per-

formance. This study demonstrated that combining computationally different yet

contextually related tasks is critical to new findings in the DTI domain. Addition-

ally, it showed that TAG-DTA is capable of providing increased DTI and prediction

understanding due to the nature of the attention blocks and prediction of the 1D

binding pocket.

Keywords: Drug–Target Interaction, Drug–Target Affinity, Binding Pocket, Ex-

plainability, Deep Learning
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Resumo

A
identificação de compostos que exibem ligação seletiva para protéınas

farmacologicamente viáveis continua a colocar desafios no âmbito da ex-

ploração farmacêutica e da descoberta de fármacos. Nesse sentido, a

avaliação adequada da seletividade de compostos espećıficos de um alvo biológico e

a previsão precisa de uma métrica de afinidade fármaco-alvo (DTA) imparcial são

cruciais para promover a identificação de novas interações fármaco-alvo (DTI), a

descoberta de potenciais fármacos ativos, e a compreensão do processo de ligação.

Apesar dos esforços significativos para aumentar a eficácia das abordagens experi-

mentais in vitro e in vivo tradicionais, estes métodos continuam inexeqúıveis para

a vasta gama de compostos e protéınas atualmente conhecidos. Portanto, estabele-

cer estratégias computacionais eficazes, que sejam capazes de usar todos os dados

proteômicos, qúımicos e farmacológicos dispońıveis, torna-se decisivo na procura de

novas descobertas no ramo da descoberta de fármacos.

Apesar das inúmeras soluções in silico para superar os desafios das experiências

in vitro e in vivo tradicionais, a maioria destes estudos ainda se foca na classi-

ficação binária, subvalorizando a importância de caracterizar DTIs com valores de

força de ligação imparciais para distinguir adequadamente as interações primárias

das interações com alvos não espećıficos. Para além disso, muitos destes métodos

geralmente simplificam o mecanismo de interação, negligenciado a interdependência

multi-domı́nio associada aos espaços proteômico, qúımico e farmacológico, e ainda

não consideraram incluir explicabilidade na estrutura interna das arquiteturas ou o

fornecimento de potenciais explicações para as previsões, limitando, assim, a vali-

dade e a compreensão dos resultados. Além disso, a maioria dos estudos computa-

cionais de previsão de DTA ou DTI ainda não deu nenhuma caracterização especial

ou atenção às posições de ligação, ou integrou ativamente informação sobre zonas de

ligação durante o processo de aprendizagem, levando à previsão de potenciais DTIs

com base em locais ou subestruturas redundantes, e comprometendo a confiabilidade

das previsões.
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Esta investigação visa abordar o desafio da previsão de DTA ao propor e investigar

novas arquiteturas de aprendizagem profunda (DL) que aproveitem dados sequenci-

ais e estruturais brutos, e que se foquem na modelação do espaço de representação

multi-domı́nio das DTIs. Para além disso, ela procura oferecer potenciais perceções

sobre DTIs e melhorar a compreensão da previsão ao explorar o campo da explica-

bilidade de modelos caixa preta. Esta tese compreende três contribuições principais.

A primeira contribuição consistiu em explorar a confiabilidade das redes neuron-

ais convolucionais (CNNs) na identificação de regiões sequenciais e estruturais rel-

evantes para a ligação, especificamente śıtios de ligação e padrões evolucionaria-

mente conservados, e na robustez das representações profundas extráıdas através do

fornecimento de explicações para as decisões do modelo com base na identificação

das regiões de entrada que mais contribúıram para a previsão. Este estudo faz uso

de uma arquitetura de DL de ponta a ponta para prever a afinidade de ligação,

onde as CNNs são exploradas na sua capacidade de identificar e extrair automati-

camente representações profundas discriminantes de dados sequenciais e estruturais

1D. Os resultados demonstraram a eficácia das representações profundas extráıdas

pelas CNNs na previsão da afinidade de ligação. As CNNs foram capazes de iden-

tificar e extrair caracteŕısticas de regiões relevantes para a interação sem qualquer

informação a priori, onde o peso associado a esses locais estava na gama daqueles

com a maior influência positiva dada pelas CNNs na previsão. O modelo de DL

de ponta a ponta alcançou o melhor desempenho tanto na previsão da afinidade de

ligação como na capacidade de distinguir corretamente a ordem de grandeza da força

de interação em comparação com as abordagens de referência. Este estudo validou

a potencial aplicabilidade de uma arquitetura de DL de ponta a ponta no contexto

da descoberta de fármacos para além do espaço confinado de protéınas e ligantes

com estruturas 3D determinadas. Além disso, ele mostrou a confiabilidade das rep-

resentações profundas extráıdas das CNNs ao fornecer explicabilidade ao processo

de tomada de decisão.

A segunda contribuição é uma nova arquitetura baseada em Transformers de ponta

a ponta, Drug-Target Interaction TRansformer (DTITR), para prever DTA usando

dados sequenciais e estruturais brutos de 1D para representar as protéınas e os

compostos. Esta arquitetura explora camadas de self-attention para capturar as

dependências do contexto proteómico e qúımico de curto e longa distância entre as

unidades sequenciais e estruturais das protéınas e dos compostos, respetivamente,

e camadas de cross-attention para trocar informação e aprender o contexto farma-

cológico associado ao espaço de interação. Os resultados mostraram que a DTITR é

eficaz na previsão de DTA, alcançando um desempenho superior tanto na previsão
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correta do valor da força de interação como na capacidade de distinguir corretamente

a ordem de grandeza da força de ligação em comparação com as abordagens de es-

tado de arte. A combinação de vários Transformer-Encoders demonstrou resultar

em representações agregadas robustas e discriminativas das protéınas e dos compos-

tos para previsão de afinidade de ligação, em que a adição de um Cross-Attention

Transformer-Encoder foi identificada como sendo importante para melhorar o poder

discriminativo destas representações. Este estudo validou a aplicabilidade de uma

arquitetura de ponta a ponta baseada em Transformers no contexto da descoberta

de fármacos, capaz de fornecer diferentes ńıveis de potencial compreensão de DTI e

previsão devido à natureza das camadas de atenção.

A última contribuição é uma nova arquitetura baseada em Transformers de ponta

a ponta e guiada pela região de ligação, TAG-DTA, que prevê simultaneamente a

cavidade de ligação 1D e a afinidade de ligação de pares DTI, em que a previsão da

cavidade de ligação 1D guia e condiciona a previsão de DTA. Esta arquitetura uti-

liza dados sequenciais e estruturais brutos de 1D para representar as protéınas e os

compostos, respetivamente, e combina vários blocos Transformer-Encoder para cap-

turar e aprender os contextos proteómico, qúımico e farmacológico. A previsão da

cavidade de ligação 1D condiciona o mecanismo de atenção do Transformer-Encoder

utilizado para aprender o espaço farmacológico, com o objetivo de modelar a interde-

pendência entre as posições envolvidas na ligação. Os resultados obtidos destacam

o desempenho preditivo da TAG-DTA em comparação com o estado de arte, in-

cluindo em subconjuntos desconhecidos dos espaços de representação proteómica e

qúımica. Além disso, verificou-se que a previsão da cavidade de ligação 1D aumenta

o poder discriminativo e a robustez da representação agregada do espaço farma-

cológico e melhora o desempenho na previsão de DTA. Este estudo demonstrou que

a combinação de tarefas computacionalmente diferentes, contudo, contextualmente

relacionadas, é fundamental para novas descobertas no domı́nio de DTI. Adicional-

mente, demonstrou que a TAG-DTA é capaz de fornecer uma maior compreensão de

DTI e previsão devido à natureza das camadas de atenção e à previsão da cavidade

de ligação 1D.

Keywords: Interação Fármaco-Alvo, Afinidade Fármaco-Alvo, Cavidade de

Ligação, Explicabilidade, Aprendizagem Profunda
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ing sites (≤ 5 Å), the LGrad−RAM hits, and the matched binding -

LGrad−RAM positions are represented by the green, blue and red col-

ors, respectively. b) 2D Interaction Diagram, in which the matched

binding - LGrad−RAM hits are shown delimited by red circles. . . . . . 104

6.8 Foretinib in complex with DDR1. a) Annotated 3D complex ob-

tained from docking, where the potential binding sites (≤ 5 Å), the
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Chapter 1
Introduction

T
he contributions in the bioinformatics and cheminformatics domains have

been pivotal in the pursuit and development of Drug–Target Interaction

(DTI) prediction algorithms, promoting and accelerating the drug dis-

covery process. Even though many efforts have been devoted to these prediction

methodologies, many challenges remain to address, including providing strategies to

explain the models’ decisions, which is crucial in critical contexts such as drug discov-

ery, and recognizing the inherent complexity and multi-domain inter-independency

of the binding process associated with DTIs. This chapter introduces such limita-

tions and traces this thesis’s main research goals.

1.1 Motivation

The discovery and development of new drugs remain one of the greatest challenges

in the biomedical and pharmaceutical areas. In that regard, the identification of po-

tential DTIs is decisive in drug discovery and drug repositioning processes, especially

when considering that the therapeutic effects of active compounds are determined

through the observation of DTIs [1]. Despite the efforts on the traditional in vivo and

in vitro drug discovery experiments, conducting low or high-throughput bioassays

for the screening of potential leads is time-consuming, labor-intensive, and unfea-

sible for the vast compound and protein spaces, compromising the effectiveness of

these approaches [2]. Moreover, the wide range of unexpected clinical side effects

and the lack of knowledge regarding potential off-targets highly influence the success

rate of these more conventional experimental methods [3]. Thus, in silico (compu-

tational) strategies have attracted increasing attention due to their ability to exploit

comprehensive chemical and proteomic libraries, improve the efficacy of the early

stages of drug discovery, and promote the overall understanding of the biological,

chemical, and pharmacological processes involved in DTIs [4]. Furthermore, most

of these computational methods learn from already approved drugs, which allows
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them to bypass several steps of the traditional de novo drug discovery pipeline, given

that a considerable amount of the drug candidates have already been through the

validation phases [5].

In spite of the major advances and interesting findings obtained by in silico ap-

proaches, the amount of approved drugs remains a low percentage of all known

bioactive compounds [6, 7]. Moreover, the number of new drugs discovered every

year is declining, conversely to the number of new variants of already existing in-

fections and diseases [8]. The emergence of multi-resistant pathological conditions

caused by new mutations of certain viruses or bacteria is a rising health concern,

especially when considering the ineffectiveness of the currently available medicine

against the symptoms triggered by these new stripes, leading to potentially life-

threatening situations [9, 10, 11]. Additionally, there is an increasingly irrational

and injudicious misuse of the currently available medicine, causing a resistance effect

to these kinds of agents or, on the other hand, accelerating directly or indirectly the

evolution and potential mutations of those bacteria and viruses [12, 13]. On that

account, the proposal of novel and efficient methodologies capable of accurately iden-

tifying DTIs, and providing potential explanations for the inferring process remains

an ongoing challenge in the drug discovery field.

1.1.1 Limitations of Binary DTI Classification

The majority of the computational studies proposed to solve the DTI prediction

challenge rely on shallow binary associations to characterize the interaction and

conduct the experiments, indicating only if a certain active compound interacts or

not with the corresponding biological target [14]. On that account, the importance

of Drug–Target Affinity (DTA), which considers all the comprehensive processes

involved in the interaction, i.e., reflects the magnitude and rank order of the pair

association, is usually overlooked, especially given that predicting DTA is substan-

tially more challenging. Hence, the quality of the predictions is compromised or at

least limited, particularly in the identification of primary interactions, leading to

a lack of target selectivity, which is crucial in the drug discovery context due to

the polypharmacological nature of most existing drug molecules [15]. Furthermore,

negative interactions (lack of interaction) are mostly based on the absence of in-

formation or possible hypotheses, resulting in the prediction of potential unknown

false negatives [16, 17].

Nevertheless, the increase in interactions with known bioactivity measurements and

the expansion of binding-related databases, such as ChEMBL [6], BindingDB [18],
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or PDBBind [19], have been instrumental in the pursuit of more realistic and infor-

mative studies, shifting computational drug discovery toward methodologies focused

on the prediction of real-valued interaction strengths [20]. However, several of these

studies center their experiments on sources of unreliable binding affinity metrics, e.g.,

inhibition constant (Ki) [21, 22] or half maximal inhibition concentration (IC50) [23],

due to the number of available data points compared to other sources of bioactivity.

Even though computational frameworks may perform significantly better with larger

datasets, the use of biased bioactivity metrics limits the validity of the results.

Thus, the use of direct and independent binding affinity or bioactivity measure-

ments, such as the dissociation constant (Kd) [24, 25], is essential to accurately and

realistically predict DTIs and properly distinguish primary interactions from those

with off-targets (secondary interactions).

1.1.2 DTI Understanding and Model Explainability

On account of the progressive advances in computing and the growth of available

data to train complex models, Deep Learning (DL) algorithms have been success-

fully employed in several fields of interest, including critical contexts such as bioin-

formatics, cheminformatics, health informatics, and pharmaceutical informatics [26].

Hence, most recent studies dealing with DTI or DTA prediction have explored DL

strategies, achieving better results than traditional Machine Learning (ML) solutions

[27]. The higher modular capability of these architectures to estimate non-linear

mapping between data input and output, discover appropriate representations from

structured or unstructured raw data, and learn sequential and/or structural motifs,

has led to interesting findings in the DTI domain. However, these methods progres-

sively transform the input to increase the representations’ selectivity and invariance,

resulting in abstract learned features, which are essentially not interpretable by hu-

mans. Furthermore, these representations do not provide a tractable path to the

input domain, leading to inadequate explanations about the context that is respon-

sible for a specific decision [28]. Thus, DL architectures are often considered highly

complex black-box models, especially regarding the explainability of their results

and understanding of the underlying aspects around the inner decisions [29].

Considering the context of the problem, where the results presented may have a

great impact on the drug discovery process chain, it is vital to understand and pro-

vide possible explanations for the reasoning behind the decisions of these complex

architectures [30, 31]. Moreover, focusing on explaining these models’ decisions may

present an important opportunity to validate the results and lead to novel findings
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regarding key regions within each binding component and/or related to binding-

specific substructures, i.e., provide potential DTI understanding. Additionally, ex-

ploring the explainability of DL architectures can provide ways of understanding how

to improve methodologies and select adequate input representations of the involving

interacting components [32].

1.1.3 DTI Representation and Domain Inter-dependency

The interaction between small molecules and proteins results from the recognition

and complementarity of certain active groups (binding regions) and it is supported

by the joint action of other individual substructures scattered across the protein

and compound [33, 34]. Hence, the protein amino acid sequence, including the

binding pocket within the protein sequence, and the compound’s chemical structure

are determinants for the interaction. However, several computational approaches

characterize proteins and compounds using different combinations of conventional

and global descriptors, e.g., physicochemical descriptors, which are mostly not ro-

bust or discriminating for predicting a real interaction [35]. Even though these

descriptors may capture some intricate information regarding the proteomics and

chemical domains, they are significantly limiting to DTI understanding and model

explainability.

Additionally, most DTI prediction models simplify the interaction mechanism and

do not take simultaneously into consideration the magnitude of certain local regions

of each binding component and the interacting substructures involved [36]. Thus,

the inter-dependency of the sequential and structural units of each binding compo-

nent (and their intra-associations) or the inter-associations that revolve around the

binding substructures (context of the interaction) are usually neglected, leading to

predictions based on local and independent (without context) scattered motifs [37].

Consequently, when striving for valid and accurate DTI predictions, it is paramount

to consider the proteomics, chemical, and pharmacological (interaction) spaces dur-

ing the learning process of these complex architectures.

1.1.4 Binding Pockets in the Learning Process

The identification of protein-ligand binding pockets is crucial for understanding the

biological functions of proteins and the mechanisms involved in DTIs, especially

considering that these active regions are responsible to form bonds [38, 39, 40, 41].

Additionally, having a priori knowledge regarding potential binding pockets is es-

sential for the rational design of new therapeutic compounds to modulate protein
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functions [42, 43, 44]. However, the majority of DTA or DTI prediction computa-

tional studies have not yet given any special characterization or attention to these

binding positions or actively integrated information regarding binding pockets dur-

ing the learning/training process. Moreover, considering the range of different re-

gions across the whole structure of the proteins and compounds, the relevance given

to certain spots might introduce bias in the predictions, leading to the estimation

of potential DTIs based on redundant sites (or substructures) and limiting the reli-

ability of the results [45].

Furthermore, in order to realistically model DTIs and understand the interaction

process, it is critical to properly integrate information related to binding sites during

the learning process of these complex architectures, especially given the importance

to learn the inter-associations that revolve around the binding substructures, i.e., the

context of the interaction. Moreover, optimizing the DTI/DTA prediction frame-

works by actively incorporating context related to the binding sites can increase

the binding accuracy to the desired target and elucidate the design of ligands with

increased selectivity and affinity for the corresponding target.

1.2 Goals and Contributions

This research aims to present innovative computational solutions to bolster drug

discovery efforts, effectively addressing some of the primary challenges that persist

in this domain. Consequently, it seeks to achieve informative and explainable mod-

eling and prediction of DTIs. To this end, this thesis focused on the establishment

of DL architectures specifically tailored for predicting an unbiased DTA metric,

particularly Kd. These architectures rely on 1D raw sequential and structural rep-

resentations of the proteins and compounds for the inferring process.

Moreover, this work delves into the realm of explainability of black-box models.

It strives to provide explanations for the decision-making processes employed by

the models and endeavors to incorporate explainability into the inner structure of

the architectures during the model construction phase. Thus, the computational

solutions presented seek to enhance the comprehensibility of the models’ predictions,

shed light on the reasoning behind the complex mechanisms involved in the inference

step, and expand the current understanding of the intricate processes underlying

DTIs.

Furthermore, this investigation methodically addressed the multi-domain represen-

tation space of DTIs, duly considering the inter-dependencies revolving around the
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proteomics, chemical, and pharmacological domains. Alongside the multi-domain

inter-dependency, the analysis and integration of information concerning binding

pockets into the learning process were of paramount importance to proficiently

modeling the pharmacological space and providing explicit evidence of potential

key binding-related regions within proteins.

In sum, the reported findings in this thesis might prove helpful in designing future

prospective DTI or DTA prediction applications capable of offering potential evi-

dence to support the rationale behind the predictions and the intricate mechanisms

and processes involved in the interaction between active compounds and biologically

relevant targets.

This work can be subdivided into three main contributions, described in the following

subsections.

1.2.1 Explainable Deep Drug–Target Representations

The first part of this thesis revolves around an investigation into the reliability of em-

ploying CNNs within the context of DTA prediction. Specifically, this examination

focuses on their ability to identify and attribute significance to relevant sequential

and structural regions associated with the binding process, all without relying on

any a priori information. This study employs an end-to-end DL architecture to

predict binding affinity, wherein CNNs are utilized to automatically recognize and

extract discriminating deep representations from 1D sequential and structural data.

Additionally, a post-hoc explainability algorithm is explored and proposed to pro-

vide potential explanations for the decision-making process of CNNs, as well as to

identify the input regions that contributed positively to the inferential process. The

input regions that were identified to positively influence the predictions underwent

comprehensive analysis to evaluate their association with relevant regions in the DTI

domain, specifically binding pockets and evolutionarily conserved motifs, and assess

their respective significance (weight) to the overall prediction.

1.2.2 Intrinsic Explainability and Drug–Target Multi-

Domain Inter-Dependency

The second part of this thesis presents a novel end-to-end Transformer-based ar-

chitecture, designed to model the multi-domain inter-dependency associated with

the proteomics, chemical, and pharmacological spaces. The architecture introduces

self-attention layers to capture the short and long-term proteomics and chemical con-
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text dependencies between the sequential and structural units of the proteins and

compounds, respectively, and cross-attention layers to exchange information and

learn the pharmacological context associated with the interaction space. Moreover,

this study places emphasis on integrating explainability into the model construc-

tion process. This integration allows for the provision of various levels of potential

understanding regarding DTIs as well as the reasoning behind the predictions. Fur-

thermore, the resulting attention matrices were subjected to visualization to specif-

ically evaluate the attention (weight) that the compound representation assigns to

binding-related regions within the proteins.

1.2.3 Binding Region-Guided Strategy to Predict Drug–

Target Affinity

The third part of this thesis is dedicated to actively incorporating binding-related

information during the learning process of the architectures. To achieve this, an

innovative binding-region-guided strategy is presented, aimed at modeling the phar-

macological space of the interaction and learning the inter-dependency amongst

binding-related positions for the prediction of binding affinity. This study explores

a novel end-to-end binding-region-guided Transformer-based architecture that si-

multaneously predicts the 1D binding pocket and the binding affinity of DTI pairs,

where the prediction of the 1D binding pocket guides and conditions the prediction

of DTA. The architecture effectively combines multiple Transformer-Encoder blocks

to capture and learn the proteomics, chemical, and pharmacological contexts. More-

over, the predicted 1D binding pocket conditions the attention mechanism of the

Transformer-Encoder used to learn the pharmacological space in order to model the

inter-dependency amongst binding-related positions. The dual focus of this study

on two contextually related yet computationally distinct tasks, specifically binding

pocket classification and binding affinity regression, leads to an enhanced under-

standing of DTIs and predictions, attributable to the nature of the attention blocks

and the involvement of binding pocket prediction.

1.3 Thesis Outline/Structure

The remainder of this thesis proposal is structured as follows:

� Chapter 2 provides background information related to the proteomics, chemical,

and pharmacological contexts associated with DTIs.

� Chapter 3 provides a showdown of the principal computational approaches used

7
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for the prediction of DTIs and DTA. Several research works across different

branches within the in silico drug discovery domain are detailed in this chap-

ter.

� Chapter 4 details the importance of explainability in the ML and DL fields, along

with some of the major strategies designed to provide explainability for the infer-

ring process and/or predictions of the models.

� Chapter 5 introduces the major and recurring methodology employed throughout

the research works associated with this thesis.

� Chapter 6 refers to the post-hoc explainability strategy employed to provide po-

tential explanations for the decision-making process of CNNs in the context of

DTA prediction. The reliability of the CNNs was evaluated by comparing input

regions that had a positive influence on the prediction and relevant sequential

regions in the DTI domain.

� Chapter 7 presents the development of an intrinsically explainable end-to-end DL

architecture that models the multi-domain inter-dependency associated with the

proteomics, chemical, and pharmacological spaces for the prediction of DTA.

� Chapter 8 describes the binding-region-guided strategy employed to model the

pharmacological space of the interaction and learn the inter-dependency amongst

binding-related positions for the prediction of binding affinity. It also presents the

contributions of using two computational yet contextually related tasks for DTI

domain representation and DTA prediction performance.

� Chapter 9 concludes this thesis by providing an overview of the main findings

resulting from this research and the overall contribution of this work to the field

of drug discovery. It also presents future research directions.

1.4 Scientific Contributions

Apart from contributing to the drug discovery process, one of the main goals of

this research is to add value to science through the publishing and divulging of

new results and methodologies in scientific journals and international and national

conferences. During this thesis, several contributions to the field of DTA prediction

and drug discovery were made. These include publishing main authored and co-

authored articles in international peer-reviewed journals, participating in national

conferences, and co-supervising master’s degree theses.
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Educational and scientific contributions in other research fields were also made.

These comprise science communication activities to the general public.

All scientific contributions are enumerated in the following subsections.

1.4.1 Peer-Reviewed Scientific Articles

J1 Monteiro, N.R.C., Ribeiro, B., Arrais, J.P.. “Deep Neural Network Ar-

chitecture for Drug–Target Interaction Prediction”, Artificial Neural Net-

works and Machine Learning - ICANN 2019: Workshop and Special Sessions

Springer International Publishing, 804-809, doi: 10.1007/978-3-030-30493-5 76

(2019).

J2 Monteiro, N.R.C., Ribeiro, B., Arrais, J.P.. “Drug–Target Interaction

Prediction: End-to-End Deep Learning Approach”, IEEE/ACM Transac-

tions on Computational Biology and Bioinformatics, 18, 2364-2374, doi:

10.1109/TCBB.2020.2977335 (2020). IF: 3.702

J3 Torres, L., Monteiro, N.R.C., Oliveira, J. L., Arrais, J.P., Ribeiro, B.. “Ex-

ploring a Siamese Neural Network Architecture for One-Shot Drug Discovery”,

2020 IEEE 20th International Conference on Bioinformatics and Bioengineer-

ing (BIBE), 168-175, doi: 10.1109/BIBE50027.2020.00035 (2020).

J4 Monteiro, N.R.C., Simões, C.J.V., Àvila, H.V., Abbasi, M., Oliveira, J. L.,

Arrais, J.P.. “Explainable deep drug–target representations for binding affinity

prediction”, BMC Bioinformatics, 23, 237, doi: 10.1186/s12859-022-04767-y

(2022). IF: 3.327

J5 Abbasi, M., Santos, B. P., Pereira, T. C., Sofia, R., Monteiro, N.R.C.,

Oliveira, Simões, C.J.V., Britos, R. M. M., Ribeiro, B., Oliveira, J. L., Arrais,

J.P.. “Designing optimized drug candidates with Generative Adversarial Net-

work”, Journal of cheminformatics, 14, 40, doi: 10.1186/s13321-022-00623-6

(2022). IF: 8.489

J6 Monteiro, N.R.C., Oliveira, J. L., Arrais, J.P.. “DTITR: End-to-end drug–

target binding affinity prediction with transformers”, Computers in Biology

and Medicine, 147, 105772, doi: 10.1016/j.compbiomed.2022.105772 (2022).

IF: 6.698

J7 Monteiro, N.R.C., Pereira, T. O., Machado, A. C. D., Oliveira, J. L., Ab-

basi, M., Arrais, J.P.. “FSM-DDTR: End-to-End Feedback Strategy for Multi-

Objective De Novo Drug Design using Transformers”, Computers in Biology
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and Medicine, 164, 107285, doi: 10.1016/j.compbiomed.2023.107285 (2023).

IF: 6.698

J8 Monteiro, N.R.C., Oliveira, J. L., Arrais, J.P.. “TAG-DTA:

Binding-Region-Guided Strategy to Predict Drug–Target Affinity Us-

ing Transformers”, Expert Systems with Applications, 238, 122334, doi:

10.1016/j.eswa.2023.122334 (2023). IF: 8.665

1.4.2 Scientific Articles under Preparation

J9 Almeida, B. C., Monteiro, N.R.C., Motresku, U., Oliveira, J. L., Arrais,

J.P.., Carvalho, A. “Zinc Ion Binding Site Prediction in Regulatory Proteins

with Transformers”. Manuscript under preparation to be submitted to a scien-

tific journal. (2023).

1.4.3 Participation in Conferences

C1 Poster presentation in national conference: Torres, L., Monteiro, N.R.C.,

Oliveira, J. L., Arrais, J.P., Ribeiro, B.. ‘Siamese Neural Networks for One-

Shot Drug Discovery”, Bioinformatics Open Days, 2020 (BOD 2020).

C2 Oral presentation in national conference: Monteiro, N.R.C., Machado, A.

C. D., Abbasi, M., Arrais, J.P. “Multi-Optimized Drug Design Using Trans-

formers”, Portuguese Conference on Pattern Recognition, 2022 (RECPAD

2022).

C3 Poster presentation in national conference: Monteiro, N.R.C., Oliveira,

J. L., Arrais, J.P.. “Intrinsic Explainability and Multi-Domain Inter-

Dependency: End-to-End Drug–Target Binding Affinity Prediction with

Transformers”, Encontro com a Ciência e a Tecnologia em Portugal, 2023

(Ciência 2023).

1.4.4 Master’s Degree Theses Co-Supervision

M1 Machado, A. C. D. “End-to-End Transformer-based Approach for Optimized

De Novo Drug Design”, Master Thesis dissertation, Faculty of Science and

Technology of the University of Coimbra, Biomedical Engineering - Bioinfor-

matics and Clinical Informatics (2022).

M2 Coelho, G. S. “Deep Generative Models for Protein Repositioning”, Master

Thesis dissertation, Faculty of Science and Technology of the University of
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Coimbra, Data Science and Engineering (2023).

1.4.5 Science Communication to the General Public

G1 Invited Speaker: “Artificial Intelligence in Portugal”, Mind Your Data, 2020

(MYD 2020).

G2 Invited Speaker: “Alumni: Career Path & Academic Journey”, Alumni:

Physics Department of the University of Coimbra, 2023 (Alumni-DF-UC

2023).
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Chapter 2
Proteomics, Chemical, and Phar-

macological Contexts

T
his chapter introduces the main background concepts related to the pro-

teomics, chemical, and pharmacological contexts associated with DTIs.

Section 2.1 presents a brief overview of the role of proteins within every

organism, the steps involved in protein synthesis, and the different levels of pro-

tein structure/complexity. Section 2.2 details the drug development process and the

overall importance of compounds in the prevention and treatment of clinical condi-

tions. Section 2.3 describes the most relevant processes involved in the interaction

between active compounds and biological targets, including the various stages of the

drug’s action. Section 2.4 expounds upon the notion of binding affinity and intro-

duces some of the most frequently employed affinity metrics. Section 2.5 presents

certain principles pertaining to protein-ligand binding models, as well as the role of

binding pockets in dictating interaction specificity.

2.1 Proteins Overview

The biological, chemical, and physiological balance within every organism is reg-

ulated and maintained by key working molecules known as proteins. These vital

components reside in every organism cell and are responsible for several unique

functions, including signaling, substance transport, biochemical reactions, immune

responses, cell adhesion, cell cycle, and cell shape [46]. On that account, their biolog-

ical activity is determined by their unique amino acid sequence, which is organized

in one or more polypeptide chains, and by the interactions that occur within the

chains, which determine the folding and, consequently, the structure [47]. Most pro-

teins carry out their roles by interacting with other proteins or molecules, modifying

their activity depending on the type of binding that occurs. Thus, the function rate

of these complex biomolecules can easily be altered based on the interaction with
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potential invasive ligands that dominate over the natural ligands at the binding re-

gions, leading to the rise or decline of their natural function. Moreover, proteins

are affected by chemical, biological, and environmental factors, which can lead to

the loss of shape or functionality or even abnormal oscillations in their function rate

[48, 49, 50].

2.1.1 Protein Synthesis

Protein synthesis is carried out inside the cell and it is divided into two main

steps, namely transcription and translation. In the transcription phase, the protein-

coding genetic information present in the DNA is transferred to the messenger RNA

(mRNA), in which a strand of mRNA is created to complement a strand of DNA

[46]. The transcription phase begins when the enzyme RNA polymerase and the

necessary transcription factors bind to the promoter sequence, which defines the

direction of transcription and indicates which DNA strand will be used for tran-

scription (DNA template strand). Nevertheless, for the transcription step to take

place, it is necessary to partially unwind the DNA double helix at the promoter

region, i.e., break hydrogen linkages between annealed nucleotide bases. The RNA

polymerase moves along the DNA template strand and adds RNA nucleotides to the

mRNA strand based on complementary base pairing (hydrogen bonds), where the

ribonucleotides (RNA nucleotides) are bonded together via phosphodiester linkages.

Figure 2.1 depicts the transcription step of protein synthesis, in which a strand of

RNA, specifically pre-mRNA, is synthesized to complement the template strand of

duplex DNA.

The resulting mRNA (pre-mRNA) usually undergoes post-transcriptional modifica-

tions, which include 5’ capping (methylated cap), RNA splicing, RNA editing, and

polyadenylation (3’ tail of adenine bases) [51, 52]. Moreover, the mature mRNA

contains two untranslated regions at the 5’ and 3’ sides, which are associated with

several functions, including translation efficiency, subcellular localization, and sta-

bility [53]. Figure 2.2 illustrates the post-transcriptional modifications applied to

the pre-mRNA.

In the translation step, the genetic information of the mature mRNA is converted

into a protein, i.e., the mRNA is used as a template to assemble a chain of amino

acids in a specific order according to the genetic code. Each group of three nu-

cleotides (triplets) in the mature mRNA constitutes a codon, and each codon spec-

ifies a particular amino acid (see Figure A.1 in Appendix A for more details). The

translation phase occurs at the ribosomes (located in the cytoplasm), which are re-
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Figure 2.1: Protein synthesis: transcription step. The protein-coding genetic
information present in the DNA is transferred to the mRNA. Figure adapted from
Lehninger Principles of Biochemistry, 5th Edition [46].

sponsible to read the sequence of codons in the mature mRNA [46]. The ribosomal

complex is constituted of an ribosomal RNA (rRNA) and proteins, and it is di-

vided into two subunits. The small subunit is responsible to initiate the translation

process, where the ribosome binding site of the mRNA binds to the small subunit,

and holds the mRNA in place during translation. On the other hand, the larger

subunit manages the elongation phase of the translation stage, which corresponds

to the assembly of the chain of amino acids (linked by peptide bonds). The amino

acids are brought by molecules of transfer RNA (tRNA) to the ribosomal complex

according to complementary base pairing between the codons on the mRNA and

the anticodons on the tRNA (see Figure A.2 in Appendix A for more details). The

initiation and termination phases are based on specific initiation and termination

codons of the mature mRNA, respectively, and different initiation, elongation, and

termination factors are involved during the translation stage. Figure 2.3 illustrates

the different stages of the translation phase of protein synthesis, specifically ini-

tiation, elongation, and termination, in which a polypeptide chain is synthesized

according to the genetic information (codons) present in the mature mRNA.

Following protein synthesis, the resulting polypeptide chain may undergo additional

post-translation events, e.g., proteolysis or protein folding, based on the biological
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Figure 2.2: Pos-transcriptional modifications of the pre-mRNA: 5’ capping, RNA
splicing, RNA editing, and polyadenylation. Exon - coding region, Intro - non-coding
region, Pol II - RNA polymerase II. Figure adapted from Lehninger Principles of
Biochemistry, 5th Edition [46].

function to be carried out [54]. On that account, proteins can be free metabolites

or constituents that have had common amino acid residues modified after protein

synthesis.

2.1.2 Protein Structure

Proteins are composed of amino acids, where each amino acid contains an α-carboxyl

group (-COOH ), an α-amino group (-NH2), a specific R group (side-chain), and a

hydrogen atom attached to a central carbon atom (α-carbon). The amino acids

are linked by peptide bonds, which are amide covalent chemical bonds between the

α-amino group of one amino acid and the α-carboxyl group of another amino acid,

resulting in the release of a molecule of water (H2O) [46]. There are usually 20 amino

acids commonly found as residues in proteins, however, other less common amino

acids might also occur, including the use of placeholders when it is not possible to

conclusively identify the residue (See Tables A.1 and A.2 in Appendix A for more
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Figure 2.3: Protein synthesis: translation phase. In the initiation step, the small
subunit binds to the mature mRNA, the anticodon of the tRNA binds to the ini-
tiation codon of the mRNA, and the larger subunit of the ribosome combines with
the small subunit. In the elongation step, different amino acids are brought by
tRNA molecules according to complementary base pairing between the codons on
the mRNA and the anticodons on the tRNA, and peptide bonds are formed between
the amino acids. The termination step occurs in response to a termination codon
present in the mRNA, resulting in the release of the peptide chain and dissociation
of the two subunits of the ribosome. Figure adapted from Lehninger Principles of
Biochemistry, 5th Edition [46].

details). Moreover, amino acids can be grouped according to the characteristics of

the side chains, e.g., polarity and charge at pH 7 [46], dipoles and volume of the

side chains [55, 56], or other physicochemical/structural properties [57] (See Tables

A.3, A.4, and A.5, respectively, in Appendix A for more details). Figure 2.4 depicts

the structure of amino acids and the peptide bond that occurs between the α-amino

group of one amino acid and the α-carboxyl group of another amino acid.

The protein structure is usually classified into four different levels of complexity,

specifically primary, secondary, tertiary, and quaternary, in which the resulting pro-

tein shape or conformation is directly associated with its biological function/activity

[46].

The primary structure corresponds to the linear sequence of amino acids in a
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(a) (b)

Figure 2.4: Amino acids. a) Amino acid structure: α-carboxyl group (orange),
α-amino group (red), R group (pink), and a hydrogen atom attached to a central
α-carbon (blue). b) Peptide bond (yellow) between the α-amino group of one amino
acid and the α-carboxyl group of another amino acid, resulting in the release of a
molecule of water (H2O). Figures adapted from Lehninger Principles of Biochem-
istry, 5th Edition [46].

polypeptide chain linked by peptide bonds (1D information), where each chain has

its own set of amino acids and is assembled in a particular order. On that account,

the primary structure is critical for the overall conformation of a protein, consid-

ering that the order of the side-chain structures and resulting interactions play a

critical role in the folding of the protein into more complex structures, especially

due to the different chemical properties associated with the R group of each amino

acid. Moreover, the order in which the amino acids are connected defines a set of

interactions between amino acids, which is crucial for the biological activity and

properties of the protein.

The secondary structure is essentially determined by backbone interactions and

hydrogen bonds, where the linear sequence of amino acids folds upon itself. On that

account, local folded structures occur within the polypeptide chain due to hydrogen

bonds between the partially negative oxygen atom and the partially positive nitrogen

atom associated with backbone amino acid atoms, thus, amino acid side chains are

not involved in these hydrogen bonds. Additionally, the hydrogen bonds can coil

or fold the polypeptide chain, resulting in different patterns that contribute to the

protein shape. The most common types of secondary structures are the α helix and

β sheet, however, other patterns have been identified and categorized, such as β

loops or β turns [58, 59, 60].

The tertiary structure is the overall 3D shape of a polypeptide and it is determined
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primarily by the interactions that occur between the R groups of the amino acids.

Hence, the properties of the R groups highly influence the protein’s tertiary struc-

ture and global shape, e.g., polar hydrophilic and non-polar hydrophobic amino

acids lead to hydrophobic interactions, in which non-polar hydrophobic R groups

cluster together at the core of the protein, avoiding contact with the surrounding

water. Moreover, several non-covalent interactions are involved in the tertiary struc-

ture, including hydrogen bonding, ionic bonding, dipole-dipole interactions, Van der

Waals interactions, and London dispersion forces. On that account, the resulting

3D conformation depends on the global energy minimum and stability across all

possible interactions between the amino acid residues.

The quaternary structure results from the combination of multiple polypeptide

chains (subunits) into a single functional protein, in which mostly weak interac-

tions, e.g., hydrogen bonding, are involved to maintain the structure. Even though

this structure is relatively uncommon compared to single polypeptide chain proteins,

it can lead to proteins capable of more complex functions, e.g., transporting oxy-

gen throughout the blood (hemoglobin) or cell signaling (G-proteins), and increased

stability [61, 62].

Figure 2.5 illustrates the four levels of protein structure, specifically primary, sec-

ondary, tertiary, and quaternary.

2.2 Drug Discovery

Drugs have been playing an important role in the overall health and survival of

the human race, in which their use has been crucial for the treatment, prevention,

and control of a broad range of diseases, illnesses, and other clinical conditions [65].

These substances were initially discovered by evaluating the mechanisms and effects

of natural products, e.g., plants and mineral sources, or by mere serendipity [66].

Despite the medical properties of most of these natural compounds, the levels of

toxicity were usually considerably high, resulting in harmful effects. In that re-

gard, recognizing that the beneficial and toxic properties of a drug were important,

especially that effective drugs should have a higher selectivity for the target microor-

ganism instead of its host [67], was crucial to shifting drug discovery into finding

active components within natural substances that account for their pharmacological

properties, i.e., isolated products of higher purity [68, 69]. Additionally, microbial

natural products or products derived from microbial compounds, i.e., antibiotics,

have been vital for the human race’s survival by rendering life-threatening bacte-
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(a)

(b) (c)

(d) (e)

Figure 2.5: Four levels of protein structure. a) Primary structure. b) Secondary
structure: α helix. c) Secondary structure: β sheet. c) Tertiary Structure: Myo-
globin [63]. d) Quaternary structure: Hemoglobin [64]. Figures a), b), and c)
adapted from Lehninger Principles of Biochemistry, 5th Edition [46].
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rial infections efficiently curable. These compounds, starting with Penicillin, which

was discovered by Sir Alexander Fleming in 1928 [70] and used to treat bacterial

infections during World War II, were the pinnacle of modern medicine development,

leading to major advances in surgery, transplants, and chemotherapy [10, 13].

Most drugs are now derived from combinatory chemistry, chemical synthesis, molec-

ular modification of known drugs, rational design, or related to substances produced

by certain microorganisms. Nevertheless, natural compounds isolated from natural

sources still represent a major class of molecular drugs that are involved in the

treatment of several categorized human diseases and are usually considered a start-

ing point in the discovery of certain agents, e.g., immunosuppressive agents [69].

The drug discovery challenge includes the identification and development of

molecules that elicit a certain desired effect in a living organism, the study of proteins

involved in key biological pathways or related to certain diseases, and the evalua-

tion and optimization of the organic functional groups and the pharmacophore of

potential leads [71]. On that account, the development of High-Throughput Screen-

ing (HTS) methods in combination with combinatorial chemistry has led to major

findings in the drug discovery field [72, 73, 74]. In the HTS step, compounds from

large chemical libraries or collections of synthetic compounds are screened (assayed)

against a variety of well-characterized targets in order to identify specific mecha-

nisms of action, including inhibition, activation, modulation, or interference [75].

The compounds that show activity and selectivity in pharmacological and biochem-

ically relevant screening are modified using parallel chemistry approaches (combina-

torial chemistry) in an iterative process of synthesis, characterization, and screening

to optimize their efficacy and drug-like properties (lead optimization), considering

that hit compounds rarely cover the needs in affinity, selectivity, efficacy, and safety

[76]. Thus, at each stage of the lead optimization process, Structure-Activity Re-

lationship (SAR) or Quantitative Structure-Activity Relationship (QSAR) studies

are usually conducted in order to ascertain physicochemical properties, molecular

properties, and the interactions of the drug [77, 78, 79, 80].

The current drug development process is usually divided into six different steps: tar-

get discovery, lead discovery, lead optimization, pre-clinical, clinical trials, and reg-

ulatory approval [71]. Target discovery comprises studies to identify key molecules

in a specific metabolic or cell signaling pathway related to a particular clinical state.

Considering that drugs predominantly target proteins, including enzymes, receptors,

or transporters, it is essential to accurately identify and evaluate the therapeutic ef-

fect and regulation of the discovered targets for the pharmacological action of a
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certain drug. Lead discovery includes the identification of chemical compounds or

molecules that interact with a certain target with high affinity, efficacy, and selec-

tivity. These molecules should have properties that are likely to be therapeutically

useful and are usually the starting point for drug design and development. Lead op-

timization aims to improve efficacy, selectivity, and pharmacokinetic features, i.e.,

Absorption, Distribution, Metabolism, and Excretion (ADME) properties of lead

compounds. This stage comprises systematic modifications and refinements of the

structure of lead compounds in order to evaluate the physicochemical and molecular

properties and the relative contribution of each organic functional group. On that

account, several analogs of the lead compounds are typically generated through var-

ious forms of alterations, wherein the impact of these modifications on the biological

activity is assessed. These refinements are usually linked to the size and shape of

the carbon skeleton, the spatial arrangement of the lead compound, and the type

and extent of substitution. In the pre-clinical stage, in vitro and in vivo experiments

are conducted prior to human consumption in order to determine and evaluate Ab-

sorption, Distribution, Metabolism, Excretion, and Toxicity (ADMET) properties,

dosage, and efficacy. Clinical trials are conducted on humans and are usually di-

vided into three phases. In phase I, the drug’s safety, dosage, and toleration are

evaluated in a group of healthy humans. In phase II, the drug is administered to

patients that have the condition in order to assess its efficacy. In phase III, a larger

sample of patients is selected to conduct a more reliable statistical analysis of the

drug’s effectiveness and potential side effects. Moreover, reproductive effects, terato-

genicity, and immunologic and behavioral toxicities are also evaluated at this stage.

Regulatory approval entails the registration and approval by a drug administration

department, such as Food and Drug Administration (FDA) in the United States or

European Medicines Evaluation Agency (EMEA) in Europe. Figure 2.6 illustrates

the drug discovery pipeline.

The contributions in genomics, proteomics, and bioinformatics have been crucial

to further development and findings in drug discovery given the rapid and precise

discovery of genes/proteins involved in the etiology of certain diseases [81]. On that

account, the use of certain proteomics technologies, such as mass spectroscopy, in

combination with affinity chromatography or micro-array methods has been impor-

tant for probing DTIs [82, 83]. Furthermore, X-ray crystallography and Nuclear

Magnetic Resonance (NMR) methods have been essential for determining the 3D

structure of proteins and/or drug–target complexes, revealing a high level of de-

tail about potential active sites within the protein and providing important insights

regarding the interaction between active small molecules and biologically relevant
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Figure 2.6: Overview of the drug development process. (I) Target and lead discov-
ery focus on identifying which targets interact with a certain drug and which drugs
bind to a certain target, respectively. (II) Lead optimization is associated with the
improvement of the discovered active compound’s chemical properties, including po-
tency, selectivity, and pharmacokinetic attributes. The pre-clinical stage, known as
ADMET assessment, enforces that several conditions for consumption are met. (III)
The clinical trials comprise several stages (human trials) to meticulously evaluate
the effectiveness and viability. The regulatory approval entails the registration and
approval by a drug administration department, e.g., FDA or EMEA.

protein targets [84, 85]. NMR spectroscopy has also been effective for the gener-

ation of multivariate metabolites in order to improve lead compound selection in

drug toxicity screening.

In spite of the interesting findings of screening methods, these traditional drug dis-

covery approaches have a low rate of success. Hence, modern sources focus on

computer-aided drug design given the advances in computational methods and in-

creasing knowledge of disease etiology and biological systems associated with it [86].

Computer-aided drug design includes a variety of computational approaches, e.g.,

structure-based, ligand-based, or de novo design, and improves the identification of

new leads and design of compounds with increased selectivity, efficacy, and safety

[87]. Furthermore, these in silico methodologies are usually combined with drug

repositioning strategies, making use of well-established chemical substances with

known bioactivity as lead or prototype [88, 89, 90]. On that account, it greatly

reduces the cost of lead screening and the time required for a drug to reach the

market, considering that the search space is around structural congeners, homologs,

or analogs of known and approved drugs.
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2.3 Pharmacological Activity and Drug–Target

Interactions

Drugs are identified as any substance that is used to explore, modify, or control

physiological systems or pathological states for the benefit of its host. On that

account, these chemical compounds can be applied to a broad range of different

conditions, including the provision of certain elements, prevention of a disease or

infection, treatment against a bacterial or virus infection, temporary blocking of a

normal function, correction of a derange function, or even as diagnostic auxiliary

agents [91].

The structure of a drug usually comprises a carbon skeleton and different organic

functional groups, where the former is responsible for the size and shape of the

molecule and the latter for the overall molecular reactivity [92]. On that account,

the structure is usually divided into two main components: pharmacophore and

secondary substructures. The pharmacophore is involved in the binding process

and is thus responsible for the biological/pharmacological response of the drug. On

the other hand, the secondary substructures are associated with transport, storage,

bioavailability, chemical and metabolic stability, excretion, and interactions with

secondary receptors, which are essential to regulate the effects of the drug molecule

in the body [93, 94].

The pharmacological action of a drug is a complex pattern of processes in which sev-

eral factors are involved, thus, it is not only related to the intrinsic properties of the

compounds but also to the interaction with the complementary chemical groups of a

specific cellular component (receptor), which initiates various biological and physio-

logical modifications, altering the function rate of that receptor. The drug’s action

is usually divided into three main phases: pharmaceutical, pharmacokinetic, and

pharmacodynamic [76]. In the pharmaceutical phase, the drug’s administered form

is disintegrated and the compound is pharmaceutical available, i.e., available for ab-

sorption. The pharmacokinetic stage is associated with the ADME steps/properties

of the compound, in which the drug is available for action (biological availability).

Moreover, compounds are usually either stored within the host (drug’s metabolism),

wherein they can remain intact or undergo further chemical modifications, or elimi-

nated after a certain period of time (drug’s excretion). The pharmacodynamic step

is associated with the interaction of the active small molecule with its receptor,

leading to a series of chemical and biochemical phenomena in order to produce a

specific biological/pharmacological effect.
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The interaction between a protein and a drug is the consequence of several bond

types, including ionic, hydrogen, hydrophobic, Van der Waals, and/or covalent, in

which the complementarity of certain active and functional groups in the 3D space

is essential to form bonds, i.e., the effectiveness of the drug depends on the com-

plementarity between the molecular shape and stereoelectronic structure (electronic

distribution) of the chemical compound and the stereoelectronic structure of the

receptor [33]. On that account, the 3D orientation and arrangement of the organic

functional groups are determinants for the interaction, e.g., enantiomers and di-

astereomers of a certain chemical compound usually result in significant differences

in the pharmacokinetic and pharmacodynamic behavior and physical and chemical

properties, respectively [95, 96]. Nevertheless, several other factors affect the inter-

action, including physical, chemical, and physiological. The interaction process is

usually divided into two types of binding, specifically primary and secondary, where

the former is responsible for a firm binding, e.g., ionic bonds, and the latter for

supplementary bonds to hold the compound within the interaction complex. Addi-

tionally, DTIs can be reversible or irreversible depending on the dynamic equilibrium

of the complex, the type of binding bonds that occurs, and the binding region within

the protein [97, 98].

Proteins contain pockets, cavities, surface depressions, and other geometric regions

where small molecule compounds can easily bind. Thus, not all regions within the

protein are responsible to form bonds, only specific spots, denominated of active or

binding sites, interact with the drug [99]. However, certain chemical compounds can

bind to other areas within the protein surface (allosteric sites), leading to changes in

the conformation of the protein binding sites [100]. Moreover, most proteins undergo

conformational changes when binding to a substrate, e.g., adjust their shape, in order

to promote the interaction [101, 102].

Overall, drugs are potential modulators of the functions performed by several pro-

teins, in which their ability to bind (affinity) and capacity to execute their pharma-

cological activity (intrinsic activity) determine the role enforced by these chemical

molecules. Thus, drugs can be classified as agonists, antagonists, or partial antago-

nists [103]. Agonists are associated with molecules that induce a biological response

upon binding to a receptor, whereas antagonists inhibit or decrease the physiolog-

ical reactions of the receptor. Nevertheless, some drugs are capable of producing

their effects without interacting with a specific receptor (lack of affinity and intrinsic

activity).
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2.4 Binding Affinity

The interaction between active small compounds and biologically relevant targets is

determined by comprehensive processes and factors, including intermolecular inter-

actions and energies, concentrations, and conformations, that are heavily reflected

in the binding affinity or bioactivity of the ligand. However, these aspects are not

adequately captured in binary relationships, which indicate only the presence or ab-

sence of interaction. Hence, it is crucial to consider the binding affinity in order to

quantify the strength of the association between compounds and targets and assess

the magnitude and rank order of the interaction. On that account, the ligand’s bind-

ing affinity is vital to differentiate primary interactions from those with secondary

targets (known as off-targets). This distinction helps in understanding the specific

target of interest and avoids potential confusion by interactions with unintended

targets.

The measure of the binding affinity in in silico studies is usually calculated using

three different metrics: Kd, Ki, and IC50 [104]. Kd is a direct measurement of the

equilibrium between the receptor-ligand complex and the dissociation components,

where lower values indicate higher binding affinity [24, 25]. Considering a protein

P , a ligand L, and a protein-ligand complex PL, Kd can be expressed as:

P + L
koff−−⇀↽−−
kon

PL

Kd =
[P ][L]

[PL]
=
koff
kon

=
1

Ka

(2.1)

, where [P ] is the equilibrium concentration of a protein molecule P , [L] is the equi-

librium concentration of a ligand molecule L, [PL] is the equilibrium concentration

of a protein-ligand molecule PL, koff is the dissociation rate constant, kon is the

association rate constant, and Ka is the binding/affinity constant. Moreover, Kd is

usually given in terms of molar concentration (M).

Ki is also seen as a dissociation constant but measured in inhibition studies and,

therefore, depends on the kinetic mechanisms of inhibition, such as competitive

inhibition, uncompetitive inhibition, non-competitive inhibition, or mixed inhibition

[21, 22]. In this regard, only when the kinetic mechanism is accurately identified,

can Ki values provide an accurate representation of the binding constant. This

metric is usually associated with ligands that reduce the catalytic activity of enzymes

and, thus, it is calculated by determining rates of enzyme-catalyzed reactions while
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independently varying the concentration of substrate and inhibitor. Low values of Ki

indicate a strong binding association. On the other hand, IC50 is the concentration of

inhibitor required to reduce the biological activity to half of the uninhibited value,

and it is affected by the measurement conditions, mechanisms of inhibition, and

concentrations [23]. Contrarily to Ki, IC50 is determined at only one concentration of

substrate over a range of inhibitor concentrations. Low values of IC50 are associated

with higher binding affinity.

IC50 can be converted to Ki (and vice-versa) using the Cheng–Prusoff equation [105]

when the mechanism of inhibition and the concentration of the substrate are known

[21]:

� Competitive inhibition: inhibitor binds only to free enzyme.

IC50 = Ki(1 +
[S]

KM

) (2.2)

, where [S] is the concentration of the substrate and KM is the Michaelis constant.

� Uncompetitive inhibition: inhibitor binds only to the enzyme-substrate complex.

IC50 = Ki(1 +
KM

[S]
) (2.3)

, where [S] is the concentration of the substrate and KM is the Michaelis constant.

� Mixed inhibition: inhibitor binds to both free enzyme and enzyme-substrate com-

plex with different inhibition constants.

IC50 =
[S] +KM

( [S]
Kies

+ KM

Kie
)

(2.4)

where [S] is the concentration of the substrate, KM is the Michaelis constant,

Kies is the inhibition constant to the enzyme-substrate complex, and Kie is the

inhibition constant to the free enzyme.

� Non-competitive inhibition: a special case of mixed inhibition where substrate

binding does not affect inhibitor binding.

IC50 = Ki (2.5)

The equations above are obtained by using derivations of Michaelis–Menten kinetics

[106] in order to relate the rate of reaction to the concentration of inhibitor. Consid-
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ering an enzyme E, a substrate S, an enzyme-substrate complex ES, and a product

P , the standard Michaelis–Menten equation (without any competitive inhibitor) can

be expressed as:

E + S
koff−−⇀↽−−
kon

ES
kcat−−→ E + P

V0 =
Vmax[S]

KM + [S]

(2.6)

, where V0 is the initial reaction rate, [S] is the concentration of the substrate, KM is

the Michaelis constant, Vmax is the maximum reaction rate, koff is the dissociation

rate constant, kon is the association rate constant, and kcat is the catalytic rate

constant. The Michaelis constant can be expressed as:

KM =
koff + kcat

kof
(2.7)

, where koff is the dissociation rate constant, kon is the association rate constant,

and kcat is the catalytic rate constant. Given the similarities between Kd and KM ,

lower KM values are usually associated with a higher affinity of the enzymes for the

substrates.

2.5 Protein-Ligand Binding Models and Binding

Pockets

Apart from the complementary of certain active and functional groups in the 3D

space, there are several factors involved in the interaction between proteins and com-

pounds, including physicochemical mechanisms, binding kinetics, thermodynamic

profiles, binding driving forces, enthalpy-entropy compensations, and interactions

with the adjacent molecules of the surrounding environment, that affect the overall

stability of the encounter protein-ligand complex [107, 108]. In that regard, the

driving forces leading the association between proteins and ligands are intricately

derived from a culmination of diverse interactions and energy exchanges involving

the protein, ligand, and adjacent molecules (surrounding environment) [24]. The

stability of the resulting protein-ligand complex is usually measured by the mag-

nitude of the negative change in Gibbs free energy (∆G), i.e., lower values of free

energy upon binding are associated with a higher stability of the complex [109, 110].

This measure, corresponding to the difference of energy between bound and unbound
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states, can be expressed using enthalpic and entropic contributions:

∆G = ∆H − T∆S (2.8)

, where ∆H is the binding enthalpy, ∆S is the binding entropy, and T in the

temperature in Kelvin.

The binding enthalpy is closely associated with the energy changes that arise from

the establishment of noncovalent interactions, namely Van der Waals interactions,

hydrogen bonds, ionic bonds, and polar or apolar interactions, occurring between the

protein and ligand at the binding interface [111]. The disruption of individual non-

covalent bonds between the protein and/or ligand with neighboring molecules can

also influence the binding enthalpy favorably or unfavorably [112, 113]. Conversely,

the binding entropy encompasses the overall increase or decrease in the degrees

of freedom exhibited by the proteins, ligands, and adjacent molecules within the

surrounding environment [114]. Changes in binding entropy are commonly charac-

terized by various entropic terms, including alterations in the entropy of the sur-

rounding environment, changes in conformational entropy associated with the mod-

ification of conformational freedom in both the protein and ligand upon binding,

and translational and rotational entropy changes reflecting the loss of translational

and rotational degrees of freedom of the protein and ligand upon formation of the

complex [115, 116, 117]. Similar to the binding enthalpy, the binding entropy change

can have either favorable or unfavorable contributions to the binding free energy.

Nonetheless, the overall stability of the resulting binding complex is also influenced

by factors such as the structural and thermodynamic properties of the surround-

ing environment and neighboring molecules, the flexibility of the binding pocket

and adjacent regions, the molecular structure and conformation of the ligand, and

fluctuations in intermolecular forces throughout the binding process [118, 119, 120]

Given the profound impact of binding thermodynamics and kinetics, and protein

dynamics on the binding pockets, various models and mechanics for protein-ligand

binding have been proposed and extensively explored, namely the lock and key

[121, 122], induced fit [123, 122], and conformational selection [124, 125, 126] mod-

els. In the lock and key model, both the protein and ligand are regarded as rigid

entities, and the binding surfaces exhibit perfect complementarity. Consequently,

only ligands that possess precise size and shape can bind to the protein at the bind-

ing pocket. This model predominantly relies on entropy-driven processes, as the

interaction is primarily dictated by factors such as size, shape, and surface charac-

teristics [127, 128, 129]. Moreover, the most significant contribution to the negative
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change in binding free energy of the resulting complex stems from alterations in

the entropy of the surrounding environment [130]. In the induced fit approach, the

receptor’s flexibility is taken into consideration, in which the binding pocket within

the protein is capable of undergoing conformational changes upon ligand binding

to promote the interaction [131]. Contrarily to the lock and key model, induced fit

is predominantly driven by enthalpy factors due to the formation of strong bonds

during the restructuring process of the receptor to create a compatible binding site,

resulting in a negative change in enthalpy [132, 133, 134]. The conformational se-

lection model acknowledges that most proteins inherently exhibit dynamic behavior

and significant conformational flexibility [135, 136]. Accordingly, proteins contin-

uously transition between different conformational states or substates that possess

similar energies (multiple free energy minima) [137, 138]. To facilitate the inter-

action, the protein undergoes conformational changes, and the ligand selectively

binds to the most suitable conformational state or substate [139]. This protein-

ligand binding model encompasses contributions from both entropy and enthalpy

factors, which collectively enhance the stability of the protein-ligand complex. Nev-

ertheless, these binding mechanisms may coexist concurrently or occur sequentially,

depending on the molecular interaction involved or the context of the interaction

[140, 141, 142, 143].

Binding pockets are identified as specific regions (cavities) within the surface or on

the interior of a protein that exhibit favorable characteristics for accommodating a

ligand. The properties of a binding pocket, including its physicochemical attributes,

shape, and positioning within the protein, collectively dictate its functional role

[144]. The composition of amino acids within the binding pocket plays a crucial

role in determining its properties and, consequently, its ability to effectively bind a

ligand [145, 146]. Nevertheless, residues in the neighborhood of the binding pockets

can also have long-range effects on the properties of the binding sites, influencing

their ligandability [147]. Even though the overall complementarity, geometry, and

properties of the binding pockets are important for ligand binding, the intrinsic pro-

tein flexibility and conformational adjustments greatly affect receptor-drug binding

thermodynamics and kinetics [101, 102, 148, 149].

The mobility of proteins can induce the opening, closing, and adaptation of the

binding pocket to regulate the binding process and specific protein functions. Fur-

thermore, the inherent flexibility of proteins can result in subtle modifications to

preexisting pockets or even the creation of entirely new pockets [150]. On that ac-

count, various categories of binding pockets associated with different protein dynam-

ics properties have been identified: subpocket, adjacent pocket, breathing motion,

30



Chapter 2. Proteomics, Chemical, and Pharmacological Contexts

channel/tunnel, and allosteric site. Subpockets and adjacents pockets are associ-

ated with the appearance/disappearance of pockets in an already existing pocket

or the neighborhood of an already existing pocket, respectively. Breathing motion

is related to protein motions that lead to the enlargement or contraction of the

original binding site. Channels or tunnels correspond to the opening or closing of

certain structural gates within the protein structure, i.e., connecting the binding

pocket inside the protein with the surrounding environment, that allows or blocks

the entrance of the ligand. The allosteric pocket is usually located at another site of

the protein, leading to conformational changes of the original pocket or competing

with the original pocket at different rates.

Considering the dynamics of several proteins and the distribution of possible con-

formations with similar energies, some of the aforementioned classes of binding

pockets related to small ligands are usually associated with transient states due

to the stabilization of energy contributions [43, 151]. On that account, it is chal-

lenging to identify and properly characterize these binding pockets, and discover

and/or design potential leads that selectively bind to these regions with high affin-

ity [152, 153]. Thus, the identification of protein-ligand binding pockets is crucial for

elucidating the biological functions of proteins and the mechanisms involved in DTIs

[154, 155, 156, 157]. In that regard, several in silico solutions for predicting binding

pockets have been proposed and are usually characterized by the strategy of the algo-

rithm, e.g., geometric, template, or learning-based (ML), or by the level of structure

data, i.e., sequence or 3D structure-based [158, 159, 160, 161, 162, 163, 164].
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Chapter 3
In Silico Drug Discovery

T
his chapter provides an overview of the state-of-the-art in DTI and DTA

prediction, presenting several research works across different branches

within the computational drug discovery domain. Section 3.1 briefly de-

scribes the standard workflow associated with in silico DTI or DTA prediction.

Section 3.2 presents various studies centered on the use of 3D structures and com-

plexes for the inferring process. Section 3.3 introduces a range of research works

stemming from property-activity similarity concepts. Section 3.4 presents multiple

studies that leverage the vast amount of properties available/known to character-

ize proteins and compounds. Section 3.5 features a selection of studies exclusively

related to DTA prediction.

3.1 Computational Drug Discovery Workflow

In silico methods have greatly influenced the drug development pipeline, accelerat-

ing the identification of potential DTIs and the discovery of new leads. Considering

that several internal and external factors are involved during the binding process of

active small molecules and biologically relevant targets, different perspectives and

approaches have been proposed over the past years to solve the challenge of iden-

tifying new DTIs. Computational methods model this interaction using structural,

biological, topological, and/or physicochemical properties as well as an experimen-

tally validated characterization of that interaction, which can either be a binary

association or a bioactivity metric. Depending on the type of information used

to define and characterize the compounds and/or proteins, these methods can be

broadly classified into three dominant categories: Structure-based, Ligand-based,

and Chemogenomic/Proteochemometric (PCM) approaches. Figure 3.1 depicts the

computational drug discovery workflow.
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Figure 3.1: Computational Drug Discovery Workflow.

3.2 Structure-based

Structure-based approaches, commonly known as docking simulation, are primarily

used to predict the 3D structure of receptor-ligand complexes. These methods sim-

ulate the interaction between the receptor and the ligand and score it based on the

intermolecular energy and individual contributions from each binding component

[176, 177]. The coordinates of the receptor and ligand are used to predict the re-

sulting complex’s coordinates based on known potential binding sites, e.g., derived

from X-ray crystallography cognate structures, in which the docking search box is

centered on these regions (guided docking), or, on the other hand, blindly docking

onto the receptor structure, when there is no knowledge available regarding poten-

tial binding locations or 3D structures of a complex of the receptor (blind docking)

[178]. Docking methods differ in terms of the molecular flexibility considered, the

direction of docking (forward or reverse), and the scoring function used.

When predicting the resulting receptor-ligand complex, different degrees of molecu-

lar flexibility can be considered: receptor and ligand both rigid, receptor and ligand

both flexible, or receptor rigid and ligand flexible [179]. Proteins are in constant

motion between different conformation states with similar energies and change their

conformation to promote the interaction, thus, it is important to account for re-

ceptor flexibility. However, this presents a challenge in most docking simulation

approaches due to the number of degrees of freedom associated with all the different

possible conformations.
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Furthermore, the lack of knowledge regarding the 3D structure of proteins and the

number and complexity of possible conformations pose challenges to this methodol-

ogy. Nevertheless, some approaches can overcome the lack of information associated

with the receptor’s 3D structure, e.g., homology modeling [180] or AlphaFold [181].

Homology modeling predicts the 3D structure of the receptor based on proteins

with high sequence similarity and known 3D structure, however, most of the re-

sulting structures are unreliable given the protein folding complexity [182]. On the

other hand, AlphaFold directly predicts the 3D coordinates of all heavy atoms for

a given protein using the primary amino acid sequence as input, in which a confi-

dence score is assigned for each residue. Despite the high average confidence score

obtained in several structures predicted by AlphaFold, various proteins still present

low confidence scores across most 3D predicted substructures.

Moreover, the score functions used in docking simulations often apply various as-

sumptions and simplifications, in which certain energetic or geometric terms are

usually not considered due to the computational cost of employing a highly accu-

rate scoring function. Hence, this compromise in the scoring function’s accuracy can

impact the reliability and validity of the predictions [183].

In spite of the aforementioned limitations, structure-based approaches remain a

valuable tool for modeling and predicting DTIs, offering a realistic approach to

tackle DTIs. Additionally, they are still widely employed in structure-based drug

design due to their ability to provide detailed information about potential active

sites and the overall binding process.

Li et al. (2006) [184] developed a valuable tool called Target Fishing Dock (TarFis-

Dock) for target identification. This approach combines a database of potential

drug targets with a reverse ligand-protein docking approach to seek and identify

potential protein targets for a given small molecule. TarFisDock generates a list of

protein targets and then performs docking of the small molecule into the potential

binding sites of these proteins. It calculates the interaction energy of the resulting

complex using Van der Waals and electrostatic interaction terms in order to assign

a score. The database used in TarFisDock consists of proteins that have known

3D structures and have been previously identified as targets in several therapeutic

areas. This method takes into account only the flexibility of the ligand and not the

flexibility of the receptor. Moreover, TarFisDock has successfully identified targets

for vitamin E, and 4H-tamoxifen, which is commonly used in the treatment of breast

cancer.

Wang et al. (2012) [185] introduced a web-based tool called idTarget, which uses
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reverse docking to screen a vast number of protein structures available in the PDB

[186]. This approach employs a divide-and-conquer docking strategy, where the

entire receptor surface is explored using overlapping grid maps to identify multiple

potential binding sites. For each binding site, an affinity profile is generated to

assess the prediction confidence of the target screening results. The scoring function,

based on robust versions of the AutoDock scoring function [187], incorporates atomic

charges obtained from quantum chemical calculations and employs robust regression

analysis to minimize the impact of outliers. To validate the performance of idTarget,

the tool was evaluated with an HIV-1 protease inhibitor (DRV), an inhibitor of

various protein kinases (6BIO), and an inhibitor of histone deacetylase 2 (LLX).

Gowthaman et al. (2016) [188] discovered inhibitors, validated through biochemical

assays, for the human antiapoptotic protein Mcl-1. This protein plays a crucial role

in treating various cancers, either as a single agent or in combination with other

inhibitors. The proposed method, Docking Approach using Ray-Casting (DARC),

involves matching the topography of a surface pocket in the protein with that of a

potential ligand using a set of rays originating from a specific point within the pro-

tein (binding pocket topography mapping). This method evaluates the intersection

of the ray set (from the same origin point within the protein) with both the pocket

and the ligand, in which the shape complementary is evaluated based on distance pa-

rameters. The origin point is determined by considering the pocket’s position within

the protein and it is placed directly below the pocket on the protein side. Addi-

tionally, the optimal position and orientation of the ligand are determined through

derivative-free minimization using the particle-swarm optimizer from Rosetta [189],

along with a set of pre-built ligand conformers, i.e., the internal degrees of freedom

of the ligand are fixed.

Wang et al. (2019) [190] proposed a consensus inverse docking strategy known as

ACID for drug repurposing. This approach combines multiple docking methods,

namely AutoDock Vina [191], LEDOCK [192], PLANTS [193], and PSOVina [194],

to generate and explore several potential binding poses. Considering that each dock-

ing method uses distinct conformation search algorithms and scoring functions, the

integration of their results can lead to overall improved performance. The docking

results from each method are clustered and merged using an iterative conforma-

tional cluster-vote strategy. This strategy identifies the conformational cluster with

the highest number of votes, which is then used for binding affinity (binding free en-

ergy) calculations based on Molecular Mechanics/Poisson–Boltzmann Surface Area

(MM/PBSA) and X-SCORE methods [195, 196].
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Zhang et al. (2020) [197] developed a blind protein-ligand docking approach called

EDock, which relies on Replica-Exchange Monte Carlo (REMC) simulations [198].

EDock leverages the 3D structure of a given protein or a protein model (gener-

ated/predicted) to predict potential binding sites and initial ligand poses using se-

quence profiling and structure-based comparison searches, in which an initial con-

formation is generated through graph matching. The final pose is determined by

conducting REMC simulations over the initial conformation, involving extensive

docking conformation searching and structure refinement. To enhance the relia-

bility of low-resolution docking with predicted protein structures, Van der Waals

weightings and binding site distance constraints are incorporated.

3.3 Ligand-based

Ligand-based approaches extrapolate potential interactions by comparing a new lig-

and with known protein ligands. These methods are based on the premise that simi-

lar compounds possess similar properties and, thus, should exhibit similar bioactivity

and bind to the same group of proteins [199]. However, they are heavily dependent

on the amount of known and available ligands, performing poorly when this number

is scarce or there is a lack of knowledge regarding known interactions.

These methods rely on a similarity measure and usually follow QSAR principles,

which state that variations in the biological activity associated with a group of

ligands are related to variations in their structural, physical, and/or chemical prop-

erties. QSAR approaches focus on finding a model, e.g., a statistical-based model,

capable of determining the correlation between chemical structures and biological

activity [200]. The quality of these models greatly depends on the selection of rel-

evant and discriminating descriptors, which can be related to either molecular (2D

QSAR) or 3D geometric (3D QSAR) properties. Furthermore, the choice of a suit-

able linear or non-linear mapping model is crucial to address the specific problem

at hand [79].

Afantitis et al. (2006) [201] developed a linear QSAR model to predict the in-

duction of apoptosis (programmed cell death) by 4-aryl-4H-chromenes, which are

identified as promising apoptosis inducers. The study used a set of 43 4-aryl-

4H-chromenes with known biological activity, and each compound was character-

ized using physicochemical, structural, and topological descriptors. These features

were reduced to the seven most significant descriptors according to the elimination

selection-stepwise regression variable selection method. Multiple linear regression
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was employed to derive the QSAR model, resulting in a linear equation capable

of predicting apoptosis-inducing activity. The model underwent rigorous validation,

including cross-validation, external set validation, and Y-randomization. The results

highlighted the utility of QSAR models as alternatives to traditional labor-intensive

and expensive experimental procedures.

Keiser et al. (2007) [202] introduced a similarity ensemble approach, SEA, which

quantitatively related receptors (proteins) based on the chemical similarity amongst

their ligands. The similarity was calculated using ligand topology and expressed as

a Tanimoto coefficient, which is considered a distance measure commonly applied

to fingerprint representations. A statistical model derived from BLAST [203] was

employed to rank the significance of the similarity scores. This approach facilitated

the discovery of novel and unexpected associations, as well as the identification of

potentially related proteins.

Luo et al. (2014) [204] proposed several binary classification non-linear QSAR mod-

els, including K-Nearest Neighbor (KNN), RF, and SVM, to identify novel hit com-

pounds targeting the 5-hydroxytryptamine 1A (5-HT1A) serotonin receptor, which

is an important target for potential mood and anxiety disorder treatments. These

QSAR models were built using bioactivity data of receptor ligands, where each com-

pound was characterized using 2D molecular descriptors (topological) obtained from

the DRAGON software [205]. A threshold of 10 µM was applied to define active and

inactive ligands. Furthermore, these models were employed in a consensus fashion

for three major types of chemical screening libraries, in which fifteen compounds

were selected for experimental testing. On that account, one of the nine confirmed

active compounds, Lysergol, was found to have a remarkably high binding activity,

which further validated the use of QSAR models.

Ma et al. (2015) [206] explored the use of single-task and multi-task Feed-Forward

Neural Networks (FFNs) to predict on-target and/or ADME activities based on

QSAR relationships. In this study, molecules were characterized using descriptors

associated with the atom type, such as the element and the number of non-hydrogen

neighbors, as well as the donor-acceptor pair, e.g., neutral donor or polar. The

findings demonstrated that employing DL architectures, specifically FFNs, resulted

in superior performance compared to traditional ML methods like RF. Additionally,

the multi-task FFN outperformed the single-task FFNs, highlighting the ability of

DL architectures to simultaneously model multiple QSAR tasks and leverage larger

datasets (increased chemical and molecular information) during the learning process.

Neves et al. (2016) [207] proposed a QSAR-based consensus binary classification
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framework to identify potential inhibitors of schistosomiasis, an acute and chronic

tropical disease. The approach involved combining multiple ML models, includ-

ing RF, SVM, and GBM, with various molecular fingerprint representations and

descriptors. The fingerprint representations and descriptors used in this study in-

cluded Morgan or Extended-Connectivity Fingerprints (ECFPs) [208, 209], Atom-

Pair fingerprints [210], Molecular Access System (MACCS) structural keys [211],

CDK descriptors [212], and DRAGON molecular features [205]. The top predicted

inhibitors were further evaluated using Virtual Screening (VS) and High Content

Screening (HCS), leading to the discovery of two promising compounds with poten-

tial antischistosomal activity.

3.4 Chemogenomic/Proteochemometric

The abundance of useful biological and chemical data and the growth of available

computational power have sparked the development of new predictive solutions in

the field of DTIs, leading to the PCM approaches [213]. These methods leverage var-

ious properties and representations to characterize proteins and compounds, which

are usually combined and used as input to ML models and DL architectures due to

their improved performance and ability to effectively learn from the available data

[27]. Contrarily to structure-based or ligand-based approaches that primarily rely

on genomic/proteomics or chemical data, respectively, PCM strategies aim to inte-

grate information from proteomics, chemical, and/or pharmacological spaces during

the inference process [214]. Numerous studies in the PCM domain have focused

on predicting DTIs, and they are predominantly categorized into two main types:

similarity-based and feature-based.

3.4.1 Similarity-Based

Similarity-based methods in the field of DTIs propose that compounds with similar

biological, topological, and chemical properties tend to exhibit similar functions

and bioactivities and should therefore interact and bind to similar targets [215].

Based on this principle, these methods leverage the shared associations of similar

compounds and targets to make new assumptions about their interactions. The

compounds and targets are represented using similarity matrices, which are usually

derived from similarities between chemical structures or substructures and sequential

similarity, respectively. The binding association is represented by an interaction

matrix, containing information related to the presence or absence of association for

each compound-target pair.
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Yamanishi et al. (2008) [216] introduced three supervised statistical methods to

infer unknown interactions for four classes of DTI networks in humans: enzymes,

ion channels, G-Protein-Coupled Receptors (GPCRs), and nuclear receptors. Their

approach involved representing the chemical space using a similarity matrix based

on similarity scores between chemical structures and representing the proteomic

space using a similarity matrix derived from the Smith-Waterman local alignment

algorithm normalized scores. The first method proposed, Nearest Profile, employed

the concept of nearest neighbors, in which predictions of a new drug or target were

based on the most similar drugs or targets, respectively, and high-scoring drug–

target pairs were predicted to interact with each other. In contrast, the second

method, Weighted Profile, used the similarity to all other drugs and targets instead

of relying solely on the most similar drug or target. The third method, Bipartite

Graph Learning, achieved the highest performance by integrating the genomic and

chemical spaces into a unified space referred to as the pharmacological space. This

space was represented as a bipartite graph projected into a Euclidean space, cap-

turing the interactions between proteins and drugs. This method employed a kernel

regression approach to learn the similarity between the chemical/genomic space and

the interaction space, enabling the inference of new interactions. The four DTI

datasets used in this study have served as benchmarks for numerous studies. Bleak-

ley and Yamanishi (2009) [217] further explored the original methodology proposed

by Yamanishi et al. (2008) [216], replacing the kernel regression method with two

SVMs: one for the target proteins of a given drug and the other for the target

drugs of a given protein. The results obtained from the two SVMs were combined

to generate a final prediction for each compound-target pair association.

Cheng et al. (2012) [218] introduced three inference approaches for predicting

new DTIs: Drug-based Similarity Inference, Target-based Similarity Inference, and

Network-based Inference. The first two methods operate under the assumption that

if a drug interacts with a particular target, other drugs with similar properties are

likely to interact with that target, and vice versa. The network-based inference

method, which exhibited the highest performance among the three approaches, dis-

regards the drug and target similarities and focuses solely on the known bipartite

network topology of DTIs. It calculates predictive scores for each drug and unlinked

target based on the similarity in network topology. This similarity is represented as

a weighted matrix that influences information propagation within the drug–target

network. Moreover, this approach exclusively used FDA-approved drug–target bi-

nary links to infer new predictions, limiting the predictive capability for new drugs

lacking any target information. Experimental validation of some predictions was
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conducted through in vitro assays.

Zheng et al. (2013) [219] employed Multiple Similarities Collaborative Matrix Fac-

torization (MSCMF) for predicting new DTIs. This approach uses Matrix Factoriza-

tion (MF) to decompose the connectivity matrix associated with the DTI network

(interaction matrix) into two matrices of latent variables representing each drug

and target in order to determine the missing interactions that are likely to exist.

Additionally, this study extends the MF concept by incorporating Collaborative Fil-

tering (CF) for prediction and multiple similarities for both drugs and targets. CF

introduces regularization terms that ensure that unknown drug–target pairs do not

contribute to the estimation of the latent variable matrices and that these matrices

are factorized representations of the drug and target similarities. Furthermore, in-

stead of relying solely on chemical structure and protein sequence similarities, the

method selects the most consistent similarities for the given DTI.

Peng et al. (2017) [220] proposed a semi-supervised framework called NormMulInf,

which is based on CF theory. This framework incorporates similarities among the

samples and local correlations among the labels into a Robust Principal Compo-

nent Analysis (RPCA) model. NormMulInf consists of two models: NormDrug and

NormTarget. NormDrug treats drugs as samples and targets as labels, and repre-

sents the chemical space by combining the similarity matrix based on the chemical

structure of drugs and the local associations between drug labels in the DTI net-

work (indicating the likelihood of interaction with targets). NormTarget, on the

other hand, treats targets as samples and drugs as labels, and represents the pro-

teomics space by combining the sequence similarity of target proteins and the local

correlations of labels among samples in the DTI network. Moreover, the proposed

approach masks a portion of interactions for each sample and aims to recover the

low-rank DTI matrix using the RPCA model, which is solved using augmented La-

grange multipliers [221].

Ezzat et al. (2017) [222] proposed a Graph−Regularized Matrix Factorization

(GRMF) method for DTI prediction. In this approach, the similarity matrices asso-

ciated with the drugs and targets are sparsified to retain only the similarity values

to the nearest neighbors for each drug and target, respectively. This study also em-

ploys a Weighted K-Nearest Known Neighbors (WKNKN) pre-processing method to

transform binary values in the interaction matrix into interaction likelihood values,

promoting the identification of new drugs and targets. Furthermore, a variation

of GRMF called Weighted GRMF (WGRMF) is explored to prevent unknown in-

stances (interactions without information) from contributing to the determination
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of the latent feature matrices.

3.4.2 Feature-Based

Given that similarity-based approaches have shown lower performance for certain

protein classes and that protein sequence similarity may not always be a reliable

indicator due to conformational complexity, feature-based methods have garnered

significant interest. Feature-based DTI studies involve characterizing each ligand

and target as numerical feature vectors, which combine various attributes (features)

such as physicochemical, structural, or topological properties. These feature vectors

are then used as input in prediction models to uncover unknown DTIs. Considering

the amount and variety of information available, numerous features related to recep-

tors and ligands can be extracted. However, not all of these features are relevant or

discriminatory to the prediction task. Thus, employing pre-processing methods on

the dataset and exploring feature engineering methodologies to assess and extract

significant features are usually required in order to improve the performance of the

models. Furthermore, when the number of features exceeds the number of samples,

the model’s performance tends to suffer in new data due to the curse of dimension-

ality [223]. Nevertheless, the majority of ML and DL studies for DTI prediction

primarily focus on feature-based PCM approaches, leveraging these feature vectors

to characterize ligand-receptor pairs and learn relationships and patterns within the

data.

Yu et al. (2012) [224] proposed a ML framework for inferring new interactions,

using RF and SVM as the prediction models. Chemical descriptors were generated

using the DRAGON software [205], which encompasses constitutional, topological,

and various other molecular properties. Conversely, protein descriptors were gener-

ated using the PROFEAT webserver [225], which primarily includes structural and

physicochemical properties. These chemical and protein descriptors were concate-

nated to create feature vectors that characterize drug–target pairs. The proposed

framework was validated using four distinct datasets associated with biologically

relevant targets, specifically human enzymes, ion channels, GPCRs, and nuclear

receptors [216].

Cao et al. (2014) [226] combined chemical, biological, and network properties into

feature vectors for predicting DTIs, in which RF was selected as the prediction

model. The chemical space was represented using MACCS fingerprints and/or sub-

structure fingerprints, while the proteomic space was represented by protein descrip-

tors such as amino acid composition and distribution, and other physicochemical
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properties. Additionally, network properties were described using binary profiles in-

dicating the presence or absence of interaction. The model was validated using the

four independent datasets corresponding to human enzymes, ion channels, GPCRs,

and nuclear receptors [216].

Coelho et al. (2016) [227] introduced a computational pipeline designed for screen-

ing potential DTIs for drug repositioning, applicable to any microbial proteome.

This framework combines network metrics calculated for the interactome of the tar-

get bacterial organism with predictions from an RF classification model to identify

potential DTIs. The compounds and proteins were represented using various de-

scriptors from the PyDPI package [228]. Protein descriptors encompassed amino

acid composition, Moran autocorrelation, and Composition, Transition and Distri-

bution (CTD) features. Drug descriptors included molecular constitution, molecular

connectivity, molecular property, kappa shape and charge descriptors, MACCS keys,

and E-state fingerprints. Moreover, molecular docking experiments were conducted

on the highest-scoring DTI pairs, demonstrating the pipeline’s effectiveness in iden-

tifying new leads for drug repositioning.

Peng et al. (2017) [229] presented a novel DTI prediction framework called PUDTI

for identifying potential DTIs and new drug repositioning candidates. This study

incorporates feature selection methods, positive-unlabeled learning models, specifi-

cally Spy and Rocchio techniques [230, 231], and the K-means clustering algorithm

to identify strong positive and negative DTIs. Drug molecules were represented

using various descriptors from the PaDEL-Descriptor Software [232], while proteins

were characterized using protein domain properties, pseudo amino acid composition

features, and position-specific scores. Furthermore, an SVM-based optimization

model called SVM with Similarity Weights (SVM-SW) was used to identify DTI

candidates, in which ambiguous samples were regulated based on similarity weights

to improve classification accuracy.

Considering the progressive advances in computing and the availability of large-scale

datasets to train complex models, DL algorithms have emerged as state-of-the-art

techniques in several research fields [233]. These architectures, usually consisting

of multiple and different hidden layers [234], are capable of uncovering intricate

and hidden patterns within the data without relying on feature engineering tools.

Moreover, they provide robust and discriminating feature representations from raw

input data and are capable of exploiting unknown structures within the data. Ad-

ditionally, DL models perform significantly better when applied to large datasets,

surpassing the traditional ML approaches.
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Tian et al. (2016) [235] proposed Deep Learning for Compound-Protein Interac-

tions (DL-CPI), a deep neural network approach for predicting compound-protein

interactions. The model combines chemical fingerprints and protein domains, which

are binary vectors indicating the presence or absence of specific features, as input

for a deep FFN architecture. This architecture consists of stacked dense layers, in

which all neurons are interconnected and the information flows in one direction.

Additionally, regularization techniques such as weight penalty coefficient, sparsity

coefficient, and dropout layers were employed to prevent overfitting of the model.

PengWei et al. (2016) [236] proposed a unified framework called MFDR (Multi-Scale

Features Deep Representations) that combines an autoencoder with an SVM classi-

fier to predict DTIs. The autoencoder is used to extract deep and low-dimensional

representations from molecular fingerprints and protein sequence descriptors. Au-

toencoders are unsupervised neural networks designed to learn an approximation of

the identity function, compressing the input space into a smaller and representative

latent-space representation while aiming to reconstruct the input accurately. The

autoencoder architecture is divided into two subnetworks: the encoder, responsi-

ble to compress the input data into a latent-space representation, and the decoder,

which reconstructs the input from the latent-space representation. The resulting

latent-space representation is used as input for the SVM classifier to predict the

binary association of compound-target pairs.

Wen et al. (2017) [237] introduced a DL framework known as DeepDTIs, based on

Deep Belief Neural Networks, for predicting DTIs. DeepDTIs uses features extracted

from chemical substructures and protein sequence order information as input. Deep

Belief Neural Networks stack Restricted Boltzmann Machines (RBMs), which are

two-layered stochastic neural networks (one visible and one hidden) connected by

a fully bipartite graph. This architecture learns a probability distribution from the

input data and is capable of extracting deep hierarchical features by modeling the

joint distribution between the training sample vector x and the hidden layers l:

P (x,h1,...,hl) = (
l−2∏
k=0

P (hk|hk+1)P (hl−1,hl) (3.1)

, where x=h0 (sample vector), P (hk−1|hk) is a conditional distribution for the visible

units conditioned on the hidden units of the RBM at level k, and P (hl−1,hl) is the

visible-hidden joint distribution in the top level RBM.

Wang et al. (2020) [238] developed a DL framework called DeepLSTM for identify-

ing unknown DTIs. In this architecture, drug molecules are encoded as fingerprint
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features, and protein sequences are encoded using position-specific scores obtained

through Legendre Moments (LMs) applied to the Position Specific Scoring Matrix

(PSSM), which contains evolutionary information. These features are combined to

characterize the DTI pair and then subjected to dimensionality reduction using the

Sparse Principal Component Analysis (SPCA) method, which reduces the dimension

of the feature space and decreases information redundancy. The resulting represen-

tation is used as input for DeepLSTM, which consists of stacked Long Short-Term

Memory (LSTM) layers, to predict the binary association of DTI pairs. LSTM is a

special type of Recurrent Neural Network (RNN) that includes memory blocks with

self-connection memory cells for storing temporal states, as well as input, output,

and forget gates to control the flow of information.

To address the limitations of using global descriptors, which are mostly not ro-

bust or discriminating for predicting real interactions, recent studies in the field of

PCM have explored the use of 1D structures, such as amino acid sequences and

Simplified Molecular Input Line Entry System (SMILES) strings, as well as graph

representations. These representations, in combination with CNNs, Graph Neural

Networks (GNNs), and FCNNs, have been explored for their potential in improving

DTI prediction accuracy [239, 240, 241].

Tsubaki et al. (2019) [239] proposed an end-to-end DL framework that combines

CNNs and GNNs for the prediction of DTIs. In their approach, protein sequences are

transformed into sequential representations using overlapping n-gram amino acids

and a learnable dictionary lookup matrix, which assigns a learnable continuous vec-

tor (embedding) to each protein subword. These sequential representations are

used as input for a CNN, which captures deep patterns within the data. On the

other hand, SMILES strings are converted into graph representations, where atoms

and bonds correspond to nodes and edges, respectively, and propagated through a

GNN in order to obtain a molecular vector representation. To enhance representa-

tion learning and address the limited number of parameters associated with atom

types and chemical bonds, the framework incorporates r-radius subgraphs based

on neighboring vertices and edges within a specific radius into the molecular graph

representation. Furthermore, a neural attention mechanism, inspired by the work

of Bahdanau et al. (2016) [242], is employed to assign different weights to protein

subword representations based on their relevance to the compound. The resulting

protein and compound representations are concatenated and provided as input to a

dense layer, which predicts the binary association of the DTI pairs.

Lee et al. (2019) [240] introduced a DL framework called DeepConv-DTI, which
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combines CNNs and FCNNs for the prediction of DTIs. Proteins are represented

using raw 1D sequential data, specifically amino acid sequences, and each residue

is converted into a learnable continuous vector (embedding) via a learnable dictio-

nary lookup matrix (embedding layer). Following the embedding layer, a CNN is

employed to capture local residue patterns within the protein sequences. The final

protein representation is obtained by applying a global max pooling layer to the

resulting feature maps from the CNN. Conversely, compounds are represented using

Morgan fingerprints [208] and used as input for an FCNN in order to obtain a la-

tent drug representation. The resulting protein and compound representations are

concatenated and fed into another FCNN, which predicts the binary association of

the DTI pairs. Additionally, regularization techniques such as dropout and batch

normalization were employed to prevent overfitting of the model and improve the

learning process.

Monteiro et al. (2021) [241] presented a DL architecture that leverages the particu-

lar ability of CNNs to extract 1D representations from protein amino acid sequences

and compounds SMILES strings. In their framework, the protein sequences and

SMILES strings are first encoded using a one-hot encoding layer, where each char-

acter in the sequence or string is converted into a binary vector representation. Two

parallel series of 1D convolutional layers are then employed to capture deep patterns

from the protein sequences and SMILES strings, respectively. To reduce the spatial

size of each feature map to its maximum representative feature, a global max pool-

ing layer is applied to the resulting feature maps, leading to deep representations

of the protein sequences and SMILES strings. The resulting deep representations

from both protein sequences and SMILES strings are concatenated into a single

feature vector and used as input for an FCNN, which acts as a binary classifier, pre-

dicting the presence or absence of interaction. Moreover, the results of this study

demonstrated that using 1D raw sequential data instead of global descriptors leads

to overall improved performance.

Despite the increasing modeling ability of DL architectures to learn sequential

and/or structural motifs and extract robust representations, the resulting predic-

tions often lack interpretability or potential DTI explainability. Furthermore, these

predictions typically rely on scattered and local motifs, disregarding the inter-

dependency among the sequential and structural components of each binding entity

(independent motifs), or the inter-associations revolving around the binding sub-

structures and, thus, assigned equal weight to all extracted motifs. Nevertheless,

some approaches have been proposed to address some of these limitations, particu-

larly attention-based models [239, 243, 244, 245]. These methods focus on learning
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short and long-term context dependencies among the units of proteins and/or com-

pounds in order to condition the weight given to input elements based on their

relevance.

Chen et al. (2020) [243] presented a Transformer-based architecture named Trans-

formerCPI, which employs a classification encoder-decoder scheme to predict DTIs.

Transformers [172] have shown remarkable success in several computational domains,

particularly in Natural Language Processing (NLP), due to their ability to capture

features between two input sequences and effective modeling of the relationships and

dependencies within the sequences (attention mechanisms). In their approach, pro-

tein sequences are initially split into overlapping 3-gram amino acid sequences and

then transformed into real-valued embedding using a pre-trained Word2Vec model

[246, 247]. The resulting sequential representations are used as input to the encoder,

which is based on gated 1D CNNs. On the other hand, SMILES strings are converted

into graph representations and propagated through a Graph Convolutional Neural

Network (GCN) to obtain atomic features. These molecular features are then fed

to the Transformer-Decoder, which captures the relationships and dependencies be-

tween the atom sequence embedding and the protein sequence embedding (encoder

output) and learns the interaction sequence. The resulting interaction sequence is

used as input for an FCNN, which outputs the binary association of the DTI pairs.

Moreover, this study conducted label reversal experiments to effectively assess the

learning capacity of the architecture.

Huang et al. (2022) [244] introduced an architecture called Molecular Interaction

Transformer (MolTrans), which leverages the effectiveness of Transformers-Encoders

to extract an augmented contextual representation of the input [173]. This frame-

work employs two Transformer-Encoders in parallel to capture the semantic rela-

tions and learn the intra-associations amongst 1D substructures in proteins and

compounds, respectively. The resulting augmented contextual representations of

the protein sequences and SMILES strings are transformed into a 2D interaction

map using the dot-product operation. To model high-order interactions and cap-

ture and aggregate information from relevant sub-structure pairs, a CNN block is

applied on top of the interaction map [248]. The resulting output is flattened and

passed through a dense layer, which outputs a probability indicating the likelihood

of interaction between the compound and protein.

Zhao et al. (2022) [245] proposed a bio-inspired end-to-end approach named Hyper-

AttentionDTI, which combines 1D CNNs, a special attention block, and FCNNs to

predict DTIs. This framework employs two sets of 1D CNNs operating in parallel
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to identify local patterns and extract features from protein amino sequences and

SMILES strings, respectively. The resulting feature maps from the 1D CNNs are

then used as input in a sigmoid-based attention block, which is designed to model the

semantic inter-dependencies between drug subsequences and protein subsequences

across both spatial and channel dimensions. The latent feature matrices obtained

from the 1D CNNs are combined with the latent feature matrices derived from the

attention block, followed by global max pooling in order to obtain two feature vec-

tors. These feature vectors are concatenated and used as input for an FCNN, which

acts as a binary classifier and predicts the association of the DTI pairs.

3.5 Binding Affinity Prediction

Apart from docking simulation and certain ligand-based approaches, the majority

of ML and DL studies conducted in the field of PCM methods primarily focus on

binary classification tasks, predicting whether a compound interacts positively or

negatively (lacks interactions) with a target. In spite of the interesting results and

findings obtained in the field of DTI classification, the use of binary associations to

conduct the experiments limits the quality of the results, leading to an increasing

lack of target selectivity.

The availability and expansion of specific databases, such as ChEMBL [6], containing

detailed information about interactions with known binding affinity and bioactivity

metrics, have played a crucial role in shifting the field of computational drug dis-

covery toward DTA prediction. Considering the limitations of certain original score

metrics employed in structure-based VS, DTA prediction methods have initially fo-

cused on improving and incorporating more information, such as energetic terms,

into these functions. Machine learning methods, including RF and SVM, and DL

architectures like FFN, have been proposed as alternatives to traditional scoring

functions. These approaches aim to predict the putative strengths of protein-ligand

complexes based on various features mostly associated with their 3D structures

[249, 250, 251, 252, 253, 254, 255, 256].

Ballester et al (2010) [249] introduced a scoring function called RF-score for pre-

dicting protein-ligand binding affinities, in which RF was selected as the regression

model. The dataset used in this study was extracted from PDB [186] and filtered

to only contain complexes with known Kd and Ki. Each 3D protein-ligand com-

plex was characterized using a combination of intermolecular interaction features,

such as the occurrence count of specific protein-ligand atom type pairs within a
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defined distance range. The binding affinities were transformed into the logarithmic

space and merged into single binding constants. The proposed approach was evalu-

ated and compared to several original scoring functions used in docking simulation,

demonstrating superior performance. Ballester et al (2014) [250] further improved

the initial proposed RF-score [249] by incorporating chemical information relevant

to the binding process, including structural interaction fingerprints, atom type, and

interaction definitions. These additional chemical terms improved the accuracy of

the scoring function in predicting protein-ligand binding affinities.

Durrant et al. (2010) [251] proposed NNScore as one of the initial neural network

approaches for replacing scoring functions used in docking simulation. The dataset

was collected from PDB [186], where complexes were categorized as either good or

poor binders based on a Kd threshold of 25 µM. Each complex was characterized

using enthalpic and entropic factors, considered to have the greatest influence on

ligand binding affinity. Enthalpic factors include atom-atom interactions such as

electrostatic and Van der Waals force, whereas entropic factors are related to the

number of ligand rotatable bonds. The neural network architecture employed was

an FFN. Durrant et al. (2011) [252] further improved the original NNScore, creating

NNScore 2.0 by incorporating additional binding features and shifting from binary

classification to estimating the binding affinity measured in pKd. Each receptor-

ligand complex was described using features from Autodock Vina [191] and BINANA

[257]. Autodock Vina [191] includes three steric terms, a hydrophobic term, and a

hydrogen-bond term. On the other hand, BINANA [257] provides several binding

properties, including the number of hydrogen bonds and active-site flexibility. The

neural network architecture employed was also an FFN, however, the output layer

was replaced to return a continuous value (pKd) rather than a binary value.

Li et al. (2013) [253] proposed a ML framework known as ID-Score to predict

protein-ligand binding affinity, employing SVR as the prediction model. The dataset

was collected from PDBbind [19] and filtered to contain complexes with binding

activity measured in terms of pKi, pKd, and pIC50 (log-transformed). Each struc-

ture was characterized using a comprehensive set of features related to the binding

process, including Van der Waals interaction, hydrogen bonding, electrostatic inter-

action, π-system interaction, metal-ligand bonding, desolvation effect, entropic loss

effect, shape matching, and surface property matching. The results demonstrated

the effectiveness of the ID-Score method compared to state-of-the-art scoring func-

tions used in VS, and its ability to correctly differentiate structurally similar ligands.

Li et al. (2014) [254] explored two regression models, specifically multivariate linear
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regression and RF, for predicting binding affinity. The multivariate linear regression

model employed was Cyscore [258], an empirical scoring function in an additive func-

tional form of four energetic terms: hydrophobic free energy, Van der Waals interac-

tion energy, hydrogen bond interaction energy, and ligand conformational entropy.

RF was evaluated using three sets of features: Cyscore energetic terms, AutoDock

Vina features (Gauss1, Gauss2, Repulsion, Hydrophobic, Hydrogen Bonding, and

the number of rotatable bonds) [191], and the features used in the research work of

Ballester et al. (2010) [249]. The dataset was extracted from PDBbind [19], and

each complex was characterized by either Kd or Ki. RF achieved superior perfor-

mance compared to the Cyscore model, particularly when incorporating structural

features.

Kumar et al. (2021) [255] introduced Substructural Molecular and Protein-Ligand

Interaction Pattern Score (SMPLIP-Score) for predicting binding affinity based on

the use of a straightforward and interpretable featurization process. The protein-

ligand complexes were collected from PDBbind [19], and processed using the KNIME

Analytic Platform [259], which iteratively refined the structures by adding hydrogen

atoms, correcting the bond order, and removing water molecules. Each complex was

characterized using features related to interaction patterns (fingerprints), interac-

tion distances, and molecular substructural fragments. The authors explored two

regression models, namely RF and FFN, where the former exhibited the highest pre-

diction performance. Additionally, the features used to characterize the complexes

were evaluated based on their scoring power, ranking power, and robustness. The

evaluation demonstrated that the features possessed sufficient discriminatory and

predictive capabilities.

Meli et al. (2021) [256] explored the use of atomic environment vectors (AEVs) and

FFNs for the prediction of protein-ligand binding affinity. The proposed framework

called AEScore describes every atom in the protein-ligand binding site (within a

certain distance) using atom-centered symmetry functions (ACSFs), specifically ra-

dial and angular symmetry functions, to capture the local chemical environment.

The resulting AEVs are propagated across atom-specific FNNs, where all atomic

contributions are summed together to predict the binding affinity value. Moreover,

the authors explored combining their approach with AutoDock Vina [191] in or-

der to learn potential corrections to the classical scoring function. These results

demonstrated sufficient predictive capabilities of binding affinity while retaining the

docking and screening power of AutoDock Vina [191].

Given that the interaction between an active compound and a protein occurs in the

50



Chapter 3. In Silico Drug Discovery

3D space and that the conformational space accessed by the ligand plays a critical

role in ensuring optimal interactions with the protein and achieving high binding

affinity, recent research endeavors have focused on employing 3D CNNs in conjunc-

tion with 3D single-instance learning due to the exceptional capability of 3D CNNs

to effectively capture spatial context [260, 261, 262, 263]. However, these approaches

are limited by the availability and complexity of the 3D structures, resulting in com-

plex models with reduced reproducibility. Furthermore, 3D single-instance learning

does not consider the range of possible ligand and protein conformations. Many 3D

conformations would have to be taken into consideration and multiple 3D instances

would be necessary to represent a single object, in which ML and DL approaches

have been considering a single 3D instance due to the complexity/limitation of

multi-instance learning.

Gomes et al. (2017) [260] presented a novel 3D spatial convolutional approach in

order to learn atomic-level chemical interactions based on atomic coordinates. The

proposed framework predicts the energy gap, specifically the binding free energy,

between a protein-ligand complex in a bound state and its unbound state. The

3D crystal structures and corresponding Ki values used in this study were collected

from PDBbind [19]. In this approach, two primitive convolutional operations were

introduced, specifically atom-type convolutional and radial pooling. The atom-

type convolutional uses a neighbor-listed distance matrix to extract features from

the Cartesian atomic coordinates. On the other hand, the radial pooling filters,

characterized by learnable mean and variance, are employed to extract information

regarding the atom’s environment, resulting in a representation that is invariant to

atom ordering and the orientation of the complex. The output of the radial pooling

layer is used as input to an atomistic FCNN that estimates the energy of each atom,

in which the sum of all of these atomic energies gives the total energy of the molecule.

Stepniewska-Dziubinska et al. (2018) [261] proposed a deep neural network approach

called Pafnucy based on 3D CNNs for predicting binding affinity. Drug–target com-

plexes were extracted from PDBbind [19] with their corresponding binding affinities

expressed in pKd or pKi. Each complex was represented by a 4D tensor, in which

the first three dimensions correspond to the Cartesian coordinates (obtained by a

3D grid) and the last dimension to a vector of atom features. These features were

computed using Open Babel [264], representing several atom properties, including

atom type, hybridization, and partial charge. Even though each complex was rep-

resented by a 4D tensor, the molecular complex is seen as a 3D image with multiple

color channels, wherein each position is characterized by the vector of atom features.

Moreover, a regularization technique was employed to ensure that both proteins and
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ligands have the same atom types.

Jiménez et al. (2018) [262] introduced KDEEP for predicting binding affinity based

on the use of 3D CNNs. The dataset used in this study was extracted from PDB-

bind [19] and filtered to include only complexes with known Kd or Ki. Additionally,

the 3D complexes were pre-processed based on structural resolution and the ex-

perimental precision of the binding measurement. Both proteins and ligands were

characterized by a 3D voxelized representation of the binding site by assigning a Van

der Waals radius to each atom type. On that account, pharmacophoric-like proper-

ties, including hydrophobic, hydrogen-bond donor or acceptor, aromatic, positive or

negative ionizable, metallic, and total excluded volume, were computed by centering

a fixed subgrid on the geometric center of the ligand. The resulting 3D voxelized

representation comprised 16 different channels to account for both protein and lig-

and. This representation was used as input for a 3D CNN followed by an FCNN,

predicting the binding affinity value.

Jones et al. (2021) [263] explored a deep fusion inference framework that combines

the outputs obtained from a 3D CNN and a Spatial Graph Convolutional Neu-

ral Network (SG-CNN) for the prediction of binding affinity. The 3D complexes

were represented using various atomic features, including element type, atom hy-

bridization, number of heavy atom bonds, number of bonds with other heteroatoms,

structural properties, partial charge, molecule type, and Van der Waals radius. The

3D CNN was applied to capture 3D atomic features and implicit atomic interactions,

while the SG-CNN was employed to capture noncovalent interactions, which play

a crucial role in modeling complex biological structures. Contrary to traditional

molecular graph representations, the SG-CNN applies explicit distance thresholds

to determine which pairs of atoms should be considered for pairwise interactions,

e.g., covalent or noncovalent. Both covalent and noncovalent bonds are represented

through the use of an adjacency matrix. Overall, the results demonstrated that the

integration of heterogeneous feature representations obtained from the two models

of the fusion framework leads to improved prediction performance of binding affinity.

To circumvent the limitations of 3D single instance learning and the confined

space of proteins and ligands with known/determined 3D structures, recent re-

search studies have been exploring PCM approaches based on chemogenomic and

lower structure information, e.g., 1D and 2D structures, to conduct their experi-

ments, leading to more realistic and reproducible methodologies in the DTA pre-

diction domain. In addition to traditional ML methods, several studies have

centered their studies on CNN-based frameworks, such as 1D CNNs, 2D CNNs,
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or GCNs, to extract knowledge and meaningful information from different pro-

tein and compound representations, including 1D structures, 2D similarity ma-

trices, feature vectors, or molecular graphs, for the prediction of binding affinity

[265, 266, 267, 268, 269, 270, 271, 272, 273, 274, 275]. Moreover, three benchmark

datasets associated with the studies by Davis et al. (2011) [276], Metz et al. (2011)

[277], and Tang et al. (2014) [278], measured in Kd, Ki, and KIBA scores, respec-

tively, have been the focus of several of these studies to establish and evaluate the

regression models.

Pahikkala et al (2014) [265] presented a Kronecker-Regularized Least Squares (Kro-

necker RLS) algorithm to predict binding affinity. The datasets used in this study

were collected from the research works of Davis et al. (2011) [276] and Metz et al.

(2011) [277]. Proteins and compounds were represented by their pairwise similarity

score matrices, which were obtained from the PubChem structure clustering server

[279] and Smith-Waterman local alignment algorithm, respectively. Kronecker-RLS

focus on minimizing the following objective function:

J(f) =
m∑
i=1

(yi − f(xi))
2 + λ||f ||2k (3.2)

, where f is the prediction function, xi the input, yi the interaction affinity, λ>0 a

user-provided regularization parameter, and k the kernel function, which is associ-

ated with the protein and compounds similarity matrices.

Shar et al (2016) [266] explored two regression ML models, specifically RF and SVM,

for the prediction of binding affinity measured in terms of Ki. The dataset was col-

lected from the Psychoactive Drug Screening Program Ki database [280], which

comprises bioactivity data of several molecules targeting GPCRs, transporters, and

ion channels. The proteins and compounds were characterized by features gener-

ated from the DRAGON software [205] and PROFEAT web server [225], respec-

tively. The results of this study demonstrate that using 2D autocorrelation, topo-

logical charge indices, and 3D-MoRSE descriptors to characterize compounds, and

amphiphilic pseudo amino acid composition, autocorrelation features, and quasi-

sequence order descriptors to represent the proteins leads to improved Ki prediction.

Moreover, both regression ML models achieved similar prediction performance.

He et al. (2017) [267] introduced SimBoost for predicting the binding affinity of DTI

pairs, employing GBR as the regression model. The proposed method constructs

features for each drug, target, and DTI pair by using similarity and network informa-

tion. Three types of features were extracted using feature engineering: occurrence
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and pairwise similarities information, drug-drug and target-target similarity network

features, and drug–target interaction network features. The compound and protein

similarity matrices were obtained from the PubChem structure clustering server

[279] and the Smith-Waterman algorithm, respectively. Furthermore, a variation of

SimBoost called SimBoostQuant was explored to compute a confidence score for the

prediction interval of a given DTI pair based on quantile regression. The datasets

used in this study were collected from the research studies of Davis et al. (2011)

[276], Metz et al. (2011) [277], and Tang et al. (2014) [278].

Öztürk et al. (2018) [268] proposed a DL pipeline called DeepDTA, which is based

on 1D CNNs, for the prediction of binding affinity. The authors validated Deep-

DTA using datasets obtained from the studies conducted by Davis et al. (2011)

[276] and Tang et al. (2014) [278]. In their framework, proteins and compounds

were represented using 1D sequential information, specifically amino acid sequences

and SMILES strings, respectively. Two parallel CNNs were employed to uncover

underlying patterns and extract deep representations from the input data. The

resulting deep representations were concatenated and used as input for an FCNN,

which predicted the binding affinity value. Öztürk et al. (2019) [269] extended

their previous approach using a text-based method for predicting DTA by shifting

from a character-based sequence representation to a word-based sequence represen-

tation. Only chemical and biological textual sequence information was considered

in this new framework, and four types of information were collected: protein amino

acid sequences, protein motifs and domains, compound SMILES strings, and lig-

and maximum common substructures. Protein sequences were represented using

sets of 3-residue words, which consisted of groups of three consecutive amino acids.

Protein domains and motifs were extracted from the PROSITE database [281] and

represented using 3-residue subsequences. The SMILES strings were initially con-

verted to Deep SMILES [282] and then transformed into consecutive overlapping

8-character words. Ligand maximum common substructures [283] were employed to

extract chemical words from the SMILES strings, representing certain patterns ca-

pable of distinguishing sets of molecules. The proposed framework called WideDTA

employed four parallel CNNs to extract a deep representation from each specific type

of information. The resulting deep representations were concatenated and used as

input for an FCNN.

Feng et al. (2018) [270] introduced a DL framework known as Protein And

Drug Molecule Interaction Prediction (PADME) to predict real-valued interaction

strength. Compounds were represented using molecular graphs, where nodes repre-

sented atoms and edges represented bonds. Proteins were described using protein
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sequence composition descriptors and a binary entry to characterize the phosphory-

lation status. The proposed architecture leverages the ability of GCNs to capture

deep patterns from molecular graph representations, where the resulting deep rep-

resentations were combined with the protein features to characterize the DTI pairs.

The final DTI representations were used as input for an FCNN, which predicted the

binding affinity values. Moreover, a variation of PADME was explored, wherein the

graph representation of the compounds was replaced with an ECFP-based repre-

sentation. The authors validated PADME using datasets obtained from the studies

conducted by Davis et al. (2011) [276], Metz et al. (2011), and Tang et al. (2014)

[278], and a dataset containing toxicology data measured in AC50 (activity con-

centration at 50% of maximal activity). Furthermore, the proposed approach was

capable of handling cold-target/cold-drug problems, which are associated with tar-

gets and drugs that have never appeared in the training data, respectively.

Nguyen et al. (2020) [271] presented GraphDTA for predicting binding affinity based

on the use of GNNs and 1D CNNs. This study explored multiples types of GNNs,

including Graph Isomorphism Neural Network (GIN) [284], Graph Attention Neural

Network (GAT) [285], GCN, and Graph Attention - Graph Convolutional Neural

Network (GAT-GCN), to extract deep features from molecular graph representations

of the compounds. Each node in the molecular graphs was characterized by various

atom features such as atom symbol, atom degree, number of bonded neighbors

and hydrogens, total number of hydrogens, implicit atom value, and aromaticity.

The edges of the molecular graphs were represented by the presence or absence of

interaction. On the other hand, proteins were encoded using their 1D amino acid

sequences and fed into 1D CNNs to extract deep representations. The resulting

representations from both GNNs and 1D CNNs were concatenated and used as

input for an FCNN to predict the binding affinity value. The proposed approach

was validated using datasets from the studies conducted by Davis et al. (2011) [276]

and Tang et al. (2014) [278].

Abbasi et al. (2020) [272] introduced DeepCDA, a DL framework for predicting

binding affinity that combines CNNs and LSTMs. This framework employs two

parallel blocks of CNNs followed by LSTMS to extract discriminating representations

from protein amino acid sequences and compound SMILES strings, respectively.

The resulting representations are used as input for a two-sided attention mechanism

to encode the interaction strength between protein and compound substructures,

leading to a binding map containing the weights (strength) of each interaction. This

binding map is used as input for an FCNN, which outputs the binding affinity value.

Furthermore, the authors explored an adversarial domain adaptation technique to
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improve the generalization of the model and solve the problem of training and testing

data being sampled from different domains with different contributions. The authors

validated their approach using datasets collected from the research works of Davis

et al. (2011) [276] and Tang et al. (2014) [278], and from the BindingDB database

[18].

Shim et al. (2021) [273] explored a similarity-based model called SimCNN-DTA to

predict binding affinity based on 2D CNNs. Proteins and compounds were repre-

sented by their pairwise similarity score matrices, which were computed using the

Smith-Waterman local alignment algorithm ans Tanimoto distance metric, respec-

tively. The outer products between the column vectors of the two similarity matrices

were used as input for 2D CNNs in order to extract deep patterns from the DTI

representation space. The output of the 2D CNNs was used as input for an FCNN,

which predicted the binding affinity value. The authors validated their approach

using datasets collected from the studies conducted by Davis et al. (2011) [276] and

Tang et al. (2014) [278].

Wang et al. (2021) [274] presented DeepDTAF for predicting binding affinity based

on 1D CNNs and 1D dilated CNNs. This framework consists of three parallel mod-

ules to extract local and global contextual features from proteins, compounds, and

binding pockets. Proteins were represented by their 1D amino acid sequence and sec-

ondary structure and physicochemical characteristics, compounds by their SMILES

strings, and binding pockets by sequential and structural properties. 1D dilated

CNNs were employed to capture multiscale long-range interactions from protein

features and ligand SMILES, while traditional 1D CNNs were applied to uncover

and extract deep patterns within the binding pocket representation. The result-

ing deep features from the three modules were concatenated and used as input for

an FCNN, which predicted the binding affinity value. The authors validated their

approach using data collected from the PDBbind database [19].

Rifaioglu et al. (2021) [275] proposed a hybrid pairwise input deep neural network

called MDeePred (Multi-channel Deep Proteochemometric Predictor for Binding

Affinity) to estimate DTA. In their approach, multiple types of protein features

such as sequential, structural, evolutionary, and physicochemical properties were

incorporated within multiple 2D vectors and used as input for a CNN-based model.

On the other hand, compounds were represented by molecular fingerprints-based

vectors and fed to an FCNN. The resulting representations obtained from the two

modules were concatenated and used as input for another FCNN, which predicted

the binding affinity value. The authors validated their approach using different
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datasets collected from ChEMBL [6], PDBbind [19], and the research study by

Davis et al. (2011) [276].
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Chapter 4
Explainable Artificial Intelligence

T
his chapter presents an overview of explainability and interpretability con-

cepts in the context of Artificial Intelligence (AI) methods. Section 4.1

details the need for providing compelling explanations concerning ML and

DL approaches in critical domains such as drug discovery. Section 4.2 introduces

relevant and recurring terminology employed in the context of Explainable Artifi-

cial Intelligence (XAI) methods, and describes the concepts of explainability and

interpretability. Section 4.3 summarizes various strategies within the realm of XAI

capable of providing explanations to the inferring process and/or predictions of the

models.

4.1 Explaining Models’ Decisions

Despite the continuous advances in the field of Artificial Intelligence (AI) to produce

autonomous systems capable of perceiving, learning, and reasoning on their own, the

underlying mathematical models often remain elusive to interpretation by the human

mind, limiting the effectiveness of these systems [286]. Moreover, the majority of

AI approaches are based on models/heuristics of difficult interpretation, which may

result in an inadequate explanation of the input context that leads to a specific

choice of a particular decision. Given the current pace of ML and DL in real-world

applications and critical contexts, such as health care and drug discovery, there is

an increasing demand to assure specific criteria, develop high-performing models

under rigorous conditions, and provide explanations in a human-intelligible format

[287, 288].

Several AI models have been successfully adopted for computer-assisted drug discov-

ery [289, 290], in which DL architectures have been surpassing most traditional ML

methods [291, 292] due to their ability to model and capture complex and intricate

nonlinear relationships between input data and the associate output by stacking
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multiple processing layers. Furthermore, DL has been pivotal to broaden in sil-

ico drug discovery across different subdomains, namely molecular design [293, 294],

chemical synthesis [295, 296], protein structure prediction [297, 181], and DTI iden-

tification [268, 241]. However, DL architectures are considered highly black-box

models, devoided of transparency and explainability in their inner operations and

decision-making process. Moreover, it is difficult to understand the error surface,

and obtain detailed explanations of their behavior [298, 299, 300].

Some prior attempts have been explored to extract, represent, and explain features

from medical and chemical knowledge to better fit human intuition [301, 302]. In

the particular case of drug discovery, efforts have been made to explain QSAR mod-

els in terms of algorithmic insights and molecular analysis in order to understand

and correlate biological effects with physicochemical properties [303, 304, 305, 306].

Furthermore, recent PCM approaches, whose focus is based on the use of target

and ligand information for the inferring process, have been providing interpretable

prediction results by analyzing the importance of certain descriptors for the pre-

diction of DTIs, resulting in the identification of important ligand features and/or

target features [40, 307, 308, 309, 310]. However, the rise of DL architectures re-

duces the willingness to sacrifice prediction performance in favor of explainability,

especially when considering the ability of these architectures to model nonlinear as-

sociations, perform pattern recognition and feature extraction from low-level data

representations, and achieve state-of-the-art prediction performance.

Drug discovery is unequivocally complex and not straightforward, posing many

domain-specific challenges [311]. Several comprehensive factors are involved in DTIs,

in which identifying important substructures remains an ongoing task. Even though

ML and DL models may identify complex hidden patterns within sequential and

structural data, these are usually not perceptible by humans or require domain

knowledge to be explained. Moreover, the representation of the proteomics, chem-

ical, and pharmacological spaces plays a crucial role in AI-assisted drug discovery,

considering that there are no raw and complete representations of the proteins, com-

pounds, and binding pockets. Thus, the choice of the representation models con-

ditions the explainability and performance of the resulting prediction architecture

given that they determine the context, type, and interpretability of the informa-

tion retained [31]. Overall, there is a need for further understanding due to the

lack of knowledge regarding all the biological, chemical, and pharmacological pro-

cesses involved, and the inability to formulate infallible mathematical models and

corresponding explanations [32, 312].
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The lack of interpretability of the underlying models and the need to augment

human reasoning and decision-making have been motivating the emergence of the

Explainable Artificial Intelligence (XAI) field [313, 314]. Providing potential and

informative explanations for the models’ decisions helps to guarantee decisive criteria

concerning ML and DL in critical contexts: i) ensure that the decision-making is

impartial and understandable; ii) avoid correct predictions for the wrong decisions;

iii) advert possible disturbances or unfair biases that may alter the prediction; iv)

ensure a real underlying causality in the reasoning of the model by identifying the

most significant variables that infer the output; and v) bridge the gap between

ML/DL and domain knowledge [32, 315, 316, 312]. On that account, XAI bears

the promise to undertake informed actions while concurrently taking into account

domain knowledge, model logic, and an understanding of the limitations inherent to

the model [317].

4.2 Explainability and XAI Terminology

DL is increasingly being employed in several areas of interest, including critical con-

texts, e,g., medical and pharmaceutical areas, where the decision provided may have

a great impact on the overall well-being. The efficient learning algorithms associated

with these architectures have proven pivotal in attaining exceptional levels of per-

formance, while simultaneously solving progressively intricate computational tasks.

Contrarily to simple linear or rule-based models, where it is possible to search for a

direct understanding of the mechanisms involved in the model (transparency), DL

architectures are mostly opaque and complex black-box models due to the vast para-

metric space, which compromises the interpretability of these architectures [29]. In

that regard, it is crucial to provide explanations that support the output of a model

given the risk of employing decisions that are not justifiable, reliable, or capable

of providing detailed explanations [318]. Moreover, given the rise of more com-

plex data across various domains, it is vital to provide fundamental support in the

interpretation and analysis of the results [319, 320]. Hence, XAI focuses on pro-

ducing explainable and high-performing models that enable humans to understand,

comprehend, and trust these systems.

In the context of ML/DL, it is important to distinguish interpretability from ex-

plainability, considering that these two terms are mostly not interchangeable. In-

terpretability is associated with the intrinsic characteristics of the model to provide

the user with the ability to understand the processes involved, i.e., to be, on its

own, understandable for a human (transparency). On that account, interpretable
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models make it possible for humans to know the influence of the input variables

on the overall performance, understand the marginal relationship between input

variables and the target, and predict a future output by analyzing the input. More-

over, these models can feature different levels of understandability/intelligibility

[321, 315]. On the other hand, explainability concerns the ability of the model to

provide details with the intent of clarifying or detailing its internal functions and

reasoning in human terms [315]. In that regard, explainable methods focus on un-

derstanding sets of decisions instead of the internal structure of the model or the

intrinsic algorithmic processes involved [312]. Hence, explainability emphasizes con-

verting non-interpretable models into explainable ones. Nevertheless, the degree

of explainability relies on the capability of the users to understand the knowledge

contained in the model (comprehensibility) [322].

4.3 XAI Methods

Methods designed for explainability can be categorized according to multiple criteria,

including interpretability grade, model dependency, explainability range, type of

data, and results of the interpretation method [31, 312, 315, 320]. However, XAI

methods broadly fall under three primary domains: i) intrinsic interpretability or

post-hoc explainability, ii) model-specific or model-agnostic, and iii) local or global

explainability.

The achievement of intrinsic interpretability is accomplished by altering the struc-

ture of the model in a manner that enables the user to discern the features that

influenced the overall inferring process. Furthermore, the design should be oriented

in a way that facilitates the visualization of the marginal contribution of each input

variable to the model, and that the error surface can be understood and substan-

tiated [323]. These approaches are primarily designed for transparency, i.e., need

to convey some degree of interpretability by themselves, and are built under the

premise that all parts of the model can be understandable to a human without the

need for additional methods or tools [324]. Intrinsic interpretability is commonly

associated with simpler models, such as logistic regression, low-depth decision trees,

decision rules, sparse linear regression, generalized linear models, and generalized

additive models. In spite of the accurate explanations provided by these models,

the compromise between complexity and explainability often leads to a reduction

in prediction performance. Nevertheless, recent approaches focus on incorporating

explainability directly into the structural units of the architectures (intrinsic explain-

ability). In that regard, attention mechanisms have been explored and incorporated
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into the architectures to condition the learning process, and provide explainabil-

ity through the visualization of the input elements that were given more attention

(weight) [325, 326].

Post-hoc techniques aim to provide explanations for an already existing model, im-

parting insights into the parameters, learned representations, individual predictions,

or the behavior of the model. Typically, this is accomplished by constructing supple-

mentary models or employing external methods on models that are not inherently

interpretable, with the intention of augmenting their interpretability. Nonetheless,

these approaches possess limitations in their inherent approximation, whereby if the

model demonstrates bias, the explanations will similarly be biased [327]. Post-hoc

explainability can be attained through diverse perspectives such as:

� Surrogate models/functions: explain the predictions of a complex model by lo-

cally approximating it with a simple interpretable surrogate function, e.g., decision

trees, decision rules, or linear models. Ribeiro et al. (2016) [328] introduced Lo-

cal Interpretable Model-Agnostic Explanations (LIME), a technique that involves

generating local surrogate models to approximate the behavior of the primary

model around a given prediction. The LIME approach samples data points within

the neighborhood of the specific instance of interest, subsequently evaluating the

model at these points, and then tries to fit the surrogate function in a manner

that closely approximates the behavior of the primary model for that particular

instance. Lundberg et al. (2017) [329] presented Shapley Additive Explanations

(SHAP), a method designed to explain the prediction of a certain instance by

computing the contribution of each feature to the prediction. This approach re-

lies on the concept of Shapley values, which enables the provision of explanations

via an additive feature attribution technique. The method leverages a linear com-

bination of binary variables to attribute the contributions of individual features

to the overall prediction.

� Local Perturbations: attempt to explain the model by modifying or removing

parts of the input and measuring the respective changes in the output. Zeiler et

al. (2014) [330] explored an occlusion sensitivity method, which systematically

occludes different portions of the input in order to measure the importance of

the input dimension. Zintgraf et al. (2017) [331] proposed a method based on

prediction difference analysis, which uses conditional sampling within the pixel

neighborhood of an analyzed feature to measure how the prediction changes if the

feature is unknown.

� Propagation-based: leverages the model’s internal structure and propagates a
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score in order to measure how much a change around a local neighborhood of the

input corresponds to a change in the output. Methods such as Deconvolution [330,

332], Layer Relevance Propagation [333] and Gradient-Weighted Class Activation

Mapping [334] highlight the critical regions in the input for the prediction of the

concept, in which the feature activity, the relevance score, and the gradients of

the model’s outcome are backpropagated to the input domain, respectively.

� Instance-based: identifies data points, such as relevant feature subsets, that are

essential for retaining or altering the predictions of a given model. This cate-

gory includes anchor algorithms, counterfactual instance search, and contrastive

explanation methods [31]. Anchor algorithms are designed to derive a subset of

if-then rules based on one or more features that must be satisfied to maintain the

predicted outcome [335]. Counterfactual explanations, on the other hand, aim to

discover data points most similar to a specific instance that can lead to a differ-

ent prediction outcome [336, 337]. Contrastive explanation methods combine the

key concepts of anchor algorithms and counterfactual instance search approaches

to provide explanations. These methods identify the smallest set of features re-

quired for the model to predict the correct outcome and the smallest set of features

needed to be absent to ensure sufficient distinction from other potential outcomes

[338].

XAI-generated explanations can also be categorized into model-specific or model-

agnostic. The model-specific category includes methods designed for specific models,

such as propagation-based approaches and saliency maps used for neural networks

[339, 334, 332, 330]. Intrinsically interpretable models are also included in this

category considering that intrinsic interpretability is inherently tied to the design of

the models. On the other hand, model-agnostic techniques are not restricted to any

particular model and focus on establishing relationships between input and output

pairs by extracting information from the prediction procedure of the models. These

methods are typically applied post-hoc, as they lack access to the model’s internal

logic and intrinsic operations [315, 312].

Additionally, the resulting explainability can be classified according to its range,

namely local or global explainability [340]. Local explainability addresses explain-

ability by segmenting the solution space and providing explanations for individual

predictions or a small subset of neighboring samples. Hence, these methods only

explain part of the model’s functioning. In contrast, global explainability seeks to

provide an overall understanding of the model’s behavior across the entire dataset

or a specific domain. Thus, global explainability focuses on analyzing the model’s
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patterns and general behaviors and summarizing the relevance of input features that

consistently influence the decisions of the model.
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Chapter 5
Methods, Models, and Architec-

tures

T
his chapter details some of the major and recurring methodology employed

throughout the research work associated with this thesis. Section 5.1

details ML models used to compare the prediction performance. Section

5.2 explains the main concepts regarding DL architectures involved in the design of

the frameworks explored in this thesis. Section 5.3 describes the similarity methods

applied to the proteins and compounds. Section 5.4 presents the evaluation metrics

explored to assess the prediction performance.

5.1 Machine Learning Models

5.1.1 Random Forest

Random Forest (RF) is an ensemble learning method that generates a chosen number

of uncorrelated decision trees and returns the class or value that is the mode of the

classes (majority voting) or the average of the values, respectively, across the output

of each decision tree [165]. Decision trees are the building blocks of the forest and

they can be defined as a series of if-then-else rules (nodes) that divide the dataset into

smaller subsets until the predicted class or value is achieved or when the impurity can

no longer be reduced. The nodes are based on a single feature and a specific threshold

according to the combination that generates less impurity, e.g., entropy, for the tree.

Each decision tree is created using bootstrapping, in which only a randomly selected

portion of the dataset is used to build the tree. The non-sampled data (out-of-the-

bag) is used to evaluate the performance (generalization capacity). Moreover, each

tree at each node only considers a subset of features that are randomly chosen. The

randomness of the whole process increases the diversity amongst the trees, making

them grow dissimilar and uncorrelated. This method is highly adaptive to different
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data types given its capacity to describe the relationship between independent and

dependent variables. Figure 5.1 illustrates the RF architecture for classification and

regression tasks (RFR).

Figure 5.1: Random Forest, where the majority voting approach is applied for
classification problems and the average for regression tasks.

5.1.2 Support Vector Machine

Support Vector Machine (SVM) identifies an optimal hyperplane that maximizes

the separation margin between different classes [166]. For problems that are not

linearly separable, SVM applies two different approaches, namely soft-margins and

kernel tricks. Soft-margin tolerates violations of the margins and controls the trade-

off between margin-width maximization and misclassified sample minimization. The

tolerance is represented by the penalty term C, which is responsible for the number

of violations allowed. Kernel tricks, which are identified as functions capable of

transforming the data, are used to map data to higher dimensional spaces where it

is possible to classify with linear decision surfaces. Gaussian Radial Basis Function

(RBF) is one of the most used kernels for handling nonlinear problems and it replaces

each point in the feature space by the Gaussian of the squared Euclidean distance

from support vectors. Considering x1 and x2 two different feature vectors in the

original input, RBF can be expressed as:

K(x1,x2) = exp(−||x1 − x2||2

2σ2
) (5.1)
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, where σ is the scale parameter that is related to the Gaussian width. Support

Vector Regression (SVR) is an extension of the SVM for regression tasks, in which

instead of defining a hyperplane that maximizes the separation margin between

different classes, it finds the best-fit line corresponding to the hyperplane that has

the maximum number of points [167]. The regression line margin in the SVR is

controlled by a parameter ϵ. Figure 5.2 illustrates the SVM architecture applied to

a classification problem.

Figure 5.2: Support Vector Machine applied to a binary classification problem.
Figure adapted from “Support vector machines for drug discovery” [168].

5.1.3 Gradient Boosting Regression

Gradient Boosting Regression (GBR) is an ensemble learning method derived from

the Gradient Boosting Machine (GBM) model [169, 170, 171], which iteratively adds

decision trees in order to improve the objective function. GBR makes predictions

using the following equation:

ŷi = Φ(xi) =
K∑
k=1

fk(xi), fk ∈ F (5.2)

, where ŷi is the predicted value, K is the number of regression trees, xi is the

input, and F the space of all possible trees. In order to learn the set of trees fk, a
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regularized objective function is employed:

L(Φ) =
∑
i

l(ŷi,yi) +
∑
k

Ω(fk) (5.3)

, where l is the loss function and Ω is a tuning parameter that measures the com-

plexity of the model to avoid overfitting.

5.1.4 Kernel Ridge Regression

Kernel Ridge Regression (KRR) combines Ridge regression with kernels, in which

the learning process is similar to the SVM. This method estimates a regression

function f by solving an optimization problem over the reproducing kernel Hilbert

space of functions H:

f̂ = argmin
f∈H

m∑
i=1

(yi − f(xi))
2 + λ||f ||2k (5.4)

, where ||f ||2k is norm of the regression function, xi is the input, yi is the target,

λ>0 is a user provided regularization parameter, and k is the kernel function. The

regularized loss function (minimizer) for the above objective can be expressed as :

f(x) =
m∑
i=1

αik(x,xi) (5.5)

, where α is the data dependent weights and k(x,xi) is the kernel function centered

in the input x.

5.2 Deep Learning Architectures

5.2.1 Fully-Connected Feed-Forward Neural Network

Fully-Connected Feed-Forward Neural Networks (FCNNs) are similar to traditional

Artificial Neural Networks (ANNs), comprising an input layer, multiple hidden lay-

ers, and an output layer. The input layer is associated with independent values

(features) that are fed to the working units, denominated artificial neurons, which

constitute the hidden layers. Each one of the hidden layers is composed of multiple

neurons, which are interlinked across the layers. The output is the result of the

weighted sum of all the outputs given by the previous layers and to which is applied

an activation function. Each artificial neuron is organized into five building ele-
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ments: input, weight, bias, activation function, and output. The output associated

with the ith neuron can be expressed as:

f(αi) = f(
n∑

j=1

WijXj + bi) (5.6)

, where W is the weight, X is the input value, f is the activation function, b is the

bias, and n is the number of neurons from the previous layer connected to the ith

neuron. In this type of architecture, the information flows in one direction, from the

input layer, going through the hidden layers (middle layers), to the output layer.

Figure 5.3 shows the architecture of an FCNN.

Figure 5.3: Fully-Connected Feed-Forward Neural Network architecture, wherein
the information flows in one direction and all neurons are interlinked across the
multiple hidden layers.

5.2.2 Convolutional Neural Network

Convolutional Neural Networks (CNNs) are inspired in the visual cortex, specifi-

cally in the receptive fields, where some neurons are only activated in the presence

of stimulus in certain orientations, i.e., restricted regions of the visual space. The

architecture of a typical CNN is organized as a series of layers, comprising convolu-

tional layers and pooling layers.

Convolutional layers are composed of filters, which are arrays of weights, that slide

over the entire input and convolute at each particular location, originating activation

(feature) maps. Convolution is a specialized type of linear operation, described as an

element-by-element multiplication between a particular location of the input (local

patch) and the filter, followed by the sum of the results and to which is applied
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an activation function. On that account, this type of neural network performs

scatter interactions, limiting the number of connections for each input, conversely to

traditional neural networks, where all the neurons are interlinked across the hidden

layers. Figure 5.4 illustrates the convolution operation.

Figure 5.4: Convolution operation: element-by-element multiplication between
local patches of the input and the filter, followed by the sum of the results and to
which is applied an activation function.

The filters work as feature identifiers and can only extract a single type of features

due to the parameter sharing, i.e., the weights associated with the filter are used

in every position of the input where it slides over (local patches) and, therefore,

in order to learn more types of features, it is necessary to use additional filters in

parallel. On the other hand, the activation maps are identified as learnable feature

maps and used as the input of the next layer. In that regard, each convolutional

layer detects local conjunctions of features from the previous layer. Additionally,

the output volume depth (number of feature maps) is equal to the number of filters

and the depth of the filter has to be the same as the depth of the input. The output

of each filter can be given by:

Output =
Input Size− Filter Size+ 2 ∗ Padding

Stride
+ 1 (5.7)

, where stride corresponds to the number of steps that a filter moves along the input

(sliding size) and padding to the output size control.

Pooling layers reduce the spatial size of each feature map by replacing local patches

of units with a single unit based on a specific function, e.g., max pooling extracts

the maximum value and average pooling extracts the average of all values within

the local patch. These layers are usually applied for dimensionality reduction and

to preserve only the features associated with a certain motif rather than its exact

location, considering that the relative positions of the characteristics forming a motif
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may change. Moreover, this layer promotes the invariance of the input to translations

and reduces the number of parameters to be learned in the following layers. The

output of a pooling layer can be given by:

Output Pooling =
Input Size− Pool Size

Stride
+ 1 (5.8)

Overall, CNNs are identified as motif detectors and feature extractors, capable of

retrieving deep patterns from the data by moving from low-level features to abstract

concepts using learnable feature maps. Furthermore, they are capable of describing

complex interactions between many variables using fewer interactions, resulting in

better generalization capacity and reduced training costs. There are mainly three

types of CNNs, specifically 1D, 2D, and 3D, according to the depth of the input.

Figure 5.5 depicts the architecture of an CNN.

Figure 5.5: Convolutional Neural Network architecture, which comprises convolu-
tional and pooling layers to extract deep representations from the input data.

5.2.3 Transformer-Encoder

Transformer-Encoders transform each token of the input sequence into a robust

and contextual representation, which reflects the short and long-term dependencies,

through the use of self-attention mechanisms [172]. Moreover, it is possible to ex-

tract an aggregated representation of the input using this architecture, reflecting

the overall inter-dependencies amongst the tokens of the input sequence [173].

The Transformer-Encoder architecture stacks N identical blocks, where each block

comprises a Multi-Head Self-Attention (MHSA) layer and a Position-Wise Feed-
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Forward Neural Network (PWFFN). Residual connections are applied after each

subunit followed by Layer Normalization (LN) to mitigate vanishing gradients. Ad-

ditionally, dropout is added after each MHSA layer and after each dense layer of

the PWFFN to prevent overfitting. Considering x1 and x2 the outputs of the

MHSA layer and the PWFFN block, respectively, the output of the kth Transformer-

Encoder block can be expressed as:

x1k = LN(x2k−1 + dropout(MHSA(x2k−1)))

x2k = LN(x1k +PWFFN(x1k))
(5.9)

, where x1k, x
2
k ∈ RN x dmodel , N is the number of tokens in the input sequence, and

dmodel is the embedding dimension.

Figure 5.6 illustrates the architecture of the Transformer-Encoder.

Figure 5.6: Transformer-Encoder architecture, where each block is composed of
an MHSA layer and a PWFFN. The MHSA layer computes self-attention across
h heads of attention, where each headi computes a weighted sum of V i

proj. The
attention weights are determined by applying a softmax (σ) to the scaled dot-product
between Qi

proj and K
i
proj, in which PAD tokens are masked. The PWFFN is applied

to the last dimension of the MHSA outputs in order to give them an individually
more robust representation.

5.2.3.1 Multi-Head Self-Attention

The MHSA layer determines the short and long-term inter-dependencies between

the input elements by applying self-attention multiple times in parallel, resulting in

a robust and contextual representation for each token of the sequence. This layer

takes the input in the form of three parameters, specifically Query (Q), Key (K),

and Value (V ), which are generated from the same input sequence, and computes
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attention across h heads of attention. On that account, Q, K, and V are linearly pro-

jected and divided into h sub-dimensions, where each head1,..,h computes a weighted

sum of V proj
1,...,h, i.e., each head maps a query and a set of key-value pairs to an output.

The attention weights assigned to each element of V proj
1,..,h are determined by applying

a softmax to the scaled dot-product between Qproj
1,...,h and Kproj

1,...,h. Furthermore, a

masking matrix is added before the softmax to prevent the model from attention

to certain tokens, e.g., PAD tokens. This masking matrix is obtained by assigning

an extremely negative value (close to minus infinity) to the positions of the non-

attending tokens, considering that in the softmax function values close to minus

infinity lead to a probability of zero. The outputs of each head of attention are

concatenated and linearly projected, resulting in the same dimensions as the input

Q.

attn(Q,K,V ) = softmax(
QKT

√
dK

+Mask)V

MHSA(Q,K,V ) = [attn(Qproj
1 ,Kproj

1 ,V proj
1 ); ...; attn(Qproj

h ,Kproj
h ,V proj

h )]WO

Qproj
1,..,h = QWQ

1,...,h, K
proj
1,..,h = KWK

1,...,h, V
proj
1,..,h = VW V

1,...,h

(5.10)

, where Q ∈ RN x dmodel , K ∈ RN x dmodel , V ∈ RN x dmodel , WQ
1,...,h ∈ Rdmodel x dQ

are the Q projection matrices, WK
1,...,h ∈ Rdmodel x dK are the K projection matri-

ces, W V
1,...,h ∈ Rdmodel x dV are the V projection matrices, WO ∈ Rh x dV x dmodel is

the output projection matrix, [; ] denotes concatenation, dQ = dK = dV = dmodel

h
,

Mask ∈ RN x N , N is the number of tokens in the input sequence, and dmodel is the

embedding dimension.

Figure 5.7 illustrates the architecture of an MHSA layer with h heads of attention

in parallel.

5.2.3.2 Dropout Layer

Deep neural network architectures have many non-linear hidden layers and, thus,

many complex relationships can be learned between inputs and outputs. On that

account, neurons can overly adapt to each other during training (overfitting), re-

sulting in increased noise. Dropout is a regularization strategy that helps reduce

learning inter-dependency and improves the generalization of the model [174]. This

approach deactivates a percentage p of randomly selected neurons and their connec-

tions during the training stage of the architecture, reducing the possibility of neurons

developing co-dependency amongst each other. At the testing step (inferring pro-

cess), the weights associated with the units that remain activated are multiplied by
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Figure 5.7: MHSA architecture, where each head of attention maps a query and
set of key-value pairs to an output, which is computed as a weighted sum of the
values. h is the number of heads of attention and mask corresponds to the masking
of the PAD tokens.

the training forgetting rate p. Figure 5.8 illustrates the dropout method applied to

a standard FCNN.

5.2.3.3 Layer Normalization

LN reduces the training time and enhances the generalization capacity of deep neural

networks by redistributing the input values of each layer to a mean of approximately
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Figure 5.8: Dropout applied to a standard FCNN with 2 hidden layers. Figure
adapted from “Dropout: A Simple Way to Prevent Neural Networks from Overfit-
ting” [174].

zero and a standard deviation of one [175]. Moreover, this strategy is robust toward

the scale and shift of the weight matrix and variations in the input scale. Con-

sequently, it mitigates the occurrence of significant discrepancies in neuron values

across different layers’ inputs and reduces the probability of vanishing gradients.

The mean (µl) and standard deviation (σl) associated with the neurons of a certain

layer l are computed as follows:

µl =
1

Hl

Hl∑
j=1

xlj , σl =

√√√√ 1

Hl

(

Hl∑
j=1

xlj − µl)2 (5.11)

, where H is the number of hidden units in the layer l and x are the inputs connected

to the neurons associated with layer l. These two statistical measures are used to

normalize x:

x′lj =
xlj − µl√
σ2
l + ϵ

(5.12)

, where ϵ is a stability factor.

Additionally, this transformation is independent of the batch size and performs

identically during the training and testing stages.
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5.2.3.4 Position-Wise Feed-Forward Network

The PWFFN block improves the robustness of the representation of each token and

increases the learning capacity of the architecture by projecting the last dimension

(position-wise) of the attention outputs. The architecture of the PWFFN is similar

to the FCNN, where all neurons are interlinked and the information flows in one

direction. This block is composed of two dense layers, where the first dense layer

projects the attention outputs to a higher dimension and the second dense layer

projects it back to the initial last dimension. Thus, this block is usually compared

to two 1x1 convolution layers. Moreover, dropout layers are applied after each dense

layer of the PWFFN.

PWFFN(x) = dropout(F2(dropout(F1(xW1 + b1)W2 + b2))) (5.13)

, where W1 ∈ Rdmodel x π, W2 ∈ Rπ x dmodel , b1 ∈ Rπ, b2 ∈ Rdmodel , F is the activation

function, π is the expansion ratio, and dmodel is the embedding dimension.

5.3 Similarity Methods

5.3.1 Smith-Waterman Algorithm

The Smith-Waterman algorithm is usually applied for local sequence alignment and

to determined similar regions between protein sequences. It is a dynamic program-

ming algorithm used to find the optimal local alignment with respect to the scoring

system that is selected. This method initializes a matrix F , indexed by (i,j), where

i and j correspond to the sequence length of the two protein sequences, respectively,

and systematically fills the matrix based on a scoring function:

F (i,j) = max



0

F (i− 1,j)− d

F (i,j − 1)− d

F (i− 1,j − 1) + s(xi,yj)

, where d is the penalty for opening or extending gaps, and s(xi, yj) is the score

for matches or mismatches, where a substitution matrix, e.g., BLOSUM62, can

be used instead. Furthermore, this method initializes the top left (F (i,0),F (0,j))

with zero, and finds the best local alignment using traceback from the highest score

until it finds the first zero. The alignment score (similarity) for the two protein
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sequences corresponds to the sum of the scores for each position associated with

the optimal local alignment. Nevertheless, this method can lead to various local

alignments. Figure 5.9 illustrates the Smith-Waterman algorithm applied to two

protein fragments.

Figure 5.9: Smith-Waterman algorithm: optimal local alignment between “MG-
GPP” and “PSMGPP”, using d=-2 and s(xi,yj)=±1 (+1 for match and -1 for
mismatch).

5.3.2 Tanimoto Coefficient

The Tanimoto coefficient is a distance metric used to determine the similarity be-

tween two finite sample sets and takes into account the ratio between the intersection

and union of the two sample sets. Considering A and B two different finite sample

sets, the Tanimoto coefficient (T ) is given by:

T (A,B) =
|A ∩B|

|A|+ |B| − |A ∩B|
(5.14)

This method is usually applied to determine the similarity between chemical com-

pounds based on their hashed binary chemical fingerprint representations, which

are bitmap strings that contain information the presence or absence of particular

substructures. Considering i and j the vector (fingerprint) representations of two

different compounds, respectively, the Tanimoto coefficient (T ) can be expressed as:

T (i,j) =
i · j

|i|2 + |j|2 − i · j
(5.15)
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5.4 Evaluation Metrics

There are many metrics used to evaluate the performance and the capacity of the

models as predictors, where the choice of which ones to use highly depends on the

context of the problem and on the distribution of the target vector (labels). In

spite of the fundamental purpose of comparing predicted labels with true labels,

each evaluation metric assesses specifics aspects and is influenced differently by the

distribution of the labels and outcomes.

5.4.1 Binding Affinity Prediction (Regression)

� Mean Squared Error (MSE): measures the average squared difference between

the predicted values and the real values.

MSE =
1

n

n∑
i=1

(yi − ŷi)
2 (5.16)

, where n is the number of samples, yi is the real value, and ŷi is the predicted

value.

� Root Mean Squared Error (RMSE): measures the square root of the average

squared difference between the predicted values and the real values.

RMSE =

√√√√ 1

n

n∑
i=1

(yi − ŷi)2 (5.17)

, where n is the number of samples, yi is the real value, and ŷi is the predicted

value.

� Concordance Index (CI): measures the probability of non-equal pairs being

correctly predicted in terms of order.

CI =
1

Z

∑
yi>yj

h(pi − pj), h(p) =


1, p > 0

0.5, p = 0

0, p < 0

(5.18)

, where Z corresponds to the number of non-equal pairs, pi to the predicted value

for the larger affinity yi, and pj to the predicted value for the smaller affinity yj.

� Coefficient of Determination (r2): measures the ratio between the total vari-
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ance explained by the model and the total variance.

r2 = 1−
∑n

i=1(yi − ŷi)
2∑n

i=1(yi − y)2
(5.19)

, where ŷi is the predicted value, yi is the real value, and y is the mean of the real

values.

� Spearman Rank Correlation (Spearman): measures the strength and direc-

tion of association between two ranked variables (non-parametric).

Spearman =
1
n

∑n
i=1(R(yi)−R(y)) · (R(ŷi)−R(ŷ))√

( 1
n

∑n
i=1(R(yi)−R(y))2) · ( 1

n

∑n
i=1(R(ŷi)−R(ŷ))2)

(5.20)

, where R(ŷi) is the predicted value rank, R(yi) is the real value rank, R(ŷ) is the

mean of the predicted values ranks, and R(y) is the mean of the real values ranks.

5.4.2 Binding Pocket Prediction (Binary Classification)

� Balanced Accuracy: arithmetic mean of sensitivity and specificity.

Balanced Accuracy =
Sensitivity + Specificity

2

Sensitivity =
TP

TP + FN

Specificity =
TN

TN + FP

(5.21)

, where TP are the True positives, TN are the True negatives, FP are the False

positives, and FN are the False negatives.

� Precision: proportion of true positives to all positive predictions.

Precision =
TP

TP + FP
(5.22)

, where TP are the True positives and FP are the False positives.

� Recall: rate of positives correctly classified.

Recall =
TP

TP + FN
(5.23)

, where TP are the True positives and FN are the False negatives.
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� F1-Score: harmonic mean of precision and recall.

F1− Score = 2 ∗ precision ∗ recall
precision+ recall

Precision =
TP

TP + FP

Recall =
TP

TP + FN

(5.24)

, where TP are the True positives, FP are the False positives, and FN are the

False negatives.

� Matthew’s Correlation Coefficient (MCC): correlation between two binary

variables.

MCC =
TP ∗ TN − FP ∗ FN√

(TP + FP )(TP + FN)(TN + FP )(TN + FN)
(5.25)

, where TP are the True positives, TN are the True negatives, FP are the False

positives, and FN are the False negatives.
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Chapter 6
Explainable Deep Drug–Target

Representations

T
his chapter concerns the use of a post-hoc explainability algorithm to ex-

plore and provide potential explanations for the decision-making process

of complex models such as CNNs, which are employed to identify and ex-

tract deep patterns from input data, in the context of DTA prediction. This study

also probes the correlation between input regions that had a positive influence on

the prediction and relevant regions in the DTI domain.

The content of this chapter is based on a journal article published in BMC Bioin-

formatics [341]. Section 6.1 presents the study context. Section 6.2 details the

materials and methods used in this study. Section 6.3 reports the results and dis-

cusses the obtained findings. Section 6.4 provides some final reflections and the

limitations of this study.

6.1 Study Context

The accurate identification of novel DTIs and the understanding of the binding pro-

cess are determinants in the discovery of potential hit-to-lead compounds. Despite

the in silico research advances, the majority of these studies rely on binary associa-

tions to conduct their experiments, neglecting the importance of the binding affinity

[14]. Thus, the quality of the predictions is usually compromised or least limited,

particularly when considering secondary interactions with off-targets [16, 17, 342].

Moreover, most studies seldom characterize proteins and compounds using sequen-

tial and structural data, making use of global descriptors and certain topological or

physicochemical properties, which are mostly not robust and remarkably limiting to

DTI understanding and model explainability [35].

DL architectures have gained acceptance in recent years due to their ability to exploit
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and learn from comprehensive chemical and proteomic libraries, retrieve unprece-

dented knowledge in DTIs, and identify complex and discriminating patterns within

the input data [27]. Furthermore, these architectures typically do not require feature

engineering tools given their capacity to extract features with increased selectivity

from structured or unstructured raw data and, thus, outperform most traditional ML

algorithms. However, these complex models are still considered opaque and devoided

of transparency in their inner decisions and results, despite the high performance

achieved [28, 29]. Moreover, the binding process between an active compound and

a protein is unequivocally complex, especially given the range of different regions

across the whole structure of proteins and compounds that directly or indirectly

participate in the interaction [34, 39]. Hence, the lack of explainability in the pre-

dictions compromises the comprehension and identification of the underlying aspects

of the interaction, considering that it is not possible to directly associate the output

with the input domain in DL models [300]. Additionally, when taking into account

the context of the problem, wherein the decision presented may have a great impact

on the drug discovery process chain, it is vital to understand and provide possible

explanations for the reasoning behind the decisions of these complex architectures

[31, 311].

This study explores the use of an end-to-end DL approach to predict DTA measured

in terms of the dissociation constant (Kd), where 1D sequential and structural data,

protein sequences and SMILES strings, are used to represent the targets and com-

pounds, respectively. Furthermore, it aims to provide explainability and validate

the decision-making process of CNNs when extracting deep features from protein

sequences and SMILES strings in the context of DTIs. On that account, three crit-

ical points were investigated in this work: a) efficiency of the deep representations

in the prediction of a real-valued interaction strength; b) reliability of CNNs in the

identification of important sequential and structural regions for the binding process;

and c) robustness of the features extracted from relevant sequential regions.

6.2 Materials and Methods

6.2.1 Binding Affinity Prediction

6.2.1.1 Drug–Target Interaction Pairs

In order to establish the binding affinity prediction model, it was necessary to collect

DTI pairs characterized with binding affinity measured in terms of Kd. However,
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standard experimentally validated, also known as gold standard, datasets are ex-

tremely scarce in the context of the problem. On that account, in order to conduct

this study and the experiments, the data from the Davis et al. (2011) [276] research

study was explored, considering that it is the only benchmark dataset that con-

tains interactions characterized with their respective dissociation constant values.

The Davis et al. (2011) [276] dataset comprises selectivity assays related to the

human catalytic protein kinome, resulting in a total of 31 824 interactions between

72 kinase inhibitors (compounds) and 442 kinases (proteins). Furthermore, all com-

pounds and proteins in this dataset are interlinked, which is critical to preserve their

overall representability, given that the number of observations for each protein and

compound has a great impact on their relative importance and influence during the

learning stage.

The protein sequences of the Davis dataset were collected from UniProt [57] based

on the corresponding accession numbers (identifiers). Proteins are characterized

by a unique amino acid sequence, resulting in varying sequence lengths. Thus, to

standardize the number of features and avoid the loss of relevant sequential infor-

mation or increased noise due to excessive padding, the protein sequence length was

fixed between 264 and 1400 residues based on a 95% information density threshold.

Protein sequences shorter than the maximum length were padded.

The SMILES strings of the Davis dataset were extracted from PubChem [343] based

on their compound identifiers (CIDs). To ensure a consistent notation to represent

the chemical structure of all compounds, the RDKit [344] canonical transformation

was applied to every SMILES string. Even though the canonical notation does not

include stereochemical information, it is a unique representation, where the atoms

are consistently numbered. Similar to the protein sequences, the sequence length

of the SMILES strings was fixed between 38 and 72 chemical characters based on

a 95% information density threshold. SMILES strings shorter than the maximum

length were padded.

The distribution of the Davis Kd values is significantly skewed toward Kd equal

to 10 000 nM (22 400 interaction pairs out of 31 824), which is associated with

extremely weak or almost non-existing interactions. Furthermore, the variance of

this distribution is considerably high, since it ranges from values close to zero (strong

interaction) to high values (weak binding). Hence, in order to reduce the effects

of the high variance of this distribution on the learning loss, the Kd values were

transformed into the logarithmic space (pKd) using Equation 6.1. The distribution
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of the pKd values spans from 5 (10 000 nM) to approximately 11.

pKd = −log10(
Kd

109
) (6.1)

Table 6.1 summarizes the statistics of the original and pre-processed Davis dataset.

Table 6.1: Original and pre-processed Davis dataset [276]: unique proteins, com-
pounds, and DTIs.

Davis Kinase Dataset

Proteins Compounds DTI pKd = 5 pKd > 5
Original 442 72 31 824 22 400 9424
Pre-Processed 423 69 29 187 20 479 8708

See Figures B.1 and B.2 in Section B.1 of Appendix B for more details regarding

the distribution of the Davis dataset.

6.2.1.2 Data Representation and Encoding

Protein sequences and SMILES strings are constituted by different sequential and

structural characters, respectively, which are used as input for the binding affinity

prediction model. A dictionary-based approach was considered to encode each one

of the characters into an integer according to the number of unique tokens, resulting

in a 20-character dictionary for the protein sequences and a 26-character dictionary

for the SMILES strings. In order to normalize the importance of each one of these

integer values and preserve only the structural information, one-hot encoding was

applied, assigning a binary variable for each unique integer value and converting ev-

ery integer into a binary vector. Figure 6.1 illustrates the dictionary-based approach

and the one-hot encoding applied to the AKK1 kinase.

6.2.1.3 Binding Affinity Prediction Model

In order to predict real-valued DTI strength measured in pKd, an end-to-end DL

model based on CNNs and FCNNs was explored, where 1D sequential and struc-

tural information, specifically protein amino acid sequences and SMILES strings,

respectively, were used as input.

The protein sequences and SMILES strings were initially processed based on their

length and then encoded according to the dictionary-based approach mentioned in

Section 6.2.1.2. Considering that these integer values are recognized as categori-

cal variables, a one-hot encoder layer was assigned to both protein sequences and
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Figure 6.1: Dictionary-based encoding followed by one-hot encoding applied to
the kinase AKK1, where L is the length of the protein sequence.

SMILES strings, respectively. Following the one-hot encoding, two parallel series

of 1D convolutional layers were considered, one for the protein sequences and the

other for the SMILES strings. These sets of convolutional layers were employed to

uncover deep patterns within the input data and automatically surmise and identify

important sequential and structural regions for the interaction. Following each series

of convolutional layers, global max pooling was applied to reduce the spatial size of

each feature map to its maximum representative feature, i.e., to capture the most

relevant motifs. The resulting deep representations were concatenated into a single

vector, comprising the most significant sequential and structural features, and used

as input for an FCNN, in which dropout regularization was applied between each

fully-connected layer. Following the FCNN, an output layer composed of one neuron

was employed to return the real-valued interaction strength measured in pKd. The

proposed end-to-end DL architecture is illustrated in Figure 6.2.

6.2.1.4 Chemogenomic Representative K-Fold

In order to find the best model architecture and set of parameters, a variation of

the stratified K-fold cross-validation approach was explored. In the context of the

problem, a randomly split of the dataset leads to non-representative sets of DTIs,

especially when considering the imbalanced distribution of pKd values and that the

majority of the interactions are characterized with a pKd value equal to 5 (extremely

weak interactions). Moreover, considering that 1D raw data is used to characterize

the proteins and compounds, specifically the amino acid sequence and the SMILES

string, respectively, the overall representability of the data plays an important role

in the learning process of the architecture. Thus, in order to split the dataset

into representative sets, it is crucial to consider the protein sequences similarity,

the SMILES strings similarity, and the pKd values distribution during the splitting
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Figure 6.2: CNN-FCNN binding affinity prediction model. Two parallel series
of 1D CNNs uncover deep patterns and extract deep representations from protein
sequences and SMILES strings, respectively. The resulting deep representations,
comprising the most relevant and significant sequential and structural motifs, are
concatenated and used as input for an FCNN, which predicts the binding affinity
measured in terms of pKd.
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process.

The proposed method, Chemogenomic Representative K-Fold, initially splits the

data into two different groups according to the pKd value, specifically greater than

5 or equal to 5, respectively. Following the sampling process, the samples with a

pKd value greater than 5 are initially distributed across the different K folds based

on the lowest similarity score (dissimilarity score). The first K samples of this

group are assigned to each K set in order to initialize each fold, and the remaining

NI − K samples (NI is the number of DTI pairs in the dataset with a pKd value

greater than 5) are distributed based on their dissimilarity score. The dissimilarity

score corresponds to the lowest similarity score between the sample and each K

set, in which the sample is assigned to the set with the lowest similarity score.

The similarity score is computed as the weighted mean between the median value

across all the protein sequences’ similarity scores and the median value across all

the SMILES strings’ similarity scores, which are calculated (e.g., obtained from

similarity matrices) between the sample and each entry in the corresponding set,

i.e., between the protein sequence of the sample and all the protein sequences in the

corresponding set, and between the SMILES string of the sample and all the SMILES

strings in the corresponding set. In order to guarantee that each set is equally sized,

only sets that had not previously been assigned a sample are considered at each step

(until it is reset), thus, the dissimilarity score corresponds to the lowest similarity

convex combination across all K −m sets, where m = 1,.., K − 1 is associated with

the number of sets that had previously been assigned a sample. Following the pairs

with a pKd value greater than 5, this process is repeated for the remaining NII

samples, which correspond to the DTI pairs with a pKd value equal to 5 (weak

interactions).

This approach leads to equally sized representative sets, prioritizing the relevant

interactions. Furthermore, considering that this method splits the data according

to the lowest similarity score (improved representability), it is possible to extract

an independent testing set to evaluate the model’s generalization capacity. The

Chemogenomic Representative K-Fold is illustrated in Figure 6.3.

6.2.2 Explainable Binding Affinity Prediction

6.2.2.1 Binding Sites

The interaction between compounds and proteins results from the recognition and

complementarity of certain active and functional groups (binding sites). On that
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Figure 6.3: Chemogenomic Representative K-Fold, where DTI pairs are dis-
tributed based on the pKd value, protein sequence similarity, and SMILES string
similarity. The DTI pairs with a pKd > 5 are initially assigned to the K set with
the lowest similarity score followed by the DTI pairs with a pKd = 5. The similarity
score corresponds to the weighted mean between the median value across all the
protein sequences’ similarity scores and the median value across all the SMILES
strings’ similarity scores, which are computed between the sample and each entry
in the corresponding set.

account, the protein amino acid sequence, specifically the binding regions within the

protein, and the compound’s chemical structure are determinants for the binding.

Considering the range of different regions across the whole structure of proteins and

compounds, respectively, the relevance given to certain spots might introduce bias

in the predictions, compromising the validity of the inferring process of the model.

Thus, apart from providing visual explanations to the predictions inferred by the

proposed model, it is determinant to evaluate the relevance and significance given

to the regions identified as important for the prediction, i.e., the model’s reliability
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in identifying binding spots as regions of interest.

In order to conduct this evaluation, it was necessary to identify the binding regions

of the interaction pairs in the dataset, although the number of DTIs with the exact

binding regions known or available represents only a small subset of the whole DTI

universe. Nevertheless, the sc-PDB database [345], which is an annotated database

of druggable binding sites, contains some DTI pairs with interactions sites known

and, thus, it was explored to collect DTIs with binding sites annotated. The DTI

pairs from this database were initially pre-processed, where only entries belonging

to the taxonomic identifier 9606 (Homo sapiens) were selected, considering that the

proposed model was trained using DTI pairs associated with the human catalytic

protein kinome. The remaining samples were then processed according to the protein

and SMILES string length thresholds, where any entry with a sequential size outside

the thresholds defined in Section 6.2.1.1 was removed, respectively. Moreover, the

real-valued interaction strength measured in Kd is not known for the majority of the

DTI pairs in this database, thus, their binding affinity had to be initially predicted

by the proposed model, where only pairs with a predicted pKd greater than 5 were

considered. The final DTI pairs were then divided into two groups, specifically those

that are also present in the Davis dataset (Davis ∩ sc-PDB pairs) and the ones that

are exclusively from the sc-PDB database. Table 6.2 summarizes the number of

DTIs, the average number of binding sites for each DTI, and the number of unique

proteins and compounds for the two datasets.

Table 6.2: Statistics of collected binding sites datasets from the sc-PDB database
[345].

DTI Binding Sites Proteins Compounds

Davis ∩ sc-PDB 32 16 27 8
sc-PDB 266 12 64 249

Binding Sites corresponds to the average number of binding sites annotated
for each DTI.

6.2.2.2 Protein Evolutionary Conserved Motifs

Many proteins are functionally and evolutionarily related, where certain regions (mo-

tifs/profiles), usually associated with important protein functions/activities, e.g.,

binding, folding, or secondary interactions, are conserved. Thus, apart from under-

standing if the CNNs are identifying and assigning importance to the binding sites,

it is also relevant to explore if there is any association between the input regions

93



Chapter 6. Explainable Deep Drug–Target Representations

selected by the model that are not in the vicinity of the binding regions and the

motifs that are usually conserved.

These profiles can be obtained using PSI-BLAST [346], which iteratively searches

for regions of similarity between the protein query sequence and a target protein

database. This method scores the matches using PSSMs instead of pre-defined

scoring matrices, where final high-scoring sequences (filtered using an expectation

threshold) found at each iteration step are multiple aligned to produce a new PSSM

to be used in the next iteration. The resulting PSSM provides evolutionary informa-

tion for the protein query sequence, where each position (a, l), a = {1,2,..,20} and

l = {1,2,..., L} corresponding to the number of possible amino acids and the pro-

tein sequence length, respectively, is the probability of the pattern l in the protein

sequence diverge to another amino acid a. On that account, the amino acids that

have a high score (probability) of not diverging are considered to be evolutionarily

conserved and thus associated with important activities of the protein.

In order to obtain the PSSMs for the Davis ∩ sc-PDB and sc-PDB pairs, a stand-

alone version of PSI-BLAST [346] from blast+ 2.11.0 [347] was explored. The

database selected was the non-redundant (nr), the number of iterations was fixed

at 3, the E-value chosen was 0.001, and the search was restricted to the taxonomic

group 9606. Considering that the PSSM scores range from negative values up to a

maximum of 10 (highest probability), different thresholds were considered to select

the conserved motifs, specifically from 5 to 10. Table 6.3 summarizes the aver-

age number of conserved motifs for the Davis ∩ sc-PDB and sc-PDB pairs across

different thresholds.

Table 6.3: Average number of conserved motifs across different thresholds for the
Davis ∩ sc-PDB and sc-PDB pairs.

PSSM Motifs Threshold

≥ 5 ≥ 6 ≥ 7 ≥ 8 ≥ 9 ≥ 10

Davis ∩ sc-PDB 276 162 88 45 19 11
sc-PDB 191 121 69 36 15 8

6.2.2.3 Gradient-Weighted Regression Activation Mapping

Gradient-Weighted Class Activation Mapping (Grad-CAM) [334] is a gradient-based

method that provides visual explanations for the decisions associated with CNN-

based architectures, producing coarse localization maps that highlight the important
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regions for prediction. This method is a generalization of the Class Activation

Mapping (CAM) [348] and it uses the gradient information flowing into the last

convolutional layer to assign importance to each neuron for a particular decision of

interest. The class discriminative localization maps are obtained by performing a

linear (weighted) combination of the forward feature maps of the convolutional layer

with the neuron importance weights, which is followed by a Rectified Linear Unit

(ReLU) in order to obtain the features that have a positive influence on the class of

interest.

Lc
Grad−CAM ∈ Ruxv = ReLU(

∑
k

αc
kA

k) (6.2)

, where Lc
Grad−CAM ∈ Ruxv is the class discriminative localization map of width u

and height v for the class of interest c, k is the number of feature maps, Ak is the

kth feature map activations, and αc
k is the neuron importance weights connecting

the kth feature map activations with the cth class.

In order to obtain the neuron importance weights αc
k, which capture the importance

of the feature map k for the target class c, the gradients of the score for the class

of interest (yc) concerning the feature map activations Ak of the convolutional layer

are computed through backpropagation and global average pooled over the width

and height dimensions of the feature map.

αc
k =

1

Z

∑
i

∑
j

∂yc

∂Ak
ij

(6.3)

, where 1
Z

∑
i

∑
j corresponds to the global average pooling (Z is the number of

points/pixels in the feature map), ∂yc

∂Ak
ij

to the gradient of the score of class c with

the respect to the feature map activations Ak, and i and j to the width and height

dimensions, respectively, of the feature map.

The DL framework employed in this study focuses on a regression task instead of

a classification problem. Thus, in the context of the problem, it was important

to identify the discriminative regions toward the regression outcome, specifically

the sequential and structural regions in the protein sequences and SMILES strings,

respectively, that were considered to be important for the prediction of binding

affinity. On that account, an adaptation of the Grad-CAM approach called Gra-

dient Weighted Regression Activation Mapping (Grad-RAM) was proposed, which

computes the gradients of the regression outcome with respect to the feature map

activations. Similar to the Grad-CAM method, these gradients are global average

pooled, leading to neuron importance weights that capture the importance of the
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feature map activations for the interaction strength. The resulting regression dis-

criminative localization maps are capable of explaining the output layer decisions

by identifying the relevant sequential and structural regions for prediction.

LGrad−RAM = ReLU(
∑
k

(
1

Z

∑
i

∑
j

∂ŷ

∂Ak
ij

)Ak) (6.4)

, where LGrad−RAM is the regression discriminative localization map for the predicted

value ŷ, 1
Z

∑
i

∑
j corresponds to the global average pooling, ∂ŷ

∂Ak
ij

to the gradient

of the regression outcome ŷ with respect to the feature map activations Ak of the

convolutional layer, and i and j to the width and height dimensions, respectively,

of the feature map.

Global Max Pooling. In image or object localization/detection tasks, global

average pooling encourages the network to identify the complete extent of the object,

considering that the average of a feature map takes into account both discriminative

and low-activation regions. However, in the context of the problem, the interaction

is determined by structural and sequential regions scattered in a 1D dimension.

Hence, global max pooling was of special interest since the goal was to identify

single discriminative spots.

LGrad−RAM = ReLU(
∑
k

max(
∂ŷ

∂Ak
)Ak) (6.5)

, where LGrad−RAM is the regression discriminative localization map for the pre-

dicted value ŷ, max corresponds to the global max pooling, ∂ŷ
∂Ak to the gradient

of the regression outcome ŷ with respect to the feature map activations Ak of the

convolutional layer.

Guided (Positive) Gradients. In the work of Selvaraju et al. (2020) [334],

the authors proposed an adaptation of their Grad-CAM method by combining their

visualizations with the Guided backpropagation approach proposed by Springenberg

et al. (2015) [349], in which negative gradients are suppressed when backpropagating

through ReLU layers. Considering that visualizing the sequential and structural

regions that have the highest positive influence on the prediction of binding affinity

was of special interest, a variation of Grad-RAM was also explored by masking all

the gradient positions associated with negatives values or where the activations of

the feature maps were not greater than zero.

96



Chapter 6. Explainable Deep Drug–Target Representations

∂ŷ

∂Ak
= (Ak > 0) · ( ∂ŷ

∂Ak
> 0) · ∂ŷ

∂Ak
(6.6)

, where ∂ŷ
∂Ak is the gradient of the regression outcome ŷ with respect to the feature

map activations Ak of the convolutional layer.

6.3 Results and Discussion

6.3.1 Prediction efficiency of the deep representations

The accurate and reliable prediction of a real-valued interaction strength is criti-

cal in the path of new findings regarding DTIs. In this study, an end-to-end DL

architecture was proposed, in which CNNs were leveraged due to their capacity to

automatically identify and extract deep representations from relevant and important

sequential and structural regions associated with DTIs. In order to validate the pre-

diction efficiency of the proposed architecture (CNN-FCNN), the performance was

evaluated and compared with different state-of-the-art baselines. Additionally, the

efficiency of the features extracted from the CNNs was further validated by evalu-

ating and comparing the performance of using those deep representations as input

for traditional ML models (see Section B.2.1 in Appendix B for more details regard-

ing the experimental setup conducted in this study). Table 6.4 reports the binding

affinity prediction results over the Davis independent testing set in terms of five

different metrics: MSE, RMSE, CI, r2, and Spearman (See Table B.4 in Section

B.3.1 of Appendix B for the binding affinity predictions results using the original

split methodology of the state-of-the-art research works).

The results demonstrate that the CNN-FCNN model achieved the highest perfor-

mance in terms of MSE (0.177), RMSE (0.421), CI (0.915), Spearman (0.725), and

r2(0.789) compared to state-of-the-art baselines. Hence, it exceeds the other models

in its capacity to correctly predict the binding affinity value (lower MSE and RMSE)

and distinguish the binding strength rank order across DTI pairs (higher CI).

Regarding the efficiency of the deep representations, the results validate the effec-

tiveness of CNNs in their capacity to extract relevant deep representations from se-

quential and structural data, especially when considering the performance achieved

in terms of CI, which is significantly high across all models and superior to the

state-of-the-art baselines (except the KRR model). Albeit the accurate prediction

of the interaction strength value, assessed in terms of MSE and RMSE, is impor-

tant in the context of the problem, the ability to correctly distinguish the binding
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Table 6.4: Binding affinity prediction results over the Davis testing set.

Method
Protein

Rep.

Compound

Rep.
↓ MSE ↓ RMSE ↑ CI ↑ r2 ↑ Spearman

Baseline Methods

KronRLS [265] Smith-Waterman PubChem-Sim 0.443 0.665 0.847 0.473 0.624

GraphDTA-GCN [271] 1D Graph 0.315 0.561 0.879 0.625 0.676

GraphDTA-GATNet [271] 1D Graph 0.307 0.554 0.875 0.634 0.670

SimBoost [267] Smith-Waterman PubChem-Sim 0.277 0.526 0.891 0.670 0.694

Sim-CNN-DTA [273] Smith-Waterman PubChem-Sim 0.266 0.516 0.884 0.683 0.674

GraphDTA-GIN [271] 1D Graph 0.255 0.505 0.889 0.696 0.690

GraphDTA-GAT-GCN [271] 1D Graph 0.254 0.504 0.885 0.697 0.683

DeepDTA [268] 1D 1D 0.222 0.472 0.888 0.735 0.678

DeepCDA [272] 1D 1D 0.202 0.449 0.882 0.760 0.668

Proposed Method

CNN-FCNN 1D 1D 0.177 0.421 0.915 0.789 0.725

Deep Representations Eval.

SVR CNN Deep Representations 0.203 0.450 0.907 0.759 0.714

GBR CNN Deep Representations 0.271 0.520 0.894 0.677 0.699

RFR CNN Deep Representations 0.283 0.532 0.895 0.663 0.703

KRR CNN Deep Representations 0.453 0.673 0.848 0.461 0.630

Bold indicates the best performance value associated with each evaluating metric.
RFR-Random Forest Regressor, SVR-Support Vector Regressor, GBR-Gradient Boosting Regressor, KRR-Kernel Ridge Regression

strength rank order between two different DTI pairs is of special interest, since it

allows to differentiate primary from secondary or not so relevant interactions. On

that account, the deep representations extracted from the CNNs are efficient and

discriminating in their capacity to describe DTIs and distinguish interactions based

on their binding affinity values.

Additionally, the performance of the SVR model in terms of MSE (0.203), RMSE

(0.450), CI (0.907), Spearman (0.714) and r2 (0.759) is considerably high and overall

superior to all state-of-the-art baselines, despite it being a traditional ML approach.

These findings demonstrate that the input data’s quality and discriminatory power

greatly influence the performance, validating once more the efficiency of the deep

representations extracted from the CNNs in the prediction process.

Overall, the use of an end-to-end DL architecture to predict binding affinity demon-

strates not only the ability of DL to automatically identify and extract discriminat-

ing features from drug and protein data collection, but also the capacity to learn

complex and hidden patterns related to DTIs for the prediction of binding affinity.

Figure 6.4 illustrates the predictions from the proposed model against the actual

(true) binding affinity values for the Davis independent testing set, where it is pos-

sible to observe a significant density around the predicted = true value reference line

(perfect model).

98



Chapter 6. Explainable Deep Drug–Target Representations

Figure 6.4: CNN-FCNN model predictions against the true values for the Davis
kinase binding affinity testing set, where the diagonal line is the reference line (pre-
dicted = true value).

6.3.2 Reliability of the CNNs in the identification of impor-

tant regions for binding

Despite the prediction efficiency achieved, it is not possible to directly extract ex-

planations for the decision-making process solely based on the deep representations,

considering that they are not interpretable by humans. In this study, Grad-RAM

was proposed to obtain regression discriminative localization maps, which provide

information related to the regions of the input that had a positive influence on the

prediction. In order to evaluate the reliability of the CNNs in the identification of

important regions for binding, the correlation between the input regions that had a

positive influence on the prediction and the window-based pockets related to binding

sites and motifs was explored. Table 6.5 and 6.6 report the LGrad−RAM matching

(see Section B.2.2.1 in Appendix B for more details) results for the binding sites of

the Davis ∩ sc-PDB and sc-PDB pairs, respectively, across different window lengths

and for the different formulations of the LGrad−RAM .

Regarding the differences in the formulation of LGrad−RAM , specifically between

employing a global max pooling (GMP) instead of a global average pooling (GAP),

and between using guided gradients (G) instead of non-guided gradients (NG), the
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Table 6.5: Davis ∩ sc-PDB Binding Sites - LGrad−RAM matching (Equation B.4)
results across different window lengths and for the different formulations of the
LGrad−RAM . Lower and higher percentage values are associated with lower and
higher numbers of window-based binding pockets, in which information is extracted
from at least one position, across all the DTI pairs.

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 20.74 20.74 20.74 19.57
1 46.32 46.32 46.32 42.83
2 53.29 53.29 53.29 50.39
3 56.98 56.98 56.98 54.07
4 60.66 60.66 60.66 57.95
5 61.24 61.24 61.24 58.72

GMP: Global Max Pooling, GAP - Global AVG Pooling, G - Guided Gra-
dients, NG - Non Guided Gradients

Table 6.6: sc-PDB Binding Sites - LGrad−RAM matching (Equation B.4) results
across different window lengths and for the different formulations of the LGrad−RAM .
Lower and higher percentage values are associated with lower and higher numbers
of window-based binding pockets, in which information is extracted from at least
one position, across all the DTI pairs.

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 16.51 16.51 16.51 15.08
1 39.14 39.14 39.14 36.93
2 49.37 49.37 49.37 46.89
3 56.92 56.92 56.92 53.99
4 63.33 63.33 63.33 60.53
5 66.85 66.85 66.85 64.44

GMP: Global Max Pooling, GAP - Global AVG Pooling, G - Guided
Gradients, NG - Non Guided Gradients

results demonstrate that there was no significant difference, except for GAP-NG,

which generated worse localization maps. Considering that regions with the highest

positive influence are of special interest in the context of the problem, GMP-G was

determined to be the most consistent combination and, thus, used for all evaluations

and comparisons.

The Binding sites - LGrad−RAM matching results demonstrate that the CNNs are

identifying and extracting features from the window-based binding pockets with-

out any a priori information, considering that there is relevant information being

detected at every window length. Furthermore, the highest LGrad−RAM matching

increase occurs between a window length 0 and 1, and between a window length 1
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and 2 (20.74 - 46.32 - 53.29% and 16.51 - 39.14 - 49.37% for the Davis ∩ sc-PDB

and sc-PDB pairs, respectively), showing that the CNNs are extracting informa-

tion essentially within the closer regions to the exact binding site location, in which

with a window length of 2, the DTI pairs have in average around 50% or more of

their window-based binding sites identified. Nevertheless, the LGrad−RAM match-

ing values in the Davis ∩ sc-PDB pairs are essentially higher for the lower window

lengths when compared to the sc-PDB pairs, which is in agreement with the fact

that sc-PDB pairs are not associated only with kinases (representability).

Regarding the motifs, the LGrad−RAM matching was evaluated across different PSSM

thresholds, window lengths, and data collections, where subsets of these datasets,

specifically related to the filtering process of the motifs inside the entire binding

region, were also considered. Figure 6.5 illustrates the LGrad−RAM matching in

terms of a heatmap for the PSSM motifs across different thresholds and window

lengths for the Davis ∩ sc-PDB, Davis ∩ sc-PDB with the motifs inside the binding

region filtered out, sc-PDB, and sc-PDB with the motifs inside the binding region

filtered out pairs, respectively (see Tables B.5, B.6, B.7, and B.8 in Section B.3.2.1

of Appendix B for more details regarding the results).

The motifs - LGrad−RAM matching results demonstrate that the CNNs are identify-

ing and extracting features from window-based motifs across different thresholds and

window lengths. Similar to the binding sites, the highest LGrad−RAM matching in-

crease occurs between a window length 0 and 1, and between a window length 1 and

2 (e.g., 11.28 - 20.26 - 26.52% for the PSSM threshold ≥ 5, and 13.3 - 28.25 - 47.65%

for the PSSM threshold ≥ 10 for the Davis ∩ sc-PDB pairs). The sc-PDB pairs (Fig-

ures 6.5c and 6.5d) present higher LGrad−RAM matching values, demonstrating that

the CNNs are especially focusing on the conserved motifs positions, which reflects

the absence of the protein domain similarity. Furthermore, higher PSSM thresholds

(≥ 8) are associated with higher LGrad−RAM matching values across the different

window lengths, suggesting that the CNNs are focusing on the highly conserved mo-

tifs, which are usually associated with important protein functions. Nevertheless,

the filtering process of the motifs inside the entire binding region (Figures 6.5b and

6.5d) resulted in overall lower LGrad−RAM matching values, showing that the CNNs

are identifying and extracting features simultaneously from binding sites and motifs.

Figure 6.6 illustrates the LGrad−RAM maps for some of the protein sequences asso-

ciated with the Davis ∩ sc-PDB and sc-PDB DTI pairs, in which the binding sites

are annotated, i.e., known and available.
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(a) (b)

(c) (d)

Figure 6.5: PSSM Motifs - LGrad−RAM matching results (Equation B.4) across
different window lengths and PSSM thresholds, where weaker and deeper red colors
are associated with lower and higher LGrad−RAM matching values, respectively. a)
Davis ∩ sc-PDB pairs; b) Davis ∩ sc-PDB pairs (filtered*); c) sc-PDB pairs; d)
sc-PDB pairs (filtered*). *Motifs inside the binding region filtered out.

6.3.2.1 3D Interaction Space Analysis (Docking)

In order to further validate the reliability of the CNNs in the identification of im-

portant regions for binding, and the previous Binding sites - LGrad−RAM match-

ing results, it was critical to explore the 3D interaction for DTI pairs without

any binding information available, i.e., where the interacting protein residues are

not annotated or available (contrarily to the pairs represented in Figure 6.6 and

the ones used for the Binding sites - LGrad−RAM matching results). On that ac-

count, two DTI pairs from the Davis kinase binding affinity testing set, specifically

ABL1(E255K)-phosphorylated - SKI-606 and DDR1 - Foretinib, were selected and

their 3D interaction space was explored using docking approaches, wherein the re-

sulting 3D complexes were thoroughly assessed in order to make a fair comparison

with the LGrad−RAM hits. Figures 6.7 and 6.8 depict the 3D receptor-ligand com-
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Figure 6.6: LGrad−RAM maps for some of the protein sequences of the Davis ∩
sc-PDB pairs and sc-PDB pairs, where the binding sites are represented by the
red and blue circles, respectively. The height of the vertical lines corresponds to
the importance (weight) of the feature extracted from the corresponding position
(amino acid).*NP: non-phosphorylated

plex, in which the potential binding sites (≤ 5 Å) and the information retrieved from

the LGrad−RAM are annotated, and the 2D interaction diagram, where the matched

binding - LGrad−RAM positions are annotated, for the ABL1(E255K)-phosphorylated

receptor and DDR1 receptor, respectively.

Consistent with the previous findings related to the LGrad−RAM matching results,

Figures 6.7a and 6.8a show that the CNNs are not aimlessly identifying regions to

extract features from when predicting binding affinity, especially considering that

there are LGrad−RAM hits matched with the potential binding sites (also represented

in Figures 6.7b and 6.8b) and other hits near the neighborhood of these interaction

spots. Regarding the LGrad−RAM hits close to the main binding pocket and also those

not in the vicinity of the binding pocket, their spacial positions suggest they bear

relation to conserved regions or other potential interaction pockets/subpockets, e.g.,

some of these hits are near α-helices, which are usually important for the structure

and function of the protein, and for certain interactions given their polarity. In

particular, for the case of the DDR1 kinase, some of these LGrad−RAM hits were

found to be matched or nearly matched with certain experimental validated critical

interacting residues.
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(a)

Binding-site residues matched with ����� −��	 hits

(b)

Figure 6.7: SKI-606 in complex with ABL1(E255K)-phosphorylated. a) Annotated
3D complex obtained from docking, where the potential binding sites (≤ 5 Å), the
LGrad−RAM hits, and the matched binding - LGrad−RAM positions are represented by
the green, blue and red colors, respectively. b) 2D Interaction Diagram, in which
the matched binding - LGrad−RAM hits are shown delimited by red circles.

See Section B.3.2.2 in Appendix B for more details regarding the docking process

and analysis of the resulting 3D complexes.
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(a)

Binding-site residues matched with ����� −��	 hits

(b)

Figure 6.8: Foretinib in complex with DDR1. a) Annotated 3D complex obtained
from docking, where the potential binding sites (≤ 5 Å), the LGrad−RAM hits, and
the matched binding - LGrad−RAM positions are represented by the green, blue and
red colors, respectively. b) 2D Interaction Diagram, in which the matched binding
- LGrad−RAM hits are shown delimited by red circles.

6.3.3 Robustness of the deep representations

Apart from validating the reliability of the CNNs in the identification of important

regions for binding, it is critical to understand the robustness (significance) of the
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deep representations. On that account, the feature relevance correlation between

the positive-valued features in the input domain and the ones extracted from the

window-based binding sites and motifs was also evaluated and explored. Figure 6.9

illustrates the LGrad−RAM feature relevance (see Section B.2.2.2 in Appendix B for

more details) in terms of a density map for the binding sites across the different

feature relevance thresholds and window length values for the Davis ∩ sc-PDB and

sc-PDB pairs (see Tables B.10 and B.11 in Section B.3.3.1 of Appendix B for more

details regarding the results).

(a) (b)

Figure 6.9: Binding sites - LGrad−RAM feature relevance (Equation B.5) results
across different feature relevance thresholds and window lengths, where weaker and
deeper red colors are associated with lower and higher LGrad−RAM feature relevance
values, respectively. a) Davis ∩ sc-PDB pairs; b) sc-PDB pairs

The results demonstrate that at every feature importance threshold and window

length value, the Binding sites - LGrad−RAM feature relevance values are superior

to the corresponding threshold, i.e., the positive-valued features extracted from the

window-based binding pockets are in the range of those with the highest influence.

In particular, Figure 6.9a shows that at every feature significance threshold, the

LGrad−RAM feature relevance value is roughly 10% higher than the corresponding

threshold. Regarding the window length, there is no significant difference across the

different thresholds, corroborating the Binding sites - LGrad−RAM matching results,

where CNNs were shown to extract information within the closer regions to the

binding sites. Overall, CNNs are not aimlessly identifying and extracting features

from each window-based binding pocket, but essentially assigning significance to

these regions when predicting binding affinity.

Regarding the motifs, the LGrad−RAM feature relevance was evaluated across dif-

ferent PSSM thresholds, feature significance thresholds, window lengths, and data
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collections, including the subsets related to the filtering process of the motifs in-

side the entire binding region. However, since the window length did not represent

any significant difference in the results, the mean value across the different window

lengths was considered for visualization. Figure 6.10 illustrates the LGrad−RAM fea-

ture relevance in terms of a heatmap for the motifs across different PSSM thresholds

and feature significance thresholds for the Davis ∩ sc-PDB, Davis ∩ sc-PDB with the

motifs inside the binding region filtered out, sc-PDB, and sc-PDB with the motifs

inside the binding region filtered out pairs, respectively (see Tables B.12, B.13, B.14,

and B.15 in Section B.3.3.2 of Appendix B for more details regarding the results).

The motifs - LGrad−RAM feature relevance results demonstrate that the CNNs are

also assigning significance to the conserved motifs, although inferior to the one given

to the window-based binding pockets, considering that the LGrad−RAM feature rele-

vance is essentially lower in filtered pairs and even below the corresponding feature

significance threshold values in some cases (illustrated when comparing Figures 6.10a

and 6.10b, and Figures 6.10c and 6.10d). These results are in agreement with the

fact that the binding sites and the overall binding region have a great impact on the

interaction process, which is expressed in terms of the binding affinity (regression

outcome). Additionally, across the different feature importance thresholds, higher

LGrad−RAM feature relevance values are essentially associated with higher PSSM

thresholds (≥ 8), except for Davis ∩ sc-PDB unfiltered (Figure 6.10a) and Davis ∩
sc-PDB filtered (Figure 6.10b), in which at the feature relevance threshold 60 % and

70 % it was not verified. Nonetheless, the results are consistent with the previous

findings, where the conserved motifs associated with the higher PSSM thresholds

were found to be associated with the highest LGrad−RAM matching values.

6.4 Conclusions

6.4.1 Final Remarks

This study explored an end-to-end DL architecture to predict DTA measured in

pKd, where CNNs were exploited to automatically identify and extract discrimi-

nating deep representations from protein sequences and SMILES strings. The deep

representations were found to be efficient and discriminating in their capacity to

describe DTIs and distinguish interactions based on their binding affinity values

(interaction strength rank order). Furthermore, the CNN-FCNN model yielded bet-

ter results compared to state-of-the-art baselines, demonstrating its viability for

practical use.
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(a) (b)

(c) (d)

Figure 6.10: PSSM Motifs - LGrad−RAM feature relevance (Equation B.2.2.2) re-
sults* across different PSSM thresholds and feature significance thresholds, where
weaker and deeper red colors are associated with lower and higher LGrad−RAM match-
ing values, respectively. a) Davis ∩ sc-PDB pairs; b) Davis ∩ sc-PDB pairs (fil-
tered**); c) sc-PDB pairs; d) sc-PDB pairs (filtered**). * Each value corresponds
to the mean value across the different window lengths. **Motifs inside the binding
region filtered out.

Additionally, this work provided explainability to the predictions by connecting the

deep representations extracted from the CNNs to the input domain, exploring the

reliability of CNNs in the identification of important sequential regions, specifically

binding sites and evolutionarily conserved motifs, when predicting binding affinity,

and evaluating the significance of the deep representations extracted from relevant

sequential spots. On that account, the results demonstrated that the CNNs are

identifying and extracting features simultaneously from window-based binding sites

and motifs without any a priori information. Moreover, CNNs were found to ex-

tract information essentially within the closer regions to the exact binding or motif

location, respectively, validating the effectiveness of these architectures in drug dis-

covery. Additionally, the features extracted from window-based relevant regions for
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binding were shown to be in the range of those with the highest positive influence,

particularly in the case of the interaction sites.

Overall, the major contribution of this study relies on an efficient end-to-end DL

architecture to predict binding affinity beyond the confined space of proteins and

ligands with determined 3D structures, in which explanations for the predictions are

presented and explored.

6.4.2 Study Limitations and Future Work

In spite of the discriminating power and robustness of the deep representations ex-

tracted from the protein sequences and SMILES strings for the prediction of binding

affinity, the CNNs do not model the intra-associations amongst the units of proteins

or compounds, i.e., the inter-dependency of the proteomics and chemical spaces.

Thus, the predictions are based solely on local and independent scattered motifs, in

which the global context is not taken into consideration during the feature-extracting

process. Furthermore, the proposed CNN-FCNN model only considers the magni-

tude of certain local regions of each binding component for the prediction of binding

affinity, neglecting the inter-associations that revolve around the binding substruc-

tures (context of interaction), and the contributions of the interacting substructures

involved. On that account, the multi-domain inter-dependency associated with the

proteomics, chemical, and pharmacological spaces is not captured in the learning

process of the proposed model, compromising the robustness of the predictions and

the validity of the DTI representation space for the estimation of binding affinity.

Post-hoc explainability approaches have demonstrated their efficiency and potency

as tools for generating potential explanations concerning the predictions and infer-

ence processes of black box models, specifically complex DL architectures. In the

context of this study, the implemented and proposed Grad-RAM method played a

crucial role in identifying and visualizing the input regions that positively influenced

the prediction of binding affinity. In particular, interacting residues were found to

be associated with the features extracted from the CNNs. However, conducting

external evaluations may result in explanations that stem from artifacts learned by

the model rather than actual knowledge derived from the data. Consequently, the

effectiveness and usefulness of these explanations are limited, particularly given the

inherent bias associated with the traceback process of the Grad-RAM approach.

On that account, it is critical to consider interpretability and explainability during

the model construction in order to improve the performance and reliability of the

predictions.
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Even though it was shown that CNNs are identifying and extracting features from

window-based binding sites, especially within closer regions to the exact binding lo-

cations, without any a priori information, the reliability of the predictions is limited

considering that information about binding sites/pockets is not actively integrated

into the learning process. Therefore, given the range of different regions across

the whole structure of the proteins and compounds, the relevance given to certain

spots introduces bias in the predictions, resulting in the estimation of potential DTIs

based on certain redundant sites. Moreover, in order to realistically model DTIs and

understand the interaction process, it is crucial to learn the inter-associations that

revolve around the binding substructures based on information related to binding

sites.

DL-based architectures perform significantly better when the dataset becomes

larger. Thus, collecting and building a larger and valid DTI dataset measured in

terms of the Kd constant, which is one of the few unbiased binding affinity/activity

metrics, may lead to superior prediction performance. However, the choice of us-

ing the Davis dataset (exclusively) to establish the grounds/basis of the proposed

approach relied upon the fact that it is the benchmark dataset that contains only

DTIs measured in terms of the dissociation constant and, thus, representing a source

of more direct/reliable binding affinity metric, offering less noise/error, and better

serving the purpose of centering the focus of the work on the proposed method-

ology. Furthermore, the number of DTIs with binding affinity measured in Kd is

reduced compared to other bioactivities, hence, exploring bioactivity-related domain

adaptation methods might also lead to interesting findings.

Additionally, considering the polypharmacological nature associated with most ac-

tive small compounds, in which these drugs interfere with different disease pathways,

it is relevant to extend this work to validate the identification of important compo-

nents/substructures within the compound space, especially to reduce potential off-

target effects and toxicity. Moreover, identifying relevant substructures in hit-to-lead

compounds greatly reduces the search space around structural congeners, homologs,

or analogs during the lead optimization step of the drug discovery pipelines.
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Chapter 7
Intrinsic Explainability and Drug–

Target Multi-Domain Inter-Depen-

dency

T
his chapter concerns the use of multiple attention mechanisms to model the

multi-domain inter-dependency associated with the proteomics, chemical,

and pharmacological spaces for the prediction of binding affinity. This

study also focuses on incorporating explainability during model construction in order

to provide different levels of potential DTI and prediction understanding.

The content of this chapter is based on a journal article published in Computers

in Biology and Medicine [350]. Section 7.1 presents the study context. Section 7.2

details the materials and methods used in this study. Section 7.3 reports the results

and discusses the obtained findings. Section 7.4 provides some final reflections and

the limitations of this study.

7.1 Study Context

The therapeutic effects of active compounds are determined through the observation

of DTIs, where the role enforced by the drug (pharmacological activity) regulates

the target’s biological process. Therefore, identifying new molecules with relevant

binding activity against targets with biological interest is crucial in the early drug

discovery stages, considering that the ability of a drug to bind plays an important

role in the execution of its intrinsic activity [1, 103].

In recent years, in silico DTI prediction has attracted increasing attention and holds

broad interest to address several challenges, including target fishing, drug reposi-

tioning, and polypharmacology studies. These computational methods through the

scanning of large amounts of pharmacogenomic data in shorter periods of time and
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leveraging of the knowledge available to characterize the proteins and/or compounds

have been determinant in the discovery of new drugs, new findings for existing drugs,

and improving the overall understanding of the biological, chemical and pharmaco-

logical processes involved in the DTIs [4]. In spite of the encouraging results and

performances obtained by numerous computational studies proposed to solve the

DTI prediction challenge, most of these methodologies rely either on shallow binary

associations or biased bioactivities to characterize the interaction and conduct the

experiments [14].

The interaction between compounds and proteins results from the recognition and

complementarity of certain groups (binding regions) and it is supported by the joint

action of other individual substructures scattered across the protein and compound

[24, 108]. However, most DTI prediction models simplify the interaction mechanism

and do not take simultaneously into consideration the magnitude of certain local

regions of each binding component and the interacting substructures involved [36].

Thus, the multi-domain inter-dependency is usually not captured or learned in these

approaches, limiting the inferring process and the validity of the results.

Given the advances in computational power, most recent studies dealing with DTI or

DTA prediction explore DL strategies, achieving better results than traditional ML

solutions [27]. Despite the increased modular ability of these architectures to learn

sequential and/or structural motifs and extract robust representations, the final

predictions are mostly not interpretable by humans, which affects the understanding

of the underlying aspects around the inner decisions. Hence, it is crucial to consider

explainability during model construction [28, 31].

This study explores a novel end-to-end Transformer-based architecture for predict-

ing DTA measured in terms of the dissociation constant (Kd), where 1D sequential

and structural data, specifically protein sequences and SMILES strings, are used

to represent the targets and compounds, respectively. The proposed architecture

employs three Transformer-Encoder blocks, particularly a protein encoder, a com-

pound encoder, and a protein-compound encoder, and concatenates the resulting

aggregate representations to feed into an FCNN. Moreover, this architecture, Drug–

Target Interaction TRansformer (DTITR), leverages the use of self-attention layers

to learn the short and long-term proteomics and chemical context dependencies

between the sequential and structural units of the proteins and compounds, respec-

tively, and cross-attention layers to exchange information and make the interaction

between the proteomic and chemical domains (pharmacological space). Addition-

ally, the proposed model’s emphasis is not only on the predictive performance, but
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also on the self-capability of the architecture to provide different levels of potential

DTI and prediction understanding due to the nature of the attention blocks, which

give information about the overall importance of the input components and their

associations to the model.

7.2 Material and Methods

7.2.1 Binding Affinity Dataset

The proposed model was evaluated using the Davis et al. (2011) [276] research study

dataset, which contains a total of 31 824 interactions between 72 kinase inhibitors

(compounds) and 442 kinases (proteins). This dataset covers a large percentage

of the human catalytic protein kinome, and the binding strength of the DTI pairs

is measured in terms of a quantitative dissociation constant (Kd), which expresses

a direct measurement (unbiased) of the equilibrium between the receptor-ligand

complex and dissociation components, in which lower values are associated with

strong interactions.

The protein sequences of the Davis dataset were extracted from the UniProt [57]

database based on the corresponding accession numbers (identifiers). In order to

avoid increased noise due to excessive padding or loss of relevant sequential infor-

mation potentially related to binding regions, only proteins with a length between

264 and 1400 residues were selected, corresponding to 95.7% of the information

present in the dataset.

Davis compound SMILES strings were collected in their canonical notation from the

PubChem [343] database based on their compound identifiers (CIDs). Even though

the canonical notation is unique, where the atoms are consistently numbered, there

are some differences in the representation across different data sources. On that

account, the canonical transformation from the RDKit [344] package was applied in

order to guarantee a consistent notation to represent the chemical structure of the

compounds and increase the overall reproducibility. Similar to the protein sequences,

only SMILES strings with a length between 38 and 72 chemical characters were

selected, corresponding to 95.8% of the information present in the dataset.

The Davis binding strength distribution ranges from low values (strong interactions)

to high values (weak interactions), in which the majority of the DTI pairs are char-

acterized by a binding affinity equal to 10 000 nM. Hence, in order to reduce the

effects of the high variance of this distribution on the learning loss, a normalization
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strategy (Equation 7.1) was employed to the Kd values, transforming them into the

logarithmic space (pKd). The distribution of the pKd values ranges from 5 (10 000

nM) to approximately 11.

pKd = −log10(
Kd

109
) (7.1)

Table 7.1 summarizes the statistics of the original and pre-processed Davis Dataset.

Table 7.1: Original and pre-processed Davis dataset: unique proteins, compounds,
and DTIs.

Davis Kinase Dataset

Proteins Compounds DTI pKd = 5 pKd > 5
Original 442 72 31 824 22 400 9424
Pre-Processed 423 69 29 187 20 479 8708

7.2.2 Input Representation

In order to represent the structural characters of the SMILES strings, an integer-

based encoding was applied, in which the different SMILES in the Davis dataset were

scanned and 26 categories (unique characters) were extracted. This 26-character dic-

tionary was used to encode each character into the corresponding integer. SMILES

strings shorter than the maximum length threshold of 72 characters were padded.

Figure 7.1 illustrates the integer-based encoding applied to the SMILES string as-

sociated with the Dasatinib compound.

Figure 7.1: Integer-based encoding applied to the Dasatinib SMILES string, where
each character is encoded into the corresponding integer. S is the length of the
SMILES string and P is the number of padding tokens (zeros).

In the case of protein sequences, it was not reasonable to apply the same encod-

ing method of the SMILES strings given the computational complexity of the self-

attention layers of O(n2) with respect to the sequence length. On that account, the

approach proposed in the research study by Huang et al. (2021) [244] was employed,

which combines a Frequent Consecutive Subsequence (FCS) mining method with the

Byte Pair Encoding (BPE) algorithm. The FCS method examines large amounts
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of unlabeled data to discover frequent substructures and create a set of recurring

subsequences (subwords). On the other hand, BPE decomposes the sequence into an

order of discovered frequent subsequences, where each subsequence must be exclu-

sive and must not overlap, and the aggregation of all subsequences must recover the

original sequence. The hierarchy set of frequent subsequences contains a total of 16

693 different subwords, which results in a maximum length of 556 subwords for the

protein sequences present in the Davis dataset. Similar to the SMILES strings, pro-

tein sequences shorter than this maximum length were padded. Figure 7.2 depicts

the FCS and BPE encoding approach applied to the AAK1 kinase.

Figure 7.2: FCS and BPE encoding applied to the AAK1 kinase amino acid se-
quence, where the sequence is decomposed into an order of discovered frequent sub-
sequences followed by integer encoding. L is the length of the amino acid sequence,
LS is the length of the sequence decomposed into subsequences, and P is the number
of padding tokens (zeros).

See Figure C.1 in Section C.1 of Appendix C for more details regarding the distri-

bution of the Davis dataset based on the FCE and BPE encoding approach.

7.2.3 DTITR Framework

The DTITR framework learns to predict the binding strength of DTIs, where 1D se-

quential and structural information, protein sequences and SMILES strings, respec-

tively, are used as input. This architecture makes use of two parallel Transformer-

Encoders to compute a contextual embedding of the protein sequences and SMILES

strings. The outputs are then fed into a Cross-Attention Transformer-Encoder block,

which comprises cross-attention and self-attention layers, to exchange information

and model the interaction space. The resulting aggregate representations, which

correspond to the final hidden states of the start tokens added to the protein se-

quences and SMILES strings, are concatenated and used as input for an FCNN.
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The final layer, which is composed of a single neuron, outputs the binding affinity

measured in terms of pKd.

7.2.3.1 Embedding Block

The protein sequences and SMILES strings are initially processed based on their

length (Section 7.2.1) and then encoded according to the approaches mentioned in

Section 7.2.2. Similar to the BERT architecture [173], special tokens of regression

RP and RS have been added to the beginning of every protein sequence and SMILES

string, respectively. An embedding layer was assigned to the protein sequences and

SMILES strings, generating a learned embedding to every token with a fixed size

of dPmodel and d
S
model, respectively, via a learnable dictionary matrix. Following the

embedding layers, the embedding values were multiplied by
√
dPmodel and

√
dSmodel

to initially rescale their value.

Considering that the Transformer-Encoder is permutation invariant, it is necessary

to include additional information about the relative or absolute position of the tokens

in the sequence. On that account, the same approach used in the study by Vaswani

et al. (2017) [172] was applied in order to assign a positional encoding for each

token of the input sequences. This method is based on sine and cosine functions of

different frequencies and outputs a unique encoding for each position (see Section

C.2.1 in Appendix C for more details). The final embeddings for the ith and jth

input tokens of the protein sequence (EPk
i ) and SMILES string (ESk

j ), respectively,

associated with the kth DTI pair are given by the sum of the token embedding and

the positional embedding:

EPk
i = EPk

tokeni
+ EPk

posi

ESk
j = ESk

tokenj
+ ESk

posj

(7.2)

, where EPk
tokeni

∈ RdPmodel and ESk
tokenj

∈ RdSmodel , and EPk
posi

∈ RdPmodel and ESk
posj

∈
RdSmodel are the token embeddings and the positional embeddings for the ith and jth

inputs tokens of the protein sequence Pk and SMILES string Sk, respectively.

Following the sum of the two types of embedding, a dropout layer was added.

7.2.3.2 Transformer-Encoder

In order to capture the proteomics and chemical context information present in the

protein sequences and SMILES strings, respectively, two Transformer-Encoders in

parallel were explored. The Transformer-Encoder architecture is composed of a stack

of identical blocks, where each block contains a MHSA with an PWFFN. Residual
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connections are applied after every block followed by LN, and dropout is applied

after each MHSA layer and after each Dense layer of the PWFFN. Considering B1

the output of the first subunit and B2 the output of the second subunit, the output

of the kth block can be expressed as:

B1
k = LN(B2

k−1 + dropout(MHSA(B2
k−1)))

B2
k = LN(B1

k +PWFFN(B1
k))

(7.3)

, where B1
k, B

2
k ∈ RNP x dPmodel in the case of the protein sequences (NP is the number

of protein subwords), and B1
k, B

2
k ∈ RNS x dSmodel in the case of the SMILES strings

(NS is the number of SMILES characters).

Overall, these two stacked Transformer-Encoders in parallel compute a contextual

embedding for the protein sequences and SMILES strings, in which the self-attention

mechanisms condition the weight given to input elements by learning the short and

long-term context dependencies between the individual units.

7.2.3.3 Cross-Attention Transformer-Encoder

Apart from attending individually and learning the context dependencies between

the individual units of each element of the DTI pair (Section 7.2.3.2), it is cru-

cial for the compounds and proteins to attend mutually to each other, i.e., to ex-

change information, especially when considering that DTIs are primarily substruc-

tural, where the complementarity of certain regions is key for the binding process.

Hence, a Cross-Attention Transformer-Encoder block was proposed to learn the

pharmacological context information associated with the interaction space. The

Cross-Attention Transformer-Encoder architecture is composed of a stack of two

parallel identical blocks, where each block contains a Multi-Head Cross-Attention

(MHCA), an MHSA, and an PWFFN. Similar to the Transformer-Encoder, residual

connections are applied after every block followed by LN, and dropout is applied

after each MHCA and MHSA layers and each Dense layer of the PWFFN.

The two MHCA layers are responsible for the exchange of information between the

proteins and compounds, and to model the substructural space of the interaction.

Instead of employing a full attention approach, i.e., the whole protein and compound

attending to the whole compound and protein, respectively, which is computation-

ally expensive and complex, and also redundant since the two attention matrices

would have to satisfy the condition WP−S = W T
S−P , the RP and RS tokens are

used for the exchange of context information [351]. These tokens previously learn
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(Section 7.2.3.2) the overall proteomics and chemical context information amongst

the individual units of the protein sequence and SMILES string, respectively, and

therefore are considered an aggregate representation. On that account, these can be

efficiently used as the attending agents (Query) in a Multi-Head Attention Layer,

where each one of these tokens attends to the information present in the correspond-

ing interaction component, i.e., the RP token attends to the tokens of the SMILES

string and the RS token attends to the tokens of the protein sequence. Hence, these

tokens interact and learn the context information present in the corresponding bind-

ing component, which further enriches their representation. The MHCA layers work

similarly to the MHSA layer (Equation 5.10), but instead of the input attending to

itself, i.e., the Query, Key, and Value being generated from the same input sequence,

the Query will correspond to RP or RS token, and the Key and Value to the concate-

nation of the RP or RS token with the corresponding interaction component tokens.

Considering XP and XS the representation of the protein sequence and SMILES

string, respectively, the outputs for the two MHCA subunits associated with the

kth Cross-Attention Transformer-Encoder block (Xk
P and Xk

S) can be expressed as:

Xk−1
P = [Rk−1

P ∥T k−1
P ] , Xk−1

S = [Rk−1
S ∥T k−1

S ]

QP = Rk−1
P , QS = Rk−1

S

KP/VP = [Rk−1
P ∥T k−1

S ] , KS/VS = [Rk−1
S ∥T k−1

P ]

Rk
P = LN(Rk−1

P + dropout(MHCA(QP ,KP ,VP )))

Rk
S = LN(Rk−1

S + dropout(MHCA(QS,KS,VS)))

XK
P = [Rk

P ∥T k−1
P ] , XK

S = [RK
S ∥T k−1

S ]

(7.4)

, where Xk−1
P , Xk

P ∈ RNP x dPmodel ; Rk−1
P , Rk

P ∈ RdPmodel ; T k−1
P , T k

P ∈ R(NP−1) x dPmodel ;

Xk−1
S , Xk

S ∈ RNS x dSmodel ; Rk−1
S , Rk

S ∈ RdSmodel ; and T k−1
S , T k

S ∈ R(NS−1) x dSmodel .

Following each one of these MHCA layers, an MHSA layer is applied in order to

improve the internal connections between the individual units and enhance the rep-

resentation of each token based on the learnt cross-attention context information.

Similar to the Transformer-Encoder, an PWFFN is added and applied to the output

of each MHSA layer. Considering B1 the output of the first subunit, B2 the output

of the second subunit, and B3 the output of the third subunit, the outputs of the

kth Cross-Attention Transformer-Encoder block can be expressed as:
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B1
kP−1

Eq.7.4−→ B1
kP
, B1

kS−1

Eq.7.4−→ B1
kS

B2
kP

= LN(B1
kP

+ dropout(MHSA(B1
kP
)))

B2
kS

= LN(B1
kS

+ dropout(MHSA(B1
kS
)))

B3
kP

= LN(B2
kP

+PWFFN(B2
kP
))

B3
kS

= LN(B2
kS

+PWFFN(B2
kS
))

(7.5)

, where B1
kP−1, B

1
kP
, B2

kP
, B3

kP
∈ RNP x dPmodel , and B1

kS−1, B
1
kS
, B2

kS
, B3

kS
∈ RNS x dSmodel .

7.2.3.4 Fully-Connected Feed-Forward

The final hidden states of the aggregate representations, which correspond to the

start RP and RS tokens added to the protein sequences and SMILES strings, re-

spectively, are concatenated and used as input for an FCNN, which is essentially

a Multilayer Perceptron (MLP). After each Dense layer of this block, a dropout

layer was employed. Following the FCNN, a Dense layer with a single neuron is

applied to predict the binding affinity of the DTI pair measured in terms of the

logarithmic-transformed dissociation constant (pKd).

Figure 7.3 illustrates the proposed DTITR architecture.

7.2.4 Hyperparameter Optimization Approach

The most common approach to determine the model’s best architecture and set of

parameters is grid search with cross-validation, in which the dataset is split across

different folds under different conditions depending on the methodology used, e.g.,

stratifiedK-fold splits the dataset into different folds by taking into consideration the

distribution of the classes. However, in the context of the problem, traditional cross-

validation approaches are usually not satisfactory or representative, especially when

considering that the Davis dataset is extremely imbalanced toward the pKd values

distribution and that 1D raw sequential and structural data is used to characterize

the proteins and compounds. On that account, the DTI representability of each fold

is determinant in the learning process of the architecture.

The Chemogenomic Representative K-Fold method [341] was applied to split the

dataset into representative folds and determine the hyperparameters. This method

takes into consideration the pKd values distribution, the protein sequences similar-

ity, and the SMILES strings similarity during the splitting process. It initially dis-

tributes the DTI pairs with a pKd value greater than 5 (relevant interactions) across

the differentK folds based on the lowest similarity score. This metric corresponds to
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Figure 7.3: DTITR: End-to-End Transformer-based architecture. Two parallel
Transformer-Encoders compute a contextual embedding of the protein sequences
and SMILES strings, and a Cross-Attention Transformer-Encoder models the in-
teraction space and learns the pharmacological context of the interaction. The
resulting aggregate representations of the proteins (RP ) and compounds (RS) are
concatenated and used as input for a FCNN. The final dense layer outputs the bind-
ing affinity measured in terms of pKd
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the weighted mean between the median value across all the protein sequences’ sim-

ilarity scores and the median value across all the SMILES strings’ similarity scores,

which are calculated between the sample and each entry in the corresponding set.

Additionally, this method also guarantees that every set is equally sized, thus, only

sets that had not previously been assigned a sample are considered at each step

(until it is reset). Following the pairs with a pKd value greater than 5, this process

is repeated for the DTIs with a pKd value equal to 5 (weak interactions).

Considering the improved representability of each fold obtained by this splitting

methodology, it is also possible to extract an independent testing set in order to

estimate the model’s performance in the context and chemogenomic domain of the

problem and evaluate the generalization capacity.

7.3 Results and Discussion

7.3.1 Predictive Performance Evaluation

In the context of drug discovery and drug repositioning, it is crucial to accurately

predict the binding strength of DTI pairs to properly identify and distinguish main

interactions from those with secondary targets (off-targets). In order to validate

the performance of the proposed DTITR architecture, the prediction efficiency was

evaluated and compared with different state-of-the-art binding affinity regression

models (see Section C.3 in Appendix C for more details regarding the experimental

setup conducted in this study). Table 7.2 reports the binding affinity prediction

results over the Davis independent testing set in terms of five different metrics:

MSE, RMSE, CI, r2, and Spearman.

The proposed DTITR architecture achieved superior performance across almost all

metrics, specifically MSE (0.192), RMSE (0.438), CI (0.907), and r2 (0.771) when

compared to the state-of-the-art baselines. The lower MSE and RMSE scores demon-

strate the capacity of the model to correctly predict the binding strength values, and

the higher CI score indicates the ability of the architecture to correctly distinguish

the binding strength rank order across DTI pairs, which is not only crucial in the

drug discovery context to differentiate primary from secondary or weak interactions,

but also of special interest given the imbalance nature of the pKd values distribution

of the Davis dataset.

Contrarily to the majority of the baseline methods, where either only individual

representations of the proteins and compounds are being learnt by the model or
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Table 7.2: Binding affinity prediction results over the Davis independent testing
set.

Method
Protein

Rep.

Compound

Rep.
↓ MSE ↓ RMSE ↑ CI ↑ r2 ↑ Spearman

Baseline Methods

KronRLS [265] Smith-Waterman PubChem-Sim 0.443 0.665 0.847 0.473 0.624

GraphDTA-GCNNet [271] 1D-Subseq Graph 0.311 0.558 0.883 0.630 0.681

GraphDTA-GATNet [271] 1D-Subseq Graph 0.286 0.535 0.881 0.660 0.688

SimBoost [267] Smith-Waterman PubChem-Sim 0.277 0.526 0.891 0.670 0.694

GraphDTA-GAT-GCN [271] 1D-Subseq Graph 0.269 0.518 0.874 0.680 0.670

Sim-CNN-DTA [273] Smith-Waterman PubChem-Sim 0.266 0.516 0.884 0.683 0.674

GraphDTA-GINConvNet [271] 1D-Subseq Graph 0.238 0.488 0.899 0.717 0.741

DeepDTA [268] 1D-Subseq 1D 0.215 0.464 0.891 0.743 0.691

DeepCDA [272] 1D-Subseq 1D 0.208 0.457 0.895 0.752 0.689

Proposed Method

DTITR 1D-Subseq 1D 0.192 0.438 0.907 0.771 0.712

Bold indicates the best performance value associated with each evaluating metric.

only the mutual interaction space is being considered during the inferring process,

the DTITR architecture takes simultaneously into consideration the magnitude of

certain local regions of each binding component (and their intra-associations) and

the involving interaction substructures, resulting in robust representations of the

protein sequences and SMILES strings. On that account, the results demonstrate

that the DTITR model is properly learning the proteomics, chemical, and pharma-

cological context information of the proteins, compounds, and protein-compounds

interactions, respectively, considering that the final aggregate representations are

robust and discriminative for the prediction of binding affinity.

Figure 7.4 illustrates the predictions from the DTITR model against the actual

(true) binding affinity values for the Davis testing set, where it is possible to observe

a significant density around the predicted = true value reference line (perfect model).

7.3.2 Ablation study

In order to further validate the DTITR architecture, three different alternatives

for the DTITR model were explored, specifically (i) DTITR architecture without

the Cross-Attention Transformer-Encoder block, (ii) DTITR architecture without

the FCNN block, and (iii) FCS and BPE encoding applied to the SMILES strings

instead of the integer-based character-dictionary method. Table 7.3 reports the

binding affinity prediction results over the Davis independent testing set in terms of

the five different metrics for the different alternatives of the DTITR model.

To properly assess the efficacy of the Cross-Attention Transformer-Encoder block,
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Figure 7.4: DTITR predictions against the true values for the Davis testing set,
where the diagonal line is the reference line (predicted = true value).

Table 7.3: Binding affinity prediction results over the Davis independent testing
set for the different alternatives of the DTITR model.

Method
Protein
Rep.

Compound
Rep.

↓ MSE ↓ RMSE ↑ CI ↑ r2 ↑ Spearman

DTITR - I 1D-Subseq 1D 0.232 0.481 0.906 0.724 0.712
DTITR - II 1D-Subseq 1D-Subseq 0.205 0.453 0.905 0.756 0.712
DTITR - III 1D-Subseq 1D 0.196 0.443 0.899 0.766 0.703
DTITR 1D-Subseq 1D 0.192 0.438 0.907 0.771 0.712

I - Without FCNN Block, II - Both Subseq (FCS and BPE Encoding), III - Without Cross-Block.
Bold indicates the best performance value associated with each evaluating metric.

which is responsible for the exchange of context information between proteins and

compounds (pharmacological space), the model prediction efficiency with and with-

out this module was evaluated. The DTITR architecture with the Cross-Attention

Transformer-Encoder block resulted in overall better performance in terms of the

MSE (0.192), RMSE (0.438), CI (0.907), r2 (0.771) and Spearman (0.712) scores

when compared to the DTITR architecture without the Cross-Block (MSE - 0.196,

RMSE - 0.443, CI - 0.899, r2 - 0.766 and Spearman - 0.703). These results demon-

strate that using the Cross-Attention Transformer-Encoder block to learn the phar-

macological context information associated with the interaction space improves the

discriminative power of the final aggregate representation hidden states for the pre-
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diction of binding affinity. Moreover, it indicates that the use of only the individ-

ual proteomics and chemical contextual information of the protein sequences and

SMILES strings, respectively, leads to worse performance when compared to combin-

ing the proteomics, chemical, and pharmacological contexts, which is in agreement

with the fact that DTIs result from the recognition and complementarity of cer-

tain substructures (pharmacological space) but are supported by the joint action of

other individual substructures scattered across the proteins (proteomics space) and

compounds (chemical space).

Regarding the prediction efficiency of the DTITR model without the FCNN block,

the performance obtained over the independent testing set is worse in terms of the

MSE (0.231), RMSE (0.481), and r2 (0.724) scores when compared to the DTITR

architecture with this block (MSE - 0.192, RMSE - 0.438, and r2 - 0.771). These

results demonstrate that the use of the FCNN increases the learning capacity of

the architecture and aids in the generalization from the concatenated aggregate

representations space, which describes the DTI, to the output space.

Additionally, the differences in the prediction performance of the model by applying

the same encoding approach of the protein sequences to the SMILEs strings instead

of using the character-dictionary encoding method mentioned in Section 7.2.2 were

also explored. The performance achieved is substantially worse (MSE - 0.205, RMSE

- 0.453 and r2 - 0.756), except for the CI (0.905) and Spearman (0.712) scores, when

compared to using the proposed integer-based encoding method. These results sug-

gest that employing the FCS and BPE algorithms to represent the SMILES strings

reduces the learning capacity of the DTITR model, which might be a consequence

of the restrictive representation of the SMILES strings since this encoding method

results in a maximum length of 15 for the SMILES strings in the Davis dataset.

Overall, the use of an end-to-end Transformer-based architecture for predicting bind-

ing affinity demonstrates the ability to use Transformer-Encoders to learn robust

and discriminative aggregate representations of the protein sequences and SMILES

strings. Moreover, it shows the capacity of the self-attention layers to learn the con-

text dependencies between the sequential and structural units of the proteins and

compounds, respectively, and the cross-attention layers to exchange information and

model the interaction space.

7.3.3 Attention Maps

DTIs are primarily substructural, where the recognition and complementarity of

certain substructures are crucial for the interaction, but the support of the joint
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action of other individual substructures scattered across the protein and compound

also plays a key role in the overall binding process. On that account, visualizing

the overall importance of the input components and their associations to the model

may potentially lead not only to understanding the model prediction but also to

significant findings in the DTI domain. The DTITR architecture contains three

different levels of attention: (i) self-attention over the individual units of the protein

sequences and SMILES strings; (ii) cross-attention between the protein sequences

and SMILES strings; and (iii) self-attention over the individual units of the protein

sequences and SMILES strings after the cross-attention (interaction). The first level

of attention provides information about the overall importance of the individual

units (substructures) and intra-associations of protein sequences and SMILES strings

prior to the interaction, i.e., the individual importance of the proteomics space and

chemical space. On the other hand, the second level provides clues about which

protein and compound substructures lead to the interaction, in particular, which

compound substructures the protein attends to and vice versa. The third level of

attention provides information about how the individual proteomics and chemical

importance shifts after the interaction, i.e., how the pharmacological information

affects the overall importance of the individual units and intra-associations of protein

sequences and SMILES strings.

In order to visualize the attention levels, heat maps for the second level of atten-

tion were generated, specifically for the attention of the RS token over the pro-

tein substructures (subwords). Four different DTI pairs were selected, particularly

ABL1(E255K)-phosphorylated - SKI-606, DDR1 - Foretinib, ERBB4 - Lapatinib,

and BRAF - PLX-4720, where only subwords associated with interaction residues

were considered for visualization. In the case of the ERBB4 - Lapatinib and BRAF

- PLX-4720 DTI pairs, the binding positions were collected from the sc-PDB [345]

database, which is a specialized structure database focused on ligand binding site

in ligandable proteins, i.e., contains some experimental 3D interaction complexes

with the binding regions known/available. On the other hand, the BL1(E255K)-

phosphorylated - SKI-606 and DDR1 - Foretinib DTI pairs do not have experimen-

tal 3D interaction complexes available/known, thus, the 3D interaction space was

explored using docking approaches [341]. On that account, potential binding posi-

tions were selected based on a distance threshold of ≤ 5 Å from the resulting 3D

receptor-ligand complexes, which were obtained by using guided docking (AutoDock

Vina [352]) based on the highest scoring binding pocket from the DoGSiteScorer

[161] platform. Figure 7.5 illustrates the attention heat maps for ABL1(E255K)-

phosphorylated - SKI-606, DDR1 - Foretinib, ERBB4 - Lapatinib, and BRAF -
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PLX-4720, where the attention weights were normalized across all the positions for

each head of attention.

(a) (b)

(c) (d)

Figure 7.5: Attention maps for the attention of the RS token over the protein
substructures, where the interacting residues within the protein subwords are high-
lighted in gray. a) ABL1(E255K)-phosphorylated - SKI-606; b) DDR1 - Foretinib;
c) ERBB4 - Lapatinib; d) BRAF - PLX-4720.

These visual results show that the RS token, which is an aggregate representation

of the compound, is attending, i.e., giving weight, to substructures of the protein

sequences associated with binding residues. For each one of these DTI pairs, there

are binding-related substructures with a high percentage of significance (weight)

in almost every head of attention, e.g., head 4 - motif NF, head 3 - motif PIR,

head 3 - motif AS, and head 1 - motif IG for the ABL1(E255K)-phosphorylated

- SKI-606, DDR1 - Foretinib, ERBB4 - Lapatinib and BRAF - PLX-4720 inter-

action pairs, respectively. Moreover, in the particular case of the ABL1(E255K)-

phosphorylated - SKI-606 interaction pair, all heads of attention highly attend to

almost every substructure. Overall, these findings demonstrate that the Cross-

Attention Transformer-Encoder block is learning the pharmacological context of the

DTIs, indicating that the DTITR architecture is capable of providing reasonable
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evidence for understanding the model prediction and potentially leading to new

knowledge about DTIs.

7.4 Conclusions

7.4.1 Final Remarks

In this research study, an end-to-end Transformer-based architecture (DTITR) is

proposed for predicting the logarithmic-transformed quantitative dissociation con-

stant (pKd) of DTI pairs, where self-attention layers are exploited to learn the short

and long-term proteomics and chemical context dependencies between the sequen-

tial and structural units of the protein sequences and compound SMILES strings,

respectively, and cross-attention layers to exchange information and learn the phar-

macological context associated with the interaction space. The architecture makes

use of two parallel Transformer-Encoders to compute a contextual embedding of the

protein sequences and SMILES strings, and a Cross-Attention Transformer-Encoder

block to model the interaction, where the resulting aggregate representations are con-

catenated and used as input for an FCNN. The experiments were performed on the

Davis kinase binding affinity dataset, and the performance of the proposed model

was compared with different state-of-the-art binding affinity regression baselines.

The proposed model yielded better results than state-of-the-art baselines. It ob-

tained lower MSE and RMSE values and a higher CI score, demonstrating the

model’s ability to correctly predict the value of the binding strength and correctly

distinguish the rank order of binding strength between the DTI pairs, respectively.

In addition, the DTITR architecture is shown to efficiently learn the proteomics,

chemical, and pharmacological context of the proteins, compounds, and protein-

compound interactions, respectively, given the robustness and discriminative power

of the resulting aggregate representations of the protein sequences and SMILES

strings.

Additionally, various formulations of the DTITR architecture were examined. It

was found that the Cross-Attention Transformer-Encoder, which is responsible for

the exchange of information between the protein sequences and SMILES strings

and learning the pharmacological context, leads to better performance than when

only the two initial parallel Transformer-Encoders are used. These results show

that combining the proteomics, chemical, and pharmacological contexts improves

the robustness and discriminative power of the aggregate representations compared

to using only the individual proteomics and chemical context information of the
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protein sequences and SMILES strings. In addition, the FCNN block was found to

improve the learning capacity of the architecture as it can improve the generalization

from the concatenated aggregate representations space to the output space.

Considering the nature of the attention layers, which give information about the

overall importance of the input components and their associations to the model,

the DTITR architecture provides three different levels of potential DTI and predic-

tion understanding. The attention maps for the second level of attention (Cross-

Attention Transformer-Encoder block), specifically for the attention of the aggregate

representation of the compounds over the protein sequences substructures, were vi-

sualized. The results show that the compounds are attending to subwords of the pro-

tein sequences associated with binding residues, confirming the ability of this block

to properly learn the pharmacological context of the DTIs. It also demonstrates that

the DTITR architecture is capable of providing reasonable model understanding and

potentially leading to new insights in the DTI field.

The major contribution of this study is an efficient and novel end-to-end

Transformer-based DL architecture for predicting binding affinity that simultane-

ously considers the magnitude of certain local regions of each binding component

(proteomics and chemical context) and the interacting substructures involved (phar-

macological context). Moreover, this architecture provides three different levels of

potential DTI and prediction understanding, which is critical in the context of drug

discovery.

7.4.2 Study Limitations and Future Work

Despite the improved capacity of the proposed architecture to model the inter-

dependency of the sequential and structural units of each binding component (and

their intra-associations) and the inter-associations that revolve around the binding

substructures (context of the interaction), i.e., the multi-domain inter-dependency

of the proteomics, chemical, and pharmacological spaces, DTITR is unequivocally

computationally complex, especially regarding the self-attention layers, which have

a computational complexity of O(n2) with respect to the sequence length. In that

regard and given that the main efficiency component in the Transformer-Encoder is

its attention mechanism, DTITR is limited for long-sequence proteins. Even though

the FCS/BPE encoding method employed in this study reduces the sequential rep-

resentation space of the protein sequences, it drastically increases the number of

parameters in the embedding block due to the cardinality of the protein subwords

dictionary. Moreover, the FCS/BPE encoding method deepens the compromise of
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the input data’s representability in the architecture’s learning process.

Large Language Models (LLMs) such as Transformer-Encoders have been proven to

lead to improved performance and learning capacity by initially pre-training with

a large corpus associated with the input domain in an unsupervised fashion, i.e.,

leveraging a vast amount of data points to learn the context, semantics, and inter-

dependencies within the domain space. On that account, considering that the ag-

gregate representations of the protein sequences and SMILES strings are not only

used as attending agents in the cross-attention block to capture the pharmacological

context and inter-dependencies amongst the binding structures but also for the pre-

diction of binding affinity, pre-training the Transformer-Encoders blocks associated

with the protein sequences and SMILES strings can improve the overall learning

capacity and increase the discriminative power and robustness of the aggregate rep-

resentations. Furthermore, pre-training these Transformer-Encoder Blocks, which

learn the short and long-term proteomics and chemical context dependencies be-

tween the sequential and structural units of the protein sequences and compound

SMILES strings, i.e., the proteomics and chemical contexts associated with DTIs,

can reduce the effects of the proteomics and chemical domains representability in

the learning stage of DTITR, and greatly improve the training speed of the archi-

tecture. Nevertheless, this requires considerable resources, especially in the case of

protein sequences.

DTITR provides multiple levels of potential DTI and prediction understanding due

to the nature of the attention blocks, which give information about the overall im-

portance of the input components and their intra-associations to the model. Even

though it was shown that the aggregate representation of the compound attends to

substructures of the protein sequences associated with binding residues, DTITR does

not take into account information about binding sites/interaction regions during the

training process or actively integrates binding-related information during the learn-

ing stage of the architecture. Thus, it does not model the inter-dependency amongst

binding-related tokens, i.e., the inter-dependency within the binding region, or ex-

clusively the interaction between the compound and the binding region. On that

account, the aggregate representation of the compound also attends to redundant

positions during the learning stage of the pharmacological space, introducing noise

in the resulting aggregate representation. Furthermore, actively integrating infor-

mation about binding sites in the training process is crucial to properly learning the

pharmacological space considering that the protein’s binding pocket is paramount in

the interaction mechanism involved in the DTIs. Furthermore, to realistically model

DTIs and improve the reliability of the predictions, it is vital to consider binding
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pockets in the learning process.

DL models, especially LLM-related architectures, perform significantly better when

the dataset becomes larger due to their capacity to learn the context of the input

domain and the inter-dependency amongst the units of the input data. Hence,

focusing on building a larger and more valid DTI dataset measured in terms of the

Kd constant is essential to increase the generalization capacity of the architecture

beyond the limited space of the Kinase domain. Nevertheless, the Davis Kinase

dataset remains an important benchmark to validate the prediction efficiency of the

architectures in the context of DTA prediction.
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Chapter 8
Binding-Region-Guided Strategy

to Predict Drug–Target Affinity

T
his chapter concerns the use of a binding-region-guided strategy to

model the pharmacological space of the interaction and learn the inter-

dependency amongst binding-related positions for the prediction of bind-

ing affinity. This study also focuses on two contextually related yet computationally

different tasks, specifically binding pocket classification and binding affinity regres-

sion. This chapter resulted in a novel approach capable of providing increased DTI

and prediction understanding due to the nature of the attention blocks and predic-

tion of the binding pocket.

The content of this chapter is based on a journal article published in Expert Systems

with Applications [353]. Section 8.1 presents the study context. Section 8.2 details

the materials and methods used in this study. Section 8.3 reports the results and

discusses the obtained findings. Section 8.4 provides some final reflections and the

limitations of this study.

8.1 Study Context

The discovery of compounds that selectively bind to relevant and ligandable pro-

teins remains one of the greatest challenges in drug discovery. In spite of the ex-

isting comprehensive chemical and proteomic libraries and numerous computational

approaches in the DTI and DTA prediction fields, the proper modeling of the multi-

domain inter-dependency of DTIs is still limited, compromising the validity and

reliability of the results and inferring process [4].

Recent research endeavors dealing with DTI or DTA prediction have been explor-

ing attention-based frameworks to learn short and long-term term context intra-

dependencies within proteins and/or compounds and inter-dependencies amongst in-
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teracting substructures, promoting the prediction performance and ability to provide

reasonable model understanding in the DTI domain [245, 243, 244]. However, these

approaches have yet to actively include information about binding sites/pockets

into the learning process, introducing noise when modeling the pharmacological

space and the inter-associations around the binding substructures. Moreover, the

identification of protein-ligand binding pockets is paramount to understanding the

biological functions of proteins and the mechanisms involved in DTIs [156, 157].

Therefore, the explainability in the DTI domain is particularly limited and partially

compromised, given the lack of explicit evidence to support the pharmacological

space representation and the redundancy introduced by attending to potentially

inaccurate binding regions when learning the interaction domain.

This study explores an end-to-end Transformer-based framework to simultaneously

predict the 1D binding pocket and the DTA measured in terms of the dissociation

constant (Kd), where the prediction of the binary binding vector, which states the

binding nature of each protein residue, guides (conditions) the prediction of the bind-

ing affinity. The targets and compounds are represented using 1D sequential and

structural information, specifically protein sequences and SMILES strings, respec-

tively. This architecture, TAG-DTA, consists of two Transformer-Encoder-based

prediction models, specifically a 1D binding pocket classifier and a binding affinity

regressor, and shares three cores layers, including lower Transformer-Encoders and

a condition-based concatenation block. The framework leverages the use of lower

self-attention layers to learn the short and long-term proteomics and chemical con-

text dependencies between the sequential and structural units of the proteins and

compounds, respectively, and a condition-based concatenation layer to represent

the pharmacological (interaction) space. The binding pocket Transformer-Encoder

uses the pharmacological space representation for binary token labeling, where the

predicted binary 1D binding pocket is used to condition the attention mechanism

of the binding affinity Transformer-Encoder, resulting in the exchange of informa-

tion between the proteomics and chemical domains over binding-related residues.

The resulting aggregate representations of the proteomics, chemical, and binding-

region-based pharmacological spaces are concatenated and fed into a fully-connected

feed-forward network (FCNN), which predicts the binding strength of DTI pairs.

Furthermore, the proposed framework leads to increasing DTI and model under-

standing not only due to the nature of the attention blocks, which give information

about the overall importance of the input components and their intra-associations,

but also due to the prediction of the 1D binding pocket, which determines the atten-

tion mechanism over the interaction space and shows explicit evidence of potential
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key residues within the protein sequences for the binding process.

8.2 Materials and Methods

8.2.1 Binding Affinity Dataset

To establish the binding affinity prediction model, drug–target pairs were collected

from the Davis et al. [276] research study, which comprises selectivity assays associ-

ated with the human catalytic protein kinome measured in terms of a quantitative

dissociation constant (Kd). This study covers the interaction between 442 kinases

and 72 kinase inhibitors, resulting in 31 824 DTIs. Kd expresses a direct and unbi-

ased measurement of the equilibrium between the receptor-ligand complex and the

dissociation components, where lower values are associated with strong interactions.

The protein sequences of the Davis dataset were collected from UniProt [57] us-

ing the corresponding accession numbers. Proteins are characterized by a unique

amino acid sequence, resulting in varying sequence lengths. To standardize the

number of features and avoid the loss of relevant sequential information or increas-

ing noise, the sequence length was fixed between 264 and 1400 residues based on

a 95% information density threshold. Considering the computational complexity

of the self-attention layers of O(n2) concerning the sequence length, the approach

proposed in the Huang et al. (2021) [244] research study, which combines a frequent

consecutive subsequence (FCS) mining method with the byte pair encoding (BPE)

algorithm, was applied to represent and encode the protein sequences. This method

decomposes each protein sequence into an ordered set of non-overlapping frequent

subsequences, where the aggregation of all subsequences must recover the original

sequence. The hierarchy dictionary of frequent subsequences (VP ) comprises 16 693

different subwords.

The SMILES strings of the Davis dataset were extracted from PubChem [343] based

on their PubChem CIDs. To ensure a consistent notation to represent the chemical

structure of all compounds, the RDKit [344] canonical transformation was applied to

every SMILES string. Similarly to the protein sequences, the sequential length of the

SMILES strings was fixed between 38 and 72 chemical characters. To represent and

encode the SMILES strings into numerical values, an integer-based encoding based

on a character-integer dictionary was applied to convert each chemical token into

the corresponding numerical value. The character-integer dictionary (VS) contains

a total of 72 unique letters (labels) resulting from the scanning of approximately 1.3

M SMILES strings from the ChEMBL [6] database.
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The distribution of the Davis Kd values is significantly skewed toward Kd equal to

10 000 nM, which is associated with extremely weak or almost non-existing inter-

actions. Moreover, the variance of the distribution is considerably high, thus, to

avoid high learning losses, the Kd values were transformed into the log space (pKd)

using Equation 8.1. The distribution of the pKd values spans from 5 (10 000 nM)

to approximately 11.

pKd = −log10(
Kd

109
) (8.1)

The Davis dataset was split into six different folds using the chemogenomic repre-

sentative k-fold [341] method, where one of the folds was selected as an independent

test set to estimate the performance and generalization capacity of the architecture

and the remaining folds to determine the hyperparameters of the binding affin-

ity prediction model. The chemogenomic representative k-fold approach takes into

consideration the pKd values distribution, the protein sequences similarity, and the

SMILES strings similarity during the splitting process, leading to representative

folds in the context of the problem.

8.2.2 1D Binding Pocket Dataset

The interaction between compounds and proteins results from the recognition and

complementarity of particular functional groups (binding sites) in the 3D space.

In order to construct the 1D binding pocket dataset, 3D complexes with bind-

ing information available, i.e., complexes with the interacting residues annotated,

and associated with drug-like molecules were collected from scPDB [345], PDBBind

[19], and BioLiP [354]. In order to filter and select biologically relevant ligands,

the HET group lists from BioLiP [354] and P2Rank [163] were employed, and com-

plexes with less than five binding residues were excluded. Single-chain 3D complexes

were regarded as single DTI pairs and multiple-chain 3D complexes were split into

single-chain interaction pairs. Most of these 3D complex-based DTI pairs, however,

correspond to specific fractions of the protein sequence in the 1D space. Thus, to

identify the positions of the interacting residues in the whole protein sequence, it was

necessary to map these fragments onto the corresponding UniProt [57] sequence. On

that account, the pairwise sequential local alignment function from Biopython [355]

was applied to determine the best alignment and identify the corresponding binding

positions, where entries with a mismatch greater than 50% between the residues

of the original and alignment binding pocket were removed from the dataset. Fur-

thermore, the binding information of single-chain pairs belonging to the same PDB
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complex and with identical UniProt sequence was unified into single 1D binding

pockets.

The binding sites are usually determined based on protein residues whose distance

toward ligands is below a certain threshold. However, the definition of a binding

pocket is inconsistent across multiple studies or databases, leading to some noise

in identifying the correct interacting residues, especially in a 1D representation.

Furthermore, residues in the neighborhood of a particular binding residue likely

influence its ligandability, which is consistent with the distribution of the binding

sites in a 1D representation. These positions are non-consecutive in the 1D sequence,

however, they are prone to be concentrated across scattered local binding regions.

Hence, in order to reasonably define the 1D binding pocket, the neighborhood of

every single interacting position was also taken into account, i.e., for each binding

position p, the residues within the interval ]p−k, p+k[, where k was fixed at 3 [341],

were also considered as binding-related positions. The resulting 1D binding pockets

were converted into binary binding vectors of the same length as the corresponding

protein sequences, where ones and zeros represent binding and non-binding residues,

respectively. Figure 8.1 depicts the process to generate the 1D binding pocket asso-

ciated with the Penicillin G acylase - Homogentisic acid complex (PDB: 1AJP chain

B).

Figure 8.1: Generation of the 1D binding pocket for the Penicillin G acylase -
Homogentisic acid complex (PDB: 1AJP chain B). The 3D complex is collected
from one of the binding-related databases (scPDB [345], PDBBind [19], or BioLiP
[354]) and parsed to the 1D space, in which the protein sequence fragment and the
binding positions are retrieved. The 1D binding information is mapped onto the
corresponding UniProt [57] sequence using the Biopython [355] package, where the
neighborhood of each binding position is also taken into consideration. The resulting
1D binding pocket is converted into a binary binding vector, where ones and zeros
represent binding and non-binding residues (subwords), respectively.

The protein sequences and SMILES strings associated with the resulting 1D binding
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pocket dataset were processed and encoded based on similar approaches to those

applied to the binding affinity dataset. On that account, only proteins with a length

between 30 and 575 subwords and SMILES strings with a sequential length between

10 and 100 chemical tokens were selected.

In order to select the hyperparameters of the 1D binding pocket prediction model,

the resulting 1D binding pocket dataset was split into a 90/10 % training/validation

dataset ratio. On the other hand, to estimate the binding site prediction model’s

performance, the COACH [162] test dataset, which is widely used in several studies

related to binding site prediction, was selected. The COACH test dataset was pro-

cessed identically to the 1D binding pocket dataset and duplicated PDB complexes

were removed from the 1D binding pocket dataset.

8.2.3 SMILES Pre-Train MLM Dataset

In order to pre-train the SMILES Transformer-Encoder block using the Masked

Language Modeling (MLM) approach, SMILES strings associated with small com-

pounds that follow the Lipinski’s rule of five (zero violations) were collected from

ChEMBL [6]. Lipinski’s rule defines boundaries for certain physicochemical proper-

ties, including molecular weight, lipophilicity, polar surface area, number of hydrogen

bond acceptors, number of hydrogen bond donors, and number of rotatable bonds,

to determine the drug-likeness (orally active) of the molecules.

The sequential length of the SMILES strings was fixed between 10 and 100 chemi-

cal tokens and each character was encoded into the corresponding integer using the

72-character-integer dictionary. Furthermore, the resulting SMILES pre-train MLM

dataset was split into a 90/10 % training/validation ratio to select the hyperparam-

eters of the SMILES Transformer-Encoder block.

Table 8.1 summarizes the statistics of the binding affinity, 1D binding pocket, and

SMILES pre-train MLM datasets.

See Figure D.1 in Section D.1 of Appendix D for more details regarding the distri-

butions associated with the binding pocket datasets.

8.2.4 TAG-DTA Framework

The TAG-DTA framework simultaneously learns to predict the 1D binding pocket

and binding strength of DTIs, where the prediction of the binding sites vector guides

and conditions the prediction of DTA. This framework comprises two models, specif-

ically a 1D binding pocket classifier and a binding affinity regressor, and shares three
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Table 8.1: Statistics of collected binding affinity, 1D binding pocket, and SMILES
pre-train MLM datasets.

Dataset Proteins Compounds DTI pKd = 5 pKd > 5 Bind Res.a Non-Bind Res.a

Binding Affinity

Davis Original 442 72 31824 22400 9424 - -

Davis Pre-Processed 423 69 29187 20479 8708 - -

1D Binding Pocket

SPBb 14256 24151 81696 - - 1816960 (4.4%) 39340137 (95.6%)

SPBb,c 14256 24151 81696 - - 2464345 (15.9%) 13011113 (84.1%)

COACH Test 402 332 490 - - 6708 (3.4%) 190626 (96.6%)

COACH Testc 402 332 490 - - 11852 (15.8%) 63194 (84.2%)

SMILES Pre-Train

ChEMBL - 1321328 - - - - -

a Residues
b scPDB ∪ PDBBind ∪ BioLiP
c FCS/BPE Encoding + Neighborhood

core layers, including lower Transformer-Encoders and a condition-based concate-

nation block. The architecture uses two parallel Transformer-Encoders to compute

contextual embeddings and capture the proteomics and chemical context present

in the protein sequences and SMILES strings, respectively, where the SMILES

Transformer-Encoder is pre-trained using an MLM approach. The aggregate repre-

sentation of the SMILES string, which corresponds to the final hidden state of the

start token added to the SMILES strings, is concatenated with the resulting protein

tokens, followed by conditional and positional encoding. The binding site classifier

block, which comprises a Transformer-Encoder with a PWFFN, uses the resulting

condition-based concatenated tokens as input for binary token labeling learning, pre-

dicting the 1D binding pocket. The predicted 1D binding pocket is used to condition

the attention mechanism of the Transformer-Encoder of the binding affinity regres-

sor, which also uses the condition-based concatenated tokens as input, by masking

non-binding residues. On that account, it learns the pharmacological space and the

inter-dependencies amongst the binding-related subwords. The resulting aggregate

representations of the binding affinity Transformer-Encoder, protein Transformer-

Encoder, and SMILES Transformer-Encoder are concatenated and used as input for

an FCNN, which outputs the binding affinity measured in terms of pKd. Figure 8.2

illustrates the proposed TAG-DTA architecture.

8.2.4.1 Embedding Block

Protein sequences and SMILES strings are tokenized according to the FCS/BPE and

character-integer encoding methods, respectively, where each token is converted to

a numeric value and each sequence/string is padded up to a maximum value of
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Figure 8.2: TAG-DTA: Binding-Region-Guided Transformer-based architecture.
Two parallel Transformer-Encoders capture the proteomics and chemical context
present in the protein sequences and SMILES strings, respectively. A condition-
based concatenation block concatenates the projected TS (green) token from the
SMILES Transformer-Encoder with the resulting protein tokens from the protein
Transformer-Encoder to represent the pharmacological space. The resulting con-
catenated DTI representation is used as input to the 1D binding pocket classifier for
binary token labeling, determining the binding nature of each protein subword. The
predicted binary binding vector conditions the attention mechanism of the binding-
region-guided Transformer-Encoder, resulting in the learning of the interaction con-
text based on binding-related positions. The resulting aggregate representations of
the binding affinity Transformer-Encoder (blue TS), protein Transformer-Encoder
(TP ), and SMILES Transformer-Encoder (green TS) are concatenated and used as
input for an FCNN, which outputs the binding affinity measured in pKd.
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NP/NS. Additionally, special start tokens have been added to the beginning of

every protein sequence (TP ) and SMILES string (TS). In order to map semantic

meaning into a geometric space, an embedding layer was assigned to the protein

sequences and SMILES strings, transforming each token into a learned continuous

vector (embedding) with a fixed size of dPmodel and d
S
model via a learnable dictionary

lookup matrix W P
token ∈ RdPmodel x |V P | and W S

token ∈ RdSmodel x |V S |, respectively.

Contrarily to RNNs, Transformer-Encoders do not have a built-in mechanism to

deal with the order of sequences, i.e., they are entirely invariant to sequence order.

To provide absolute or relative positional information of the tokens in the sequence

to the model, a positional embedding was included via a learnable dictionary lookup

matrix W P
pos ∈ RdPmodel x NP and W S

pos ∈ RdSmodel x NS . The final embeddings EP
i and

ES
j associated with the ith and jth input tokens of the protein sequence and SMILES

string, respectively, are given by the sum of the token embedding (EP
tokeni

and ES
tokenj

)

and the positional embedding (EP
posi

and ES
posj

), followed by a dropout layer:

EP
i = dropout(EP

tokeni
+ EP

posi
)

ES
j = dropout(ES

tokenj
+ ES

posj
)

(8.2)

, where EP
i , E

P
tokeni

, EP
posi

∈ RdPmodel and ES
j , E

S
tokenj

, ES
posj

∈ RdSmodel .

The parameters of the token and positional embedding layers associated with the

SMILES strings are initialized with the ones learned during the MLM pre-training

stage.

8.2.4.2 Transformer-Encoder

Two Transformer-Encoders in parallel are used to capture the proteomics and

chemical context and model the inter-dependency amongst the substructures and

molecular components of the protein sequences and SMILES strings, respectively.

Transformer-Encoders stackN identical blocks, where each block comprises a MHSA

layer and a PWFFN. Residual connections are applied after each subunit followed by

LN to mitigate vanishing gradients. Additionally, dropout is added after each MHSA

layer and after each dense layer of the PWFFN to prevent overfitting. Considering

x1 and x2 the outputs of the MHSA layer and the PWFFN block, respectively, the

output of the kth Transformer-Encoder block can be expressed as:

x1k = LN(x2k−1 + dropout(MHSA(x2k−1)))

x2k = LN(x1k +PWFFN(x1k))
(8.3)
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, where x1k, x
2
k ∈ RNP/S x d

P/S
model .

The weights of the SMILES Transformer-Encoder block are initialized with the ones

learned during the MLM pre-training step.

8.2.4.3 Condition-Based Concatenation Block

In order to model the interaction and exchange of information between proteins and

compounds, it is crucial to represent the pharmacological space of the interaction.

On that account, a condition-based concatenation block is proposed to concatenate

the TS token from the SMILES Transformer-Encoder with the resulting protein

tokens from the protein Transformer-Encoder. The TS token previously learns the

overall chemical context and inter-dependency amongst the individual units of the

SMILES strings and is thus considered an aggregate representation. On the other

hand, each resulting token of the protein sequences from the protein Transformer-

Encoder is characterized by a robust and contextual representation based on the

learned short and long-term dependencies. Considering XP and XS the outputs

of the protein and SMILES Transformer-Encoder, respectively, the output of the

concatenation layer (XDT ) can be expressed as:

XP = [TP ∥CP ] , XS = [TS ∥CS] −→ XDT = [T Pool
S ∥CP ] (8.4)

, where XP ∈ RNP x dPmodel , TP ∈ RdPmodel , CP ∈ R(NP−1) x dPmodel , XS ∈ RNS x dSmodel ,

TS ∈ RdSmodel , CS ∈ R(NS−1) x dSmodel , T Pool
S ∈ RdPmodel , and XDT ∈ RNP x dPmodel .

Considering that the TS token is used to condition and interact with the proteins

tokens, i.e., it is not exclusively the attending agent, a conditional embedding via

a learnable dictionary lookup matrix WDT
cond ∈ RdPmodel x NP was included to dis-

tinguish the TS token from the resulting protein tokens. In order to update the

positional information of the tokens in the concatenated DTI representation, a posi-

tional embedding via a learnable dictionary lookup matrix WDT
pos ∈ RdPmodel x NP was

added. Following the sum of the conditional embedding and positional embedding,

a dropout layer was applied. The final representation EDT
i associated with the ith

token of the resulting concatenated tokens can be expressed as:

EDT
i = dropout(EDT

i + EDT
condi

+ EDT
posi

) (8.5)

, where EDT
i ∈ RdPmodel , EDT

condi
∈ RdPmodel is the conditional embedding, and EDT

posi
∈

RdPmodel is the positional embedding.
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In order to map the TS token to the last dimension of the protein tokens (CP ), a

position-wise pooling (PWPool) block, which comprises a dense layer applied to the

last dimension of TS and an LN layer, was employed.

PWPool(TS) = LN(FTS
(WTS

TS + bTS
)) (8.6)

, where F is the activation function, WTS
∈ RdSmodel x dPmodel , and bTS

∈ RdPmodel

8.2.4.4 1D Binding Pocket Classifier

The 1D binding pocket classifier learns to identify the binding and non-binding

positions within the protein sequence, i.e., it predicts each protein subword as a

binding or non-binding spot. This block is composed of a Transformer-Encoder fol-

lowed by a Position-Wise Multi-Layer Perceptron (PWMLP). The binding pocket

Transformer-Encoder uses the output of the condition-based concatenation block as

input and determines the interaction (and inter-dependencies) between the aggre-

gate representation of the compound and the protein tokens. On that account, the

TS token and the protein tokens attend mutually to each other, where TS conditions

the representation of each token of the protein sequences based on their potential se-

lectivity toward the compound. The resulting protein tokens are fed to the PWMLP,

which stacks dense layers applied to the last dimension of the protein tokens (embed-

ding/representation space), in order to increase the learning capacity of this block.

Additionally, dropout layers are added after each dense layer of the PWMLP. Fol-

lowing the PWMLP, a single neuron position-wise dense layer is added to classify

the binding nature of each protein token, where a sigmoid activation function is

applied for binary token labeling. Considering XDT the output of condition-based

concatenation block, X1
DT the output of the binding pocket Transformer-Encoder,

and X2
DT the output of the PWMLP, the output of the 1D binding pocket classifier

(BP1D) can be expressed as:

X1
DT = TransformerEncoderBP (XDT )

X2
DT = PWMLP(X1

DT )

BP1D = σ(X2
DTWBP1D

+ bBP1D
)

(8.7)

, where XDT ∈ RNP x dPmodel , X1
DT ∈ RNP x dPmodel , X2

DT ∈ R(NP−1) x π2
DT , WBP1D

∈
Rπ2

DT x 1, bBP1D
∈ R1, BP1D ∈ Z

(NP−1)
2 , σ is the sigmoid activation function, and

π2
DT is expansion/contraction ratio of the final dense layer of the PWMLP.

145



Chapter 8. Binding-Region-Guided Strategy to Predict Drug–Target Affinity

8.2.4.5 Binding Affinity Regressor

The interaction between active compounds and proteins results from the recognition

and complementarity of certain groups (binding regions) and it is supported by the

joint action of other individual substructures scattered across the protein and com-

pound. Hence, to effectively predict binding affinity, it is important to consider the

proteomics, chemical, and pharmacological spaces. In order to learn the pharma-

cological context information associated with the interaction space for the predic-

tion of binding affinity, a binding-region-guided Transformer-Encoder is proposed,

where the output of the 1D binding pocket classifier guides the attention mechanism

and the output of the condition-based concatenation block is used as input. The

binding-region-guided Transformer-Encoder architecture is similar to the standard

Transformer-Encoder, however, instead of applying global self-attention, it takes

into consideration tokens that are potential binding residues using the predicted 1D

binding pocket. On that account, the padding masking matrix is combined with the

predicted 1D binding pocket, masking non-binding residues and PAD tokens. Thus,

this layer learns the inter-dependencies amongst binding-related residues and the

interaction between TS (compound representation) and the binding tokens of the

protein sequences. The resulting TS token is considered an aggregate representation

of the pharmacological space and expresses the short and long-term dependencies

between the compound and the binding region.

The final hidden states of the aggregate representation of the protein Transformer

Encoder, SMILES Transformer-Encoder, and binding-region-guided Transformer-

Encoder, respectively, are concatenated, followed by an LN layer, and used as in-

put for an FCNN. Similarly to the PWMLP, dropout is added after each dense

layer of the FCNN. Following the FCNN, a dense layer with a single neuron is

applied to predict the binding affinity of the DTI pair measured in terms of the

logarithmic-transformed dissociation constant (pKd). Considering X1
Aff the out-

put of the binding-region-guided Transformer-Encoder and X2
Aff the output of the

FCNN, the output of the binding affinity regressor (BFpKD
) can be expressed as:

X1
Aff = TransformerEncoderAff (XDT )

X2
Aff = FCNN(X1

Aff ) , X
2
Aff = [TAff ∥CAff ]

TDTI = LN([TP ; T Pool
S ; TAff ])

BFpKD
= TDTIWBFpKD

+ bBFpKD

(8.8)

, where XDT ∈ RNP x dPmodel , X1
Aff ∈ RNP x dPmodel , TP ∈ RdPmodel , T Pool

S ∈ RdPmodel ,
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TAff ∈ RdPmodel , CAff ∈ R(NP−1) x dPmodel , TDTI ∈ RdDTI
model is concatenated representa-

tion of the final hidden states of the aggregate representations,WBFpKD
∈ RdDTI

model x 1,

bBFpKD
∈ R1, BFpKD

∈ R1, dDTI
model = dPmodel + dPmodel + dPmodel, and [; ] denotes con-

catenation.

In order to avoid potential negative transfer of information from the 1D binding

pocket classifier, i.e., incapable of identifying any binding position for a certain

DTI pair, some flexibility is added to the attention mechanism in the binding-

region-guided Transformer-Encoder. On that account, when the predicted binary

1D binding pocket does not contain any value equal to 1 (binding spot), which would

lead to the TS token attending exclusively to itself, only the PAD tokens are masked

before the softmax function. Thus, the attention mechanism corresponds to the

standard global self-attention, learning the short and long-term inter-dependencies

amongst all tokens of the input sequence, except PAD tokens.

Attention =

Conditioned if ∃i = 1,...,NP −NPAD − 1 : BP1D(i) = 1

Global if ∀i ∈ {1,..,NP −NPAD − 1}, BP1D(i) = 0

(8.9)

, where Conditioned corresponds to the binding-region-guided attention, Global to

the standard global self-attention, and NPAD to the number of padding tokens.

Figure 8.3 illustrates the masking matrix applied in the binding-region-guided

Transformer-Encoder when the predicted binary 1D binding pocket identifies bind-

ing spots (binding-region-guided attention).

8.2.4.6 SMILES Pre-Train Masked Language Modeling

MLM leverages a large number of data points in an unsupervised fashion to cap-

ture the context and semantics of the input domain. This approach masks certain

tokens of the input sequence and designs the model to predict the original tokens

based on the unaltered sentence units. On that account, the model needs to learn

the statistical and distribution properties as well as the short and long-term de-

pendencies amongst the tokens of the sequence, considering that tokens can have

different meanings in different positions. Hence, the model learns deep and multi-

ple representations of the tokens, improving the performance levels in downstream

tasks.

In the context of this work, the MLM approach is used to pre-train the SMILES

Transformer-Encoder in order to capture the molecular context within the SMILES
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Figure 8.3: Binding region-guided attention masking matrix, where the PAD
tokens masking matrix is combined with the predicted 1D binding pocket.

strings. The traditional MLM masking setup used in BERT [173] is followed, which

randomly masks 15% of the tokens of the input sequence. The selected tokens

are replaced with a special [MASK] token, replaced with a random token from the

SMILES dictionary, or remain unaltered based on an 80%, 10%, and 10% probability

rate, respectively.

The architecture of the SMILES pre-train MLM includes the SMILES token em-

bedding layer, the SMILES positional embedding layer, the SMILES Transformer-

Encoder, a dense layer, and a softmax activation function. The dense layer projects

the output of the Transformer-Encoder into the dimension of the SMILES vocabu-

lary VS. The softmax function normalizes the output of the dense layer to a proba-

bility distribution over the cardinality of the vocabulary, indicating the likelihood of

each token in the vocabulary for each position of the input sequence. Considering

ES the output of the SMILES embedding block and XS the output of the SMILES

Transformer-Encoder, the output of the SMILES pre-train MLM (XMLM
S ) can be
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expressed as:

XS = TransformerEncoderSMILES(E
S)

XMLM
S = Softmax(XSW

MLM
S + bMLM

S )
(8.10)

, where ES ∈ RNS x dSmodel , XS ∈ RNS x dSmodel , WMLM
S ∈ RdSmodel x |V S |, bMLM

S ∈
R|V S |, and XMLM

S ∈ RNS x |V S |.

Figure 8.4 shows the SMILES pre-train MLM architecture.

Figure 8.4: Pre-training of the SMILES Transformer-Encoder using an MLM ap-
proach, where the model learns to predict the [MASK] tokens based on the unal-
tered input units.
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8.2.5 TAG-DTA Training Strategy

In order to train the TAG-DTA framework, the training strategy is divided into

three stages: (I) pre-training of the 1D binding pocket classifier; (II) training of

the binding affinity regressor; and (III) training of the 1D binding pocket classi-

fier. The 1D binding pocket subunit, which consists of the three shared blocks, the

binding pocket Transformer-Encoder, and the PWMLP, is initially pre-trained in

order to partially converge and optimize TAG-DTA toward the prediction of the

1D binding pocket, considering that binding sites vector is used to guide and condi-

tion the prediction of binding affinity. Following the first stage, the binding affinity

subunit, which is composed of the three shared blocks, the binding region-Guided

Transformer-Encoder, and the FCNN, and the 1D binding pocket subunit are al-

ternatively trained to optimize TAG-DTA to simultaneously predict the 1D binding

pocket and the binding affinity of DTIs. On that account, two different training

modes are considered, where only binding pocket or binding-affinity-related blocks

are trainable during each corresponding prediction task, respectively, i.e., the bind-

ing pocket Transformer-Encoder and PWMLP weights are frozen during the training

of the binding affinity regressor, and the binding-region-guided Transformer-Encoder

and FCNN weights are frozen during the training of the 1D binding pocket classifier.

Hence, this training strategy aims to reduce the discrepancy between the 1D binding

pocket classification and the binding affinity regression and avoid the negative trans-

fer of information between computationally different tasks yet contextually related.

Moreover, instead of considering the convergence of the TAG-DTA architecture at

the end of each training epoch, the framework is optimized at the end of each train-

ing cycle, which corresponds to the end of the two training modes, i.e., the training

of the binding affinity regressor and the training of the 1D binding pocket classifier.

8.3 Results and Discussion

Binding Affinity Prediction Performance Evaluation

In the context of drug discovery and drug repositioning, it is essential to properly

assess the target selectivity of potential leads. Thus, establishing models capable

of accurately predicting unbiased bioactivities associated with the interaction of

biologically relevant targets and active small molecules is pivotal on the road to new

insights in the DTI field. In order to validate the performance of the proposed TAG-

DTA architecture in the prediction of binding affinity, the prediction efficiency was

evaluated and compared with different state-of-the-art binding affinity regression
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and binary classification models (see Section D.2 of Appendix D for more details

regarding the experimental setup conducted in this study) . Table 8.2 reports the

binding affinity prediction results over the Davis independent test set in terms of

MSE, RMSE, CI, r2, and Spearman.

Table 8.2: Binding affinity prediction results over the Davis independent test set.

Method
Protein

Rep.

Compound

Rep.
↓ MSE ↓ RMSE ↑ CI ↑ r2 ↑ Spearman

Baseline Methods

KronRLS [265] Smith-Waterman PubChem-Sim 0.443 0.665 0.847 0.473 0.624

GraphDTA-GCNNet [271] 1D-Subseq Graph 0.311 0.558 0.883 0.630 0.681

TransformerCPI [243] 1D-Subseq 1D 0.291 0.539 0.852 0.511 0.507

GraphDTA-GATNet [271] 1D-Subseq Graph 0.286 0.535 0.881 0.660 0.688

SimBoost [267] Smith-Waterman PubChem-Sim 0.277 0.526 0.891 0.670 0.694

GraphDTA-GAT-GCN [271] 1D-Subseq Graph 0.269 0.518 0.874 0.680 0.670

Sim-CNN-DTA [273] Smith-Waterman PubChem-Sim 0.266 0.516 0.884 0.683 0.674

GraphDTA-GINConvNet [271] 1D-Subseq Graph 0.238 0.488 0.899 0.717 0.741

HyperAttentionDTI [245] 1D-Subseq 1D 0.227 0.477 0.890 0.729 0.690

DeepDTA [268] 1D-Subseq 1D 0.215 0.464 0.891 0.743 0.691

DeepCDA [272] 1D-Subseq 1D 0.208 0.457 0.895 0.752 0.689

DTITR [350] 1D-Subseq 1D 0.192 0.438 0.907 0.771 0.712

Proposed Method

TAG-DTA 1D-Subseq 1D 0.185 0.430 0.917 0.780 0.729

Bold indicates the best performance value associated with each evaluating metric.

The results demonstrate that the proposed TAG-DTA framework achieved the high-

est performance in terms of MSE (0.185), RMSE (0.430), CI (0.917), and r2 (0.780)

compared to the state-of-the-art baselines. Thus, it exceeds the other models in

its ability to correctly predict the binding affinity values (lower MSE and RMSE

scores) and distinguish the binding strength rank order across DTI pairs (higher CI

score). Furthermore, the significant increase in the CI metric shows the superior ca-

pacity of the architecture to correctly assess the target selectivity, which is crucial in

identifying potential leads and differentiating primary from secondary interactions.

Moreover, these findings are consistent with the results of Table 8.3, which reports

the binding affinity prediction results over the Davis dataset using the original split

methodology of the state-of-the-art research works. The TAG-DTA showed a signif-

icant increase in performance across all metrics, specifically MSE (0.199 ± 0.003),

RMSE (0.446 ± 0.003), CI (0.898 ± 0.001), r2 (0.752 ± 0.004), and Spearman rank

correlation (0.710 ± 0.002), and lower standard deviation values compared to the

state-of-the-art baselines, which furthers validates the efficiency of the proposed ar-

chitecture in the prediction of binding affinity and shows superior learning stability.

In order to properly predict DTA it is essential to learn the inter-dependency of the

sequential and structural units of each binding component and the inter-associations
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Table 8.3: Binding affinity prediction results over the Davis dataset using the
original split methodology, where the standard deviations are given in parentheses.

Method
Protein

Rep.

Compound

Rep.
↓ MSE ↓ RMSE ↑ CI ↑ r2 ↑ Spearman

Baseline Methods

KronRLS [265]* Smith-Waterman PubChem-Sim 0.379 0.616 0.871 (0.001) - -

GraphDTA-GCNNet [271] 1D-Subseq Graph 0.322 (0.047) 0.566 (0.039) 0.850 (0.020) 0.598 (0.059) 0.636 (0.032)

TransformerCPI [243] 1D-Subseq 1D 0.285 (0.024) 0.533 (0.022) 0.839 (0.017) 0.493 (0.043) 0.472 (0.023)

GraphDTA-GAT-GCN [271] 1D-Subseq Graph 0.285 (0.004) 0.534 (0.004) 0.862 (0.006) 0.644 (0.005) 0.656 (0.009)

GraphDTA-GATNet [271] 1D-Subseq Graph 0.284 (0.012) 0.533 (0.012) 0.872 (0.002) 0.646 (0.015) 0.681 (0.010)

SimBoost [267]* Smith-Waterman PubChem-Sim 0.282 0.531 0.872 (0.002) - -

Sim-CNN-DTA [273] Smith-Waterman PubChem-Sim 0.276 (0.008) 0.525 (0.008) 0.869 (0.006) 0.656 (0.010) 0.666 (0.011)

GraphDTA-GINConvNet [271] 1D-Subseq Graph 0.256 (0.004) 0.506 (0.004) 0.875 (0.005) 0.680 (0.005) 0.708 (0.011)

HyperAttentionDTI [245] 1D-Subseq 1D 0.241 (0.005) 0.491 (0.005) 0.879 (0.002) 0.699 (0.006) 0.680 (0.004)

DeepDTA [268] 1D-Subseq 1D 0.235 (0.006) 0.485 (0.006) 0.871 (0.006) 0.707 (0.007) 0.670 (0.014)

DeepCDA [272] 1D-Subseq 1D 0.232 (0.004) 0.482 (0.004) 0.879 (0.003) 0.710 (0.005) 0.680 (0.005)

DTITR [350] 1D-Subseq 1D 0.216 (0.006) 0.465 (0.006) 0.880 (0.005) 0.730 (0.007) 0.681 (0.008)

Proposed Method

TAG-DTA 1D-Subseq 1D 0.199 (0.003) 0.446 (0.003) 0.898 (0.001) 0.752 (0.004) 0.710 (0.002)

*Baselines results from Öztürk et al. [268].
The standard deviations are given in parentheses.
Bold indicates the best performance value associated with each evaluating metric.

that revolve around the binding-related substructures (pharmacological space). The

majority of the baseline methods, however, either focus on learning individual rep-

resentations of the proteins and compounds, which are usually combined for the

inferring process, or only take into consideration the mutual interaction space for

the prediction of binding affinity. Moreover, the mere use of Transformers, such

as TransformerCPI [243], or attention mechanisms, e.g., HyperAttentionDTI [245],

do not necessarily guarantee a performance increase, considering that the short

and long-distance interactions within the proteins and compounds are crucial for

the DTA prediction performance. On that account, DTITR [350] showed superior

performance than all previous state-of-the-art baselines since it models the intra-

associations within each individual binding component and the inter-dependency

between the involving interacting components. However, DTITR [350] does not

model the inter-dependency amongst binding-related tokens or the interaction be-

tween the compound and the binding region. TAG-DTA overcomes this limitation

by employing a binding-region-guided Transformer-Encoder to learn the pharmaco-

logical space based on the short and long-term dependencies between the compound

and the binding region and the inter-dependency within the binding region. Addi-

tionally, it takes into consideration the magnitude of the local regions of each binding

component and their intra-associations. Overall, the results demonstrate that the

TAG-DTA model is properly learning the proteomics, chemical, and pharmacolog-

ical context of the proteins, compounds, and DTIs, respectively, and that guiding

the learning of the pharmacological space based on potential binding positions leads

to improved DTA prediction performance. Figure 8.5 depicts the predictions from
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the TAG-DTA model against the actual binding affinity values for the Davis inde-

pendent test set, where is it possible to observe a significant density around the

predicted = true value reference line (perfect model).

Figure 8.5: TAG-DTA binding affinity predictions against the true values for the
Davis affinity testing set, where the black diagonal line corresponds to the reference
line (predicted = true value).

Considering the importance of the models to generalize toward unknown subsets of

the proteomics and/or chemical representation spaces, the performance of the pro-

posed framework in the prediction of binding affinity was explored and evaluated for

three different experimental settings, specifically novel compounds, novel proteins,

and novel protein-compounds pairs. Table 8.4 reports the binding affinity prediction

results over a 5-fold random split of the Davis affinity dataset for these three dif-

ferent experimental settings in terms of MSE, RMSE, and CI. Regarding the novel

compound and novel protein-compound pairs settings, TAG-DTA achieved lower

values of MSE (0.600 ± 0.064 and 0.609 ± 0.057) and RMSE (0.775 ± 0.042 and

0.780 ± 0.036), and higher CI scores (0.715 ± 0.031 and 0.670 ± 0.058) compared

to the state-of-the-art baselines. However, there is no significant difference between

the proposed architecture and attention-based baselines, specifically DTITR [350],

HyperAttentionDTI [245], and TransformerCPI [243], in these two experimental set-
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tings. In the case of the novel protein experimental setting, the proposed TAG-DTA

framework achieved an MSE of 0.372 ± 0.044, an RMSE of 0.549 ± 0.035, and a

CI score of 0.833 ± 0.013, demonstrating superior and competitive performance to

generalize in unknown subsets of the proteomics space. Additionally, all models

showed improved performance in the novel protein setting compared to the novel

compound and novel protein-compound pair settings, which is consistent with the

Kinase representability properties of the Davis affinity dataset. Furthermore, the

proposed TAG-DTA model showed overall lower standard deviations amongst the

validation sets across all three experimental settings, which demonstrates improved

learning stability.

8.3.1 TAG-DTA Ablation Study

In order to further validate the TAG-DTA architecture, different alternatives for

the TAG-DTA model were explored, specifically (i) TAG-DTA architecture without

pre-training the SMILES Transformer-Encoder, (ii) TAG-DTA architecture without

the binding affinity regression block, and (iii) TAG-DTA architecture without the

1D binding pocket classification block. Table 8.5 reports the binding affinity and 1D

binding pocket prediction results over the Davis and COACH test set, respectively,

for the different alternatives of the TAG-DTA model.

To properly assess the efficacy of pre-training the SMILES Transformer-Encoder

using an MLM approach, which leverages a vast amount of data points in an un-

supervised fashion to learn the context and semantics of the chemical domain, the

model prediction efficiency was evaluated with and without initializing the SMILES

Transformer-Encoder related layers weights with the ones learned during the MLM

pre-training step (see Table D.3 in Section D.3.1 of Appendix D for the MLM

pre-training results). The TAG-DTA architecture with the pre-trained SMILES

Transformer-Encoder resulted in overall better performance in terms of the MSE

(0.185), RMSE (0.430), CI (0.917), r2 (0.780), and Spearman (0.729) when com-

pared to the TAG-DTA architecture without pre-training the SMILES Transformer-

Encoder (MSE - 0.190, RMSE - 0.436, CI - 0.912, r2 - 0.773, and Spearman -

0.721) for the prediction of binding affinity. Moreover, in the case of the 1D bind-

ing pocket prediction, the TAG-DTA with the pre-trained SMILES Transformer-

Encoder demonstrated a significant increase in performance in terms of balanced

accuracy (87.10 %), recall (81.32 %), precision (68.17 %), F1-score (74.16 %), and

MCC (0.692) when compared to the TAG-DTA architecture without pre-training

the SMILES Transformer-Encoder (balanced accuracy - 85.99 %, recall - 79.25 %,
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Table 8.4: Binding affinity prediction results over a 5-fold random split of the
Davis affinity dataset for three different experimental settings: novel compounds,
novel proteins, and novel protein-compound pairs.

Method
Protein

Rep.

Compound

Rep.
↓ MSE ↓ RMSE ↑ CI

Novel Compound

Baseline Methods

GraphDTA-GCNNet [271] 1D-Subseq Graph 0.808 (0.134) 0.896 (0.074) 0.628 (0.056)

GraphDTA-GATNet [271] 1D-Subseq Graph 0.793 (0.101) 0.889 (0.056) 0.594 (0.068)

GraphDTA-GAT-GCN [271] 1D-Subseq Graph 0.763 (0.116) 0.871 (0.066) 0.628 (0.093)

GraphDTA-GINConvNet [271] 1D-Subseq Graph 0.636 (0.052) 0.797 (0.032) 0.685 (0.056)

DeepDTA [268] 1D-Subseq 1D 0.641 (0.054) 0.800 (0.034) 0.696 (0.058)

DeepCDA [272] 1D-Subseq 1D 0.620 (0.057) 0.786 (0.036) 0.708 (0.048)

HyperAttentionDTI [245] 1D-Subseq 1D 0.612 (0.075) 0.782 (0.049) 0.706 (0.053)

TransformerCPI [243] 1D-Subseq 1D 0.606 (0.072) 0.778 (0.046) 0.687 (0.092)

DTITR [350] 1D-Subseq 1D 0.604 (0.052) 0.777 (0.032) 0.710 (0.027)

Proposed Method

TAG-DTA 1D-Subseq 1D 0.600 (0.064) 0.775 (0.042) 0.715 (0.031)

Novel Protein

Baseline Methods

GraphDTA-GCNNet [271] 1D-Subseq Graph 0.588 (0.048) 0.766 (0.031) 0.744 (0.010)

GraphDTA-GATNet [271] 1D-Subseq Graph 0.652 (0.021) 0.807 (0.013) 0.733 (0.014)

GraphDTA-GAT-GCN [271] 1D-Subseq Graph 0.579 (0.064) 0.759 (0.042) 0.739 (0.018)

GraphDTA-GINConvNet [271] 1D-Subseq Graph 0.495 (0.031) 0.703 (0.022) 0.770 (0.011)

DeepDTA [268] 1D-Subseq 1D 0.399 (0.062) 0.630 (0.049) 0.807 (0.026)

DeepCDA [272] 1D-Subseq 1D 0.396 (0.045) 0.628 (0.037) 0.815 (0.015)

HyperAttentionDTI [245] 1D-Subseq 1D 0.396 (0.057) 0.628 (0.045) 0.814 (0.020)

TransformerCPI [243] 1D-Subseq 1D 0.385 (0.046) 0.620 (0.037) 0.785 (0.033)

DTITR [350] 1D-Subseq 1D 0.380 (0.052) 0.615 (0.043) 0.827 (0.017)

Proposed Method

TAG-DTA 1D-Subseq 1D 0.372 (0.044) 0.549 (0.035) 0.833 (0.013)

Novel Protein-Compound Pair

Baseline Methods

GraphDTA-GCNNet [271] 1D-Subseq Graph 0.815 (0.129) 0.900 (0.073) 0.575 (0.066)

GraphDTA-GATNet [271] 1D-Subseq Graph 0.788 (0.101) 0.886 (0.057) 0.573 (0.104)

GraphDTA-GAT-GCN [271] 1D-Subseq Graph 0.791 (0.107) 0.887 (0.062) 0.598 (0.072)

GraphDTA-GINConvNet [271] 1D-Subseq Graph 0.698 (0.087) 0.834 (0.053) 0.674 (0.079)

DeepDTA [268] 1D-Subseq 1D 0.630 (0.058) 0.793 (0.036) 0.664 (0.053)

DeepCDA [272] 1D-Subseq 1D 0.627 (0.053) 0.791 (0.033) 0.665 (0.053)

HyperAttentionDTI [245] 1D-Subseq 1D 0.620 (0.070) 0.787 (0.046) 0.667 (0.055)

TransformerCPI [243] 1D-Subseq 1D 0.615 (0.073) 0.784 (0.050) 0.652 (0.082)

DTITR [350] 1D-Subseq 1D 0.612 (0.085) 0.782 (0.051) 0.665 (0.062)

Proposed Method

TAG-DTA 1D-Subseq 1D 0.609 (0.057) 0.780 (0.036) 0.670 (0.058)

The standard deviations are given in parentheses.
Bold indicates the best performance value associated with each evaluating metric.

155



Chapter 8. Binding-Region-Guided Strategy to Predict Drug–Target Affinity

Table 8.5: Binding affinity and 1D binding pocket prediction results over the
Davis and COACH test set, respectively, for the different alternatives of the TAG-
DTA model: (I) TAG-DTA without pre-training the SMILES Transformer-Encoder
related block; (II) TAG-DTA without the binding affinity regression block; (III)
TAG-DTA without the 1D binding pocket classification block.

1D Binding Pocket Prediction

Method
Protein

Rep.

Compound

Rep.
↑ Balanced Accuracy ↑ Recall ↑ Precision ↑ F1-Score ↑ MCC

TAG-DTA - I 1D-Subseq 1D 85.99 79.25 67.80 72.93 0.676

TAG-DTA - II 1D-Subseq 1D 87.99 81.45 73.70 77.38 0.730

TAG-DTA 1D-Subseq 1D 87.18 81.26 68.82 74.52 0.696

Binding Affinity Prediction

Method
Protein

Rep.

Compound

Rep.
↓ MSE ↓ RMSE ↑ CI ↑ r2 ↑ Spearman

TAG-DTA - I 1D-Subseq 1D 0.190 0.436 0.912 0.773 0.721

TAG-DTA - III 1D-Subseq 1D 0.199 0.446 0.906 0.763 0.713

TAG-DTA 1D-Subseq 1D 0.185 0.430 0.917 0.780 0.729

Bold indicates the best performance value associated with each evaluating metric.

precision - 67.80 %, F1-score - 72.93 %, and MCC - 0.676). These results show that

pre-training the SMILES Transformer-Encoder using an MLM approach to learn

the context and semantics of the chemical domains improves the overall learning

capacity of the TAG-DTA architecture and increases the discriminating power and

robustness of the aggregate representation of the SMILES strings, which is not only

used to interact with the protein tokens (and condition their representation) but

also for the prediction of binding affinity.

Regarding the prediction efficiency of the TAG-DTA model without the binding

affinity regression block, i.e., to exclusively predict the 1D binding pocket, the per-

formance obtained over the COACH test dataset is slightly superior in terms of

balanced accuracy (87.99 %), recall (81.45 %), precision (73.70 %), F1-score (77.38

%), and MCC (0.730) when compared to the TAG-DTA model with the dual nature

in the inferring process (balanced accuracy - 87.18 %, recall - 81.26 %, precision -

68.82 %, F1-score - 74.52 %, and MCC - 0.696). These results suggest that using

TAG-DTA to simultaneously predict the 1D binding pocket and binding affinity

of DTIs reduces the learning capacity of the TAG-DTA to predict the 1D bind-

ing pocket, which is expected considering that predicting the 1D binding pocket is

computationally complex due to the imbalanced nature of binding and non-binding

positions and that these two prediction tasks are computationally different. Nev-

ertheless, the small performance gap demonstrates that the proposed TAG-DTA

architecture is capable of converging toward two different prediction tasks, and the

overall good performance in the prediction of the 1D binding pocket indicates the
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viability of the TAG-DTA to learn and identify binding-related positions.

Additionally, the contribution of the prediction of the 1D binding pocket for the

prediction of binding affinity was evaluated by training the TAG-DTA without the

1D binding pocket classification block. The prediction efficiency of the TAG-DTA

architecture without the 1D binding pocket classification block resulted in signifi-

cantly worse performance in terms of the MSE (0.199), RMSE (0.446), CI (0.906),

r2 (0.763), and Spearman (0.713) when compared to the TAG-DTA architecture

with the 1D binding pocket classification block (MSE - 0.185, RMSE - 0.430, CI -

0.917, r2 - 0.780, and Spearman - 0.729). These results demonstrate that using the

predicted 1D binding pocket to guide and condition the attention mechanism of the

Transformer-Encoder of the binding affinity regression block improves the discrim-

inating power of the final aggregate representation hidden states associated with

the interaction space and the capacity of this block to learn the pharmacological

context information associated with the interaction space. Moreover, it indicates

that learning the pharmacological space based on the short and long-term depen-

dencies between the compound and the binding region (and the intra-associations

within the binding region) leads to improved performance, which is in agreement

with the fact that protein binding pockets are crucial in the interaction mechanism

involved in DTIs. Furthermore, the superior binding affinity prediction performance

of the proposed TAG-DTA architecture demonstrates that the 1D binding pocket

and binding affinity prediction models are contextually related and that the model

is capable of converging toward two different prediction tasks.

Overall, the use of an end-to-end binding-region-guided Transformer-based archi-

tecture, which simultaneously predicts the 1D binding pocket and binding strength

of DTIs, demonstrates that actively integrating information about binding sites in

the training process is crucial to properly learning the pharmacological space of the

interaction and leads to improved binding affinity prediction performance. Addition-

ally, it shows the capacity of the attention mechanisms of the Transformer-Encoders

to learn the inter-dependencies between the compound and the protein tokens for

the prediction of the 1D binding pocket, and the ability of the Transformer-Encoders

to learn robust and discriminating aggregate representations of the proteins, com-

pounds, and pharmacological space for the prediction of binding affinity.

8.3.2 DTI and Model Understanding

In spite of the increasing performance of the models to correctly predict the bind-

ing strength or binary association of DTIs, it is crucial to understand the model

157



Chapter 8. Binding-Region-Guided Strategy to Predict Drug–Target Affinity

prediction and the overall importance of the input intra-associations and inter-

dependencies to the model in the context of drug discovery. Moreover, given that

DTIs revolve around specific substructures between the binding components and

are supported by individual substructures within each interacting element, pro-

viding potential model understanding may lead to significant findings in the DTI

domain. Considering the nature of the attention blocks, which give information

about the overall importance of the input components (and their associations)

to the model, the TAG-DTA architecture provides four different levels of atten-

tion: (I) protein sequences self-attention; (II) SMILES strings self-attention; (III)

1D binding pocket condition-based self-attention; and (IV) binding-region-guided

conditioned-based self-attention. The first and second levels of attention provide

information about the overall importance of the individual units (substructures)

and intra-associations of the protein sequences (proteomics context) and SMILES

strings (chemical context), respectively. The third level of attention gives informa-

tion about the inter-associations between the compound representation and protein

tokens (and their intra-associations) for the prediction of the 1D binding pocket, i.e.,

how the chemical information affects the overall importance of the individual units

and intra-associations of protein sequences for the prediction of the binding pocket.

The fourth level of attention provides information about the inter-associations be-

tween the compound representation and binding-related protein tokens, and the

inter-associations between the binding tokens, i.e., it reflects the interaction and

selectivity to the ligand based on the binding pocket.

The visualization and analysis of the different levels of attention provide a reason-

able model and DTI understanding, however, they do not show explicit evidence of

potential key residues within the protein sequences for the binding process, which

is essential to promote the identification and selection of potential leads and under-

standing of the biological functions of proteins and mechanisms involved in DTIs.

On that account, the proposed TAG-DTA may provide increasing DTI and model

understanding considering that it predicts the 1D binding pocket of the DTIs, which

also conditions the prediction of the binding affinity. In order to further validate the

reliability of the TAG-DTA in the prediction of the 1D binding pocket and that it

is capable of providing reasonable evidence for understanding the model prediction,

the ABL1(E255K)-phosphorylated - SKI-606 DTI pair, which does not have the 3D

interaction space available or annotated, was explored. Potential binding positions

(≤ 5 Å) were selected based on the research study by Monteiro et al. (2022) [341],

where the 3D interaction space was explored and thoroughly assessed using guided

docking, and compared with the predicted 1D binding pocket from the TAG-DTA

158



Chapter 8. Binding-Region-Guided Strategy to Predict Drug–Target Affinity

architecture. Figure 8.6 depicts the 3D receptor-ligand complex and the TAG-DTA

1D binding pocket for the ABL1(E255K)-phosphorylated - SKI-606 DTI pair.

(a)

(b)

Figure 8.6: SKI-606 in complex with ABL1(E255K)-phosphorylated. (a) Anno-
tated 3D complex obtained from docking [341]. (b) TAG-DTA 1D binding pocket.
The docking binding sites (≤ 5), TAG-DTA binding positions, TAG-DTA non-
binding positions, and matched binding positions are represented by the blue, red,
gray, and orange colors, respectively.

These visual results show that the TAG-DTA 1D binding pocket identifies almost
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all the docking binding hits (≤ 5 Å), which further validates the capacity of the

TAG-DTA architecture to learn and identify binding-related positions. Moreover,

the other TAG-DTA binding hits are the in the neighborhood of the docking binding

pocket, where the spacial position of some of these hits (Figure 8.6a) suggests that

they bear relation to conserved regions of the proteins or other potential interaction

pockets/subpockets, e.g., some of these hits are near β-strands, which are usually

important for the structure and function of the protein. Overall, these findings

demonstrate the TAG-DTA is capable of providing increasing DTI and model un-

derstanding, and improves the validity of the learning stage of the pharmacological

space based on binding-related positions.

In order to further validate the contribution of the 1D binding pocket block in the

learning process of TAG-DTA, heat maps for the fourth level of attention were gen-

erated, specifically for the attention related to the inter-associations between the

compound representation and binding-related protein tokens (and inter-associations

between binding subwords). The ABL1(E255K)-phosphorylated - SKI-606 DTI pair

was selected for examination, and visual analysis of the attention disparities across

binding hits was conducted between TAG-DTA without the 1D binding pocket clas-

sification block and TAG-DTA with the dual nature incorporated into the infer-

ence process. Figure 8.7 illustrates the attention heat maps for ABL1(E255K)-

phosphorylated - SKI-606 DTI pair across the two TAG-DTA configurations, where

only subwords predicted as binding hits or related to docking binding hits were

considered for visualization.

These visual observations indicate that TAG-DTA without the 1D binding pocket

classification block (Figure 8.7b) is not attending, i.e., assigning significance, to

the majority of protein subwords associated with binding. Furthermore, it fails to

learn the inter-associations between the compound representation (TS) and binding-

related protein tokens. Notably, the TS token does not direct its attention to any

binding-related tokens, except for the EF motif. Consequently, this architecture

configuration introduces bias into the predictions, resulting in the estimation of po-

tential DTIs based on redundant sites. Conversely, TAG-DTA (Figure 8.7a), which

incorporates a dual nature in the inference process, assigns significance to all bind-

ing hits (except for certain docking-related tokens) and comprehensively learns the

pharmacological space of the interaction based on the inter-associations amongst

binding-related substructures. Furthermore, TAG-DTA demonstrates a lower abso-

lute prediction error for DTA prediction in comparison to TAG-DTA without the

1D binding pocket classification block. In the particular case of ABL1(E255K)-

phosphorylated - SKI-606, the pKd values are 10.33 for the experiment, 10.23 for
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(a)

(b)

Figure 8.7: Attention maps associated with the binding-region-guided
Transformer-Encoder for the SKI-606 in complex with ABL1(E255K)-
phosphorylated. a) TAG-DTA. b) TAG-DTA without the 1D binding pocket
classification block. The attention weights were normalized across all the positions
for each head of attention and the maximum value was selected for visualization.
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TAG-DTA, and 10.04 for TAG-DTA without the 1D binding pocket classification

block. These findings underscore the critical importance of actively integrating in-

formation about binding sites throughout the training process to effectively learn the

pharmacological space of the interaction and to enhance the predictive performance

of DTA. Moreover, they highlight the capability of TAG-DTA to provide reasonable

evidence for understanding model predictions.

8.4 Conclusion

8.4.1 Final Remarks

In this research study, an end-to-end binding-region-guided Transformed-based ar-

chitecture (TAG-DTA) is proposed to simultaneously predict the 1D binding pocket

and the binding affinity in terms of the logarithmic-transformed dissociation con-

stant (pKd) of DTI pairs, where the prediction of the 1D binding vector conditions

the prediction of DTA. The architecture comprises two models, specifically a 1D

binding pocket classifier and a binding affinity regressor, and shares three core layers,

including lower Transformer-Encoders and a condition-based concatenation block.

The prediction of the 1D binding pocket conditions the attention mechanism of

the binding affinity Transformer-Encoder, resulting in the exchange of information

between the proteomics and chemical domains over binding-related residues. To per-

form the experiments, DTIs with binding information annotated were collected from

various binding-related databases, and DTIs with binding affinity available were ex-

tracted from the Davis kinase binding affinity dataset. The performance of the

proposed TAG-DTA model was compared with different state-of-the-art baselines

and in different experimental setups based on unknown subsets of the proteomics

and chemical representation spaces.

The proposed model yielded better results than state-of-the-art baselines for the

prediction of binding affinity, resulting in lower MSE and RMSE values and higher

CI and r2 scores in the Davis independent test dataset, and lower MSE and RMSE

values and higher CI, r2, and Spearman scores in the original Davis split folds. These

results demonstrate the model’s ability to accurately predict the value of binding

strength and to properly assess the target selectivity (distinguish the rank order

of binding strength between the DTI pairs). In the novel compounds, novel pro-

teins, and novel protein-compounds pairs experimental settings, TAG-DTA achieved

lower values of MSE and RMSE, and higher CI scores when compared to the base-

lines, demonstrating a superior capacity to generalize toward unknown subsets of
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the proteomics and chemical representation spaces. Furthermore, the TAG-DTA

architecture is shown to efficiently learn the proteomics and chemical context of

the proteins and compounds, respectively, and that learning the pharmacological

space based on the short and long-term dependencies between the compound and

the binding region (and the intra-associations within the binding region) leads to

improved DTA prediction performance.

The influence of different blocks on the prediction efficiency of the TAG-DTA archi-

tecture was also explored. It was found that pre-training the SMILES Transformer-

Encoder using an MLM approach resulted in overall better performance in the pre-

diction of the binding affinity and 1D binding pocket as it increases the discrimi-

nating power and robustness of the aggregate representation of the SMILES string,

i.e., it improves the learning capacity of this block to capture chemical context. In

addition, it was further demonstrated that conditioning the attention mechanism of

the binding affinity Transformer-Encoder based on the predicted 1D binding pocket

leads to significantly improved DTA prediction performance. Moreover, the results

validated that combining computationally different yet contextually related tasks

(1D binding pocket classification and binding affinity regression) is crucial for the

DTI domain representation and DTA prediction performance.

TAG-DTA provides different levels of potential DTI and prediction understanding

due to the nature of the attention layers, which give information about the overall

importance of the input components (and their associations) to the model. More-

over, it showed increasing model understanding due to the dual nature of the pre-

diction process, specifically due to the prediction of the 1D binding pocket, which

conditions the prediction of the binding affinity and presents explicit evidence of

potential key regions within the protein sequences, including in DTI pairs without

the 3D complex annotated.

The major contribution of this study is an efficient and novel end-to-end binding-

region-guided Transformer-based architecture capable of simultaneously predicting

the 1D binding pocket and binding affinity of DTI pairs, where binding informa-

tion is actively integrated into the training process. Moreover, it models the inter-

dependency of the proteomics, chemical, and binding-region-related pharmacological

spaces, and provides increased DTI and model understanding due to the nature of

the attention blocks and prediction of the 1D binding pocket.
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8.4.2 Study Limitations and Future Work

The pre-training step of the SMILES Transformer-Encoder based on the MLM ap-

proach improved the prediction performance and increased the robustness and dis-

criminating power of the aggregate representation of the SMILES strings. These

results corroborate that pre-training LLMs with a large corpus associated with the

input domain leads to improved performance and learning capacity. On that ac-

count, extending the pre-training stage to the protein sequences can result in su-

perior prediction performance, improve the robustness of the aggregate represen-

tation of the protein sequences, and reduce the effects of the proteomics domain

representability in the learning process of TAG-DTA, which is of special interest

considering the dual nature associated with the training and inferring stages of this

architecture. Furthermore, pre-training LLMs, specifically Transformer-Encoders,

greatly decreases the training time required to converge in the downstream tasks.

Nevertheless, pre-training the Transformer-Encoder associated with the protein se-

quences is computationally complex and requires considerable resources due to the

computational complexity of O(n2) concerning the sequence length in the attention

layers.

The unequivocal complexity surrounding the binding process between biologically

relevant targets and active small compounds, and the importance of the complemen-

tarity of certain functional groups in the 3D space have led to a plethora of studies

in the realm of binding pocket prediction. In that regard, the state-of-the-art in

binding pocket prediction focuses on using 3D information to determine various po-

tential pocket surfaces within the protein structures. Moreover, the 3D conformation

and flexibility of the protein sequences and the 3D orientation and arrangement of

the organic functional groups of the compounds are crucial for the binding process.

Thus, exploring different levels of structural information and integrating multiple

representations of the proteins and compounds can lead to improved performance

and increased reliability in the learning process of the proteomics, chemical, and

pharmacological spaces. Furthermore, the stereoelectronic structure of the proteins

and compounds plays an important role in the binding selectivity and overall reac-

tivity, hence, incorporating additional intricate terms associated with the proteomics

and chemical domains into the learning process might lead to interesting findings

and superior validity in the inferring process.

TAG-DTA demonstrated that learning the pharmacological space based on the short

and long-term dependencies between the compound and the binding region (and the

intra-associations within the binding region) leads to superior DTA prediction per-
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formance. Moreover, TAG-DTA provides increasing DTI and model understanding

due to the prediction of the 1D binding pocket. However, stereochemical informa-

tion is not included in the representation of the compounds (canonical SMILES),

and the pharmacophore and relevant secondary functional groups associated with

the compounds are not actively integrated into the learning process of the archi-

tecture. Hence, TAG-DTA is limited in its capacity to model the pharmacokinetic,

pharmacodynamic, and physicochemical differences across constitutional isomers or

stereoisomers (enantiomers or diastereomers) of certain chemical compounds, and

the overall polypharmacological nature associated with most active small molecules.

Additionally, the identification of relevant components and substructures within the

compound space is important to increase the reliability of the predictions and to

promote the following steps of the drug discovery pipeline, i.e., the lead optimiza-

tion stage. In that regard, extending the TAG-DTA to actively model the inter-

dependencies between the pharmacophore of the compounds and the binding region

within the proteins can increase the robustness and validity of the results and lead

to new insights in the DTI domain.
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Chapter 9
Conclusions

T
his chapter highlights the primary contributions and offers a comprehensive

overview of the conducted research. Furthermore, it discusses and delves

into future research directions.

9.1 Overview of the Main Contributions

This thesis presents a comprehensive study on novel and explainable DL-based so-

lutions for predicting Drug–Target Affinity (DTA) using 1D raw sequential and

structural representations of the proteins and compounds. These solutions are ca-

pable of providing potential evidence to support the rationale behind the predictions

and shed light on the mechanisms involved in the interaction between active com-

pounds and biologically relevant targets. Furthermore, this research progressively

addresses some of the primary challenges that persist in the drug discovery domain,

including the multi-domain representation space of DTIs and the importance to

proficiently modeling the pharmacological space based on information concerning

binding pockets.

In Chapter 6, a post-hoc explainability algorithm was proposed and explored to pro-

vide potential explanations for the decision-making process of CNNs in the context

of DTA prediction. The deep representations extracted by the CNNs were shown

to be efficient and discriminating for the prediction of binding affinity. Moreover,

CNNs were found to identify and extract features from regions relevant for the in-

teraction, specifically binding sites and evolutionarily conserved motifs, without any

a priori information during the learning stage. The weight associated with these

spots was also in the range of those with the highest positive influence.

In Chapter 7, the multi-domain inter-dependency associated with DTIs was ad-

dressed by combining self and cross-attention mechanisms to learn the proteomics,

chemical, and pharmacological contexts. Multiple Transformer-Encoders were
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stacked into a novel end-to-end Transformer-based architecture (DTITR) for pre-

dicting DTA. The results demonstrated that combining the proteomics, chemical,

and pharmacological contexts improves the prediction efficiency compared to using

only the individual proteomics and chemical context information of the proteins and

compounds. Furthermore, the architecture is capable of providing different levels

of potential DTI and prediction understanding due to the nature of the attention

mechanisms. In that regard, the compounds were shown to be attending to binding-

related residues.

In Chapter 8, a binding-region-guided strategy was proposed to model the pharma-

cological space of the interaction and learn the inter-dependency amongst binding-

related positions. Additionally, two computationally different yet contextually re-

lated tasks, specifically 1D binding pocket classification and binding affinity regres-

sion, were combined into an end-to-end Transformer-based framework (TAG-DTA).

The results demonstrated that actively integrating information concerning binding

pockets during the learning stage of TAG-DTA leads to significantly improved DTA

prediction performance. Moreover, this framework presents explicit evidence of po-

tential key regions within the protein sequence for the prediction of binding affinity

due to the dual nature of the inferring process.

Overall, endeavors were undertaken to design computational solutions with the aim

of enhancing the drug discovery process chain and focusing on tackling pressing

challenges related to the development of prospective applications for predicting DTI

or DTA. Furthermore, the reported findings bridge the gap between ML/DL and

domain knowledge, and highlight possible paths to incorporating these solutions into

existing and stacked drug discovery and development pipelines.

9.2 Future Research Directions

In spite of the considerable and consistently increasing investments in drug design

and development, numerous opportunities for expansion endure. The investigation

undertaken in this study centers on certain cornerstones of drug design and devel-

opment. Nevertheless, the unequivocal complexity inherent in the comprehensive

binding process between biologically relevant targets and active compounds under-

scores the multi-domain and multi-objective nature of drug discovery. Consequently,

future research endeavors encompass a range of pertinent aspects.

In light of the polypharmacological nature commonly attributed to most existing

compounds and the potential for synergistic effects, it is imperative to incorporate
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additional intricate properties associated with the chemical domain into the learning

process for accurate compound characterization [15, 356]. Furthermore, the 3D

orientation and arrangement of the organic functional groups significantly influence

the pharmacokinetic, pharmacodynamic, and physicochemical properties of active

small molecules [95, 96]. Hence, exploring various levels of structural information

and integrating multiple representations of compounds to accurately depict their

stereoelectronic structure, which plays a pivotal role in binding selectivity and overall

reactivity, may yield valuable insights and enhance the predictive validity of the

computational solutions reported in this study.

The identification of relevant components and substructures within the compound

space is indispensable for facilitating various phases of the drug discovery pipeline,

such as lead discovery and lead optimization. Modern drug discovery sources priori-

tize the application of de novo drug design based on in silico techniques to generate

novel and synthesizable small compounds endowed with desired pharmacological

properties and heightened selectivity for biologically relevant targets [357]. On that

account, extending the computational frameworks put forth and investigated in

this thesis to actively model the inter-dependencies between the organic functional

groups of compounds and the binding regions within the proteins can effectively

narrow the search space and reduce the requirement for numerous systematic mod-

ifications and refinements of the structure of lead compounds. Furthermore, it can

augment the robustness and validity of the findings and further amplify the explain-

ability and informativeness of the ensuing computational frameworks.

The majority of proteins inherently manifest dynamic behavior and substantial con-

formational flexibility, undergoing transitions between various conformational states

or substates that maintain comparable energy levels [136, 138]. Moreover, numer-

ous proteins experience conformational changes to facilitate their interaction with

specific ligands. In this context, the characteristics and positioning of the binding

pockets within the proteins also exert influence on the binding dynamics [150, 144].

Therefore, it is imperative to delve into 3D multi-instance learning to accurately

characterize proteins (including their binding pockets) with respect to the range of

possible conformations. Additionally, certain binding pockets are linked to transient

states due to the stabilization of energy contributions [151], hence, the incorporation

of 3D multi-instance learning may serve to facilitate the discovery and/or design of

potential leads that selectively bind to these regions with high affinity.

Research within the realm of pharmacogenomics has revealed that the pharma-

cokinetics of various compounds are subject to the influence of genomic variations
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[358, 359]. These genetic alterations result in distinct transcriptomic profiles and,

consequently, modifications in proteomic profiles. Thus, it is relevant to incorpo-

rate considerations of individual variability, particularly genomic and proteomics

profiles, to effectively identify potential lead compounds. This is particularly de-

cisive for specific clinical conditions marked by a notable degree of heterogeneity

[360, 361]. Moreover, in the era of precision medicine it is paramount to account for

all individual variability in order to accurately design pharmacological strategies..

Regardless of the inherent challenges entailed in the pursuit of scientific research and

the indispensable requirement for sufficient resources to facilitate these endeavors,

it is of paramount importance to enhance the communication between ML/DL re-

searchers and domain experts. This is essential to further validate the applicability

of complex computational frameworks within crucial domains like drug discovery.

Furthermore, active engagement with multidisciplinary experts assumes a vital role

in achieving a deeper understanding of the challenges associated with this research

area and designing explainable and informative computational solutions [31, 312].
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of in silico tools for binding site prediction applied for structure-based design

of autolysin inhibitors, SAR and QSAR in Environmental Research 27 (7)

(2016) 573–587. doi:10.1080/1062936X.2016.1217271.

[45] Capra, John A. and Singh, Mona, Predicting functionally important

residues from sequence conservation, Bioinformatics 23 (15) (2007) 1875–1882.

doi:10.1093/bioinformatics/btm270.

[46] Nelson, David L. and Cox, Michael, Lehninger Principles of Biochem-

istry. 5th ed, W. H. Freeman and Company, W. H. Freeman and Company,

2008.

[47] Jez, Joseph M., Revisiting protein structure, function, and evolution in

the genomic era, Journal of Invertebrate Pathology 142 (2017) 11–15. doi:

10.1016/j.jip.2016.07.013.

178

http://dx.doi.org/10.1111/cbdd.12759
http://dx.doi.org/10.1021/acs.jcim.6b00122
http://dx.doi.org/10.1016/j.drudis.2010.05.015
http://dx.doi.org/10.1016/j.drudis.2010.05.015
http://dx.doi.org/10.1208/s12248-012-9426-6
http://dx.doi.org/10.1080/1062936X.2016.1217271
http://dx.doi.org/10.1093/bioinformatics/btm270
http://dx.doi.org/10.1016/j.jip.2016.07.013
http://dx.doi.org/10.1016/j.jip.2016.07.013


Bibliography

[48] Talley, Kemper and Alexov, Emil, On the pH-optimum of activity and

stability of proteins, Proteins: Structure, Function, and Bioinformatics 78 (12)

(2010) 2699–2706. doi:10.1002/prot.22786.

[49] Studer, Romain and Dessailly, Benoit and Orengo, Christine,

Residue mutations and their impact on protein structure and function: De-

tecting beneficial and pathogenic changes, The Biochemical journal 449 (2013)

581–94. doi:10.1042/BJ20121221.

[50] Bhattacharya, Roshni and Rose, Peter W. and Burley, Stephen

K. and Prlic, Andreas, Impact of genetic variation on three dimensional

structure and function of proteins, PLOS ONE 12 (3) (2017) e0171355. doi:

10.1371/journal.pone.0171355.

[51] Laurencikiene, Jurga and Källman, Annika M. and Fong, Nova
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and Casadó, Vicent and Mallol, Josefa and Canela, Enric I.
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Asokan and Aubé, Jeffrey and Roy, Anuradha and Karanicolas,

John, DARC: Mapping Surface Topography by Ray-Casting for Effective Vir-

tual Screening at Protein Interaction Sites, Journal of Medicinal Chemistry

59 (9) (2016) 4152–4170. doi:10.1021/acs.jmedchem.5b00150.

[189] Leaver-Fay, Andrew and Tyka, Michael and Lewis, Steven M.

and Lange, Oliver F. and Thompson, James and Jacak, Ron and

Kaufman, Kristian W. and Renfrew, P. Douglas and Smith, Colin

A. and Sheffler, Will and Davis, Ian W. and Cooper, Seth and

Treuille, Adrien and Mandell, Daniel J. and Richter, Florian

and Ban, Yih-En Andrew and Fleishman, Sarel J. and Corn, Ja-

cob E. and Kim, David E. and Lyskov, Sergey and Berrondo,

Monica and Mentzer, Stuart and Popović, Zoran and Havranek,
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Chapter A
Appendix Background

A.1 Proteins

Figure A.1: Genetic code: mapping of triplets of nucleotides (codons) in the
mRNA to specific amino acids. The initiation and termination codons are high-
lighted in green and pink, respectively. Figure adapted from Lehninger Principles
of Biochemistry, 5th Edition [46].
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(a) (b)

Figure A.2: Transfer RNA. a) General cloverleaf secondary structure of tRNA:
D arm, anticodon arm, extra arm, TψC arm, and amino acid arm. b) Pairing
relationship of codon and anticodon: complementary base pairing between the codon
on the mRNA and the anticodon on the tRNA. Figures adapted from Lehninger
Principles of Biochemistry, 5th Edition [46].

Table A.1: Standard amino acids.

Amino Acid 3-letter 1-letter Occurrence in proteins(%)

Alanine Ala A 9.06
Arginine Arg R 5.84
Asparagine Asn N 3.79
Aspartate Asp D 5.47
Cysteine Cys C 1.28
Glutamine Gln Q 3.79
Glutamate Glu E 6.24
Glycine Gly G 7.29
Histidine His H 2.21
Isoleucine Ile I 5.55
Leucine Leu L 9.87
Lysine Lys K 4.92
Methionine Met M 2.33
Phenylalanine Phe F 3.89
Proline Pro P 4.97
Serine Ser S 6.78
Threonine Thr T 5.54
Tryptophan Trp W 1.30
Tyrosine Tyr Y 2.88
Valine Val V 6.88

*Occurrence percentage values extracted from the UniProt database [57].
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Table A.2: Uncommon amino acids and placeholders.

Amino Acid 3-letter 1-letter Amino acids included

Selenocysteine Sec U -
Pyrrolysine Pyl O -
Any/Unknown Xaa X All
Asparagine/Aspartate Asx B D,N
Glutamine/Glutamate Glx Z E,Q
Leucine/Isoleucine Xle J I,L

Table A.3: Amino acids categories according to polarity and charge
of the side chains at pH 7 [46].

Amino Acid 3-letter 1-letter Occurrence in proteins(%)

Nonpolar, aliphatic R groups

Glycine Gly G 7.29
Alanine Ala A 9.06
Proline Pro P 4.97
Valine Val V 6.88
Leucine Leu L 9.87
Isoleucine Ile I 5.55
Methionine Met M 2.33

Aromatic R groups

Phenylalanine Phe F 3.89
Tyrosine Tyr Y 2.88
Tryptophan Trp W 1.30

Polar, uncharged R groups

Serine Ser S 6.78
Threonine Thr T 5.54
Cysteine Cys C 1.28
Asparagine Asn N 3.79
Glutamine Gln Q 3.79

Positively charged R groups

Lysine Lys K 4.92
Histidine His H 2.21
Arginine Arg R 5.84

Negatively charged R groups

Aspartate Asp D 5.47
Glutamate Glu E 6.24

*Occurrence percentage values extracted from the UniProt database [57].
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Table A.4: Amino acids categories according to dipoles and volume
of the side chains [55, 56].

Amino Acid 3-letter 1-letter Occurrence in proteins(%)

Group 1

Glycine Gly G 7.29
Alanine Ala A 9.06
Valine Val V 6.88

Group 2

Isoleucine Ile I 5.55
Leucine Leu L 9.87
Phenylalanine Phe F 3.89
Proline Pro P 4.97

Group 3

Tyrosine Tyr Y 2.88
Methionine Met M 2.33
Threonine Thr T 5.54
Serine Ser S 6.78

Group 4

Histidine His H 2.21
Asparagine Asn N 3.79
Glutamine Gln Q 3.79
Tryptophan Trp W 1.30

Group 5

Arginine Arg R 5.84
Lysine Lys K 4.92

Group 6

Aspartate Asp D 5.47
Glutamate Glu E 6.24

Group 1

Cysteine Cys C 1.28

*Occurrence percentage values extracted from the UniProt database [57].
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Table A.5: Amino acids categories according to physicochemi-
cal/structural properties of the side chains [57].

Amino Acid 3-letter 1-letter Occurrence in proteins(%)

Aliphatic R Groups

Glycine Gly G 7.29
Alanine Ala A 9.06
Proline Pro P 4.97
Valine Val V 6.88
Leucine Leu L 9.87
Isoleucine Ile I 5.55

Aromatic R Groups

Phenylalanine Phe F 3.89
Tyrosine Tyr Y 2.88
Tryptophan Trp W 1.30

Acidic R Groups

Aspartate Asp D 5.47
Glutamate Glu E 6.24

Basic R groups

Arginine Arg R 5.84
Histidine His H 2.21
Lysine Lys K 4.92

Hydroxylic R groups

Serine Ser S 6.78
Threonine Thr T 5.54

Sulphur-containing R groups

Methionine Met M 2.33
Cysteine Cys C 1.28

Amidic R groups

Asparagine Asn N 3.79
Glutamine Gln Q 3.79

*Occurrence percentage values extracted from the UniProt database [57].
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Target Representations

B.1 Supplementary Materials

B.1.1 Davis Kinase Binding Affinity Dataset Distributions

(a) (b)

Figure B.1: Davis kinase binding affinity dataset distributions associated with the
input vectors. a) Protein sequences length distribution; b) SMILES string length
distribution.
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(a) (b)

(c)

Figure B.2: Davis kinase binding affinity dataset distributions associated with the
output (target) vector. a) Kd values distribution; b) pKd values distribution; c) pKd

> 5 values distribution.

B.2 Supplementary Experimental Setup

B.2.1 Binding Affinity Prediction

The optimized architecture and set of parameters for the proposed model were deter-

mined by the Chemogenomic K-Fold Cross-Validation methodology, which requires

a similarity matrix for all the pairs of protein sequences and SMILES strings. The

similarity for the protein pairs was obtained using the Smith-Waterman algorithm,

which is usually applied for local sequence alignment and to determine similar regions

between two protein sequences. This method was implemented using the Biostrings

R Package [362], where the substitution matrix selected was the BLOSUM62, and

the gap penalty for opening and extension was fixed at 10 and 0.5, respectively.

Furthermore, the final alignment scores were normalized to a [0,1] range using the

approach mentioned in the work of Yamanishi et al. (2008) [216]:
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SWNormalized(p1,p2) =
SW (p1,p2)√

SW (p1,p1) ∗
√
SW (p2,p2)

(B.1)

, where SW stands for Smith-Watermann, and p1 and p2 for two proteins associated

with a certain pair (p1, p2). On the other hand, the similarity for the SMILES pairs

was determined by the Tanimoto Coefficient, which is a distance metric usually

applied to calculate the similarity between two molecules based on their bitmap

representation (fingerprints). In order to calculate this coefficient, the SMILES

strings were initially converted to the Morgan circular fingerprints with a radius of 3,

representing the presence or absence of particular substructures across the bitmap.

Morgan fingerprints are similar to ECFPs, and the features generated using this

representation are based on the neighborhood (fragments) of each non-hydrogen

atom of the molecule up to a certain radius and mapped into integer codes using

a hashing procedure. The Tanimoto distance coefficient and the SMILES strings

fingerprint transformation were implemented using the RDKit Python package [344].

Consequently, the dataset was split into six different folds, in which one fold was used

to evaluate the generalization capacity of the model (independent test set) and the

remaining folds for hyperoptimization. Table B.1 summarizes the statistics of the

different folds obtained from the Chemogenomic K-Fold Cross-Validation approach.

Table B.1: Number of DTIs for the different Davis train/validation folds and
independent test fold.

DTI pKd = 5 pKd > 5

Train/Validation Fold 0 4864 3413 1451
Train/Validation Fold 1 4864 3412 1452
Train/Validation Fold 2 4864 3413 1451
Train/Validation Fold 3 4864 3413 1451
Train/Validation Fold 4 4864 3413 1451
Independent Test Fold 4867 3415 1452

Several parameters were hyperoptimized, including the number of convolutional lay-

ers, the number of dense layers, the number of filters for each convolutional layer,

the filter length, the number of neurons for each dense layer, the dropout rate, and

the optimizer learning rate. A considerable range of possible values was assigned

for each hyperparameter and the search was narrowed down to the best parameter

values.

The Rectified Linear Unit (ReLU) was selected as the activation function for every

layer, except for the final output dense layer which uses a linear activation. This

function preserves the main properties of the linear and non-linear activation func-
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tions, returning zero if it receives any negative input (non-linear) or the value itself

in the case of a positive input (linear). Furthermore, it is simple to compute and

easier to optimize with gradient-based methods.

f(x) = max(0,x) (B.2)

Considering that the proposed model focuses on a regression task, the loss func-

tion selected was the MSE, which measures the average squared differences between

the predicted values and the real values. Regarding the optimizer function, Adap-

tive Moment Estimation (Adam) was used to update the network weights in each

iteration of the training process. This function, identified as a combination of the

RMSprop (Root Mean Square Propagation) and SGD (Stochastic Gradient Descent)

with momentum, is an adaptive learning rate optimization algorithm that computes

individual learning rates for each parameter.

Wt = Wt 1 − η
m̂t√
v̂t + ϵ

(B.3)

, where W is the weight, η the learning rate, m and v the moving averages, and ϵ a

small value to avoid division by zero.

Furthermore, early stopping with a patience of 30 and model checkpoint were also

considered in order to avoid potential overfitting, where the RMSE was evaluated

at each epoch by these two callbacks. Early stopping allows the interruption of the

training process if there is no improvement of the evaluation metric after a chosen

number of epochs (patience). On the other hand, model checkpoint saves the best

model, including the parameters, for the training run, independently of the finishing

epoch. Overall, the hyperparameter combination that provided the best average

RMSE score over the validation sets was selected as the best set of parameters to

establish the optimized model and evaluate the generalization capacity on the test

set.

Table B.2 summarizes the parameter settings for the CNN-FCNN model.

In order to validate the prediction efficiency of the end-to-end deep learning archi-

tecture (CNN-FCNN), the performance was evaluated and compared with different

state-of-the-art baselines, specifically KronRLS [265], SimBoost [267], Sim-CNN-

DTA [273], DeepDTA [268], DeepCDA [272], and all the different formulations of

the GraphDTA [271]. The original hyperparameter settings described in each one of

these works were applied, except for DeepCDA [272], in which it was necessary to
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Table B.2: CNN-FCNN parameter settings.

Parameter Value

Number of Convolution Layers 3
Number of Dense Layers 3
Number of Filters [64,64,128]
Filter Length (Proteins) [4,4,5]
Filter Length (Compounds) [4,4,5]
Filter Padding ’same’
Hidden Neurons [1024,512,1024]
Dropout Rate [0.5,0.1]
Optimizer Adam
Learning Rate 1e-04
Activation Function (CNN) ReLU
Activation Function (FCNN) ReLU
Activation Function (Output) Linear
Loss Function MSE
Epochs* 500

*Initial number of epochs to allow convergence of the model,
where early stopping and model checkpoint were applied to
avoid overfitting.

conduct a hyperparameter search considering that the authors did not provide any

reference values.

To further evaluate the efficiency of the CNN deep representations, the performance

was compared with RFR, SVR, GBR, and KRR. Scikit-learn [363] was used to

implement these models and the parameters were obtained using the Chemogenomic

K-Fold Cross-Validation approach. Table B.3 summarizes the parameter settings

for the deep representations evaluation baseline models.

The model was developed using Python 3.7.9 and Tensorflow 2.4.1, and the experi-

ments were run on 2.20GHz Intel i7-8750H and GeForce GTX 1060 6GB.

B.2.2 Explainable Binding Affinity Prediction

In order to provide explainability to the predictions, Grad-RAM was applied to

the implemented trained model, specifically to the last convolutional layers. Even

though Grad-RAM connects the features extracted from the CNNs to the input

domain, the sole visualization of the input regions that had a positive influence on the

prediction does not provide enough explainability without any domain knowledge.

Hence, the matching and feature relevance correlation between input regions that
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Table B.3: Parameters settings for the deep representations evaluation baseline
models. a) RFR; b) KRR; c) SVR; d) GBR.

(a)

Parameters Value

n estimators 300
criterion mse
max features auto

(b)

Parameters Value

alpha 0.01
kernel poly
degree 5

(c)

Parameters Value

C 5
kernel rbf
gamma scale

(d)

Parameters Value

n estimators 900
criterion friedman mse
learning rate 0.1
max features None

had a positive influence on the prediction and the spots associated with binding

sites or motifs were also assessed and explored.

Additionally, binding sites (and motifs) are mostly non-consecutive and scattered

in a 1D representation. Thus, to reasonably evaluate the reliability of the CNNs

in the identification of these regions as relevant for prediction, the neighborhood of

every single position was also taken into consideration. On that account, for each

position p associated with a binding (or motif) region, the resulting pocket is given

by an interval ]p− sw, p+ sw[, where sw is the size of the window. Nevertheless, the

interval is always left or right-bounded in the presence of another binding site (or

motif) in order to avoid overlapping.

B.2.2.1 LGrad−RAM Matching

The regression discriminative localization map provides information regarding the

regions of the input that positive-influenced the prediction, and their relative impor-

tance (weight). On that account, the first evaluation step consisted in verifying if

the CNNs are identifying the binding sites as relevant for the prediction of the bind-

ing affinity. Different window lengths were considered, specifically ranging from 0

(exact matching) to 5, in order to determine if in these window-based binding pock-

ets, the CNNs are extracting information from at least one position, considering

that the binding spots are non-consecutive single positions. Moreover, LGrad−RAM

only contains values equal to zero or greater than zero (positive influence). Thus,

to evaluate the LGrad−RAM matching, it is necessary to verify if there is at least one

value greater than zero in the window-based binding pocket. Overall, this informa-
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tion is presented as a matching percentage corresponding to the weighted average

of the average number of binding sites, wherein information is being extracted from

at least one position, across all the DTI pairs.

P∑
p=1

Bp∑P
p=1Bp

∗ 1

Bp

Bp∑
b=1

1, ∃i = 1,...,W : windowb(i) > 0 (B.4)

, where P is the number of DTI pairs, B is the number of binding sites associated

with a certain DTI pair p, and W is the total length of the window-based pocket.

In the case of the conserved motifs, the LGrad−RAM matching for the positions outside

the entire binding region, i.e., from the first to the last binding position, was also

evaluated.

B.2.2.2 LGrad−RAM Feature Relevance

In addition to the LGrad−RAM matching, it is critical to understand the significance of

the features extracted from the window-based pockets, specifically if these features

are in the range of those with the highest positive influence. On that matter, different

thresholds of significance, ranging from the 10% to the 70% highest positive-valued

features, were defined in order to perceive what percentage of the features extracted

from the window-based pocket regions actually fall into these LGrad−RAM feature

threshold distributions. Overall, the LGrad−RAM feature relevance is presented as

the weighted average of the average number of positive features extracted from the

window-based pocket regions that belong to the feature threshold distribution across

all the DTI pairs.

P∑
p=1

Fp∑P
p=1 Fp

∗ 1

FP

FP∑
f=1

1 ⇐⇒ FP (f) ∈

{x ∈ LGR>0
p ||{y ∈ LGR>0

p |x ≤ y}| ≤ λ|LGR>0
p |}

(B.5)

, where P is the number of DTI pairs, F is the number of positive features extracted

from all the window-based pockets, LGR
p is the regression discriminative localization

map, and λ is the significance threshold.
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B.3 Supplementary Results

B.3.1 Binding Affinity Prediction

In order to further validate the proposed architecture and increase the fairness in

the comparisons with the state-of-the-art models, the binding affinity performance

of the CNN-FCNN model was also evaluated and compared using the experimental

settings, i.e., the split methodology of the Davis dataset, proposed in these baselines.

The protein sequences and SMILES strings were truncated to the maximum lengths

defined in Section 6.2.1.1 of Chapter 6, and the hyperparameter combination of

Table B.2 was selected to establish the optimized model. Table B.4 reports the

average MSE and CI scores over the independent test set using the five different

training sets for the Davis dataset.

Table B.4: Binding affinity prediction results over the Davis dataset using the
original split methodology.

Method
Protein

Rep.

Compound

Rep.
↓ MSE ↑ CI

Baseline Methods

KronRLS [265] Smith-Waterman PubChem-Sim 0.379 0.871

Sim-CNN-DTA [273] Smith-Waterman PubChem-Sim 0.306 0.855

SimBoost [267] Smith-Waterman PubChem-Sim 0.282 0.872

DeepDTA [268] 1D 1D 0.261 0.878

GraphDTA-GCN [271] 1D Graph 0.254 0.880

DeepCDA [272] 1D 1D 0.248 0.891

GraphDTA-GAT-GCN [271] 1D Graph 0.245 0.881

GraphDTA-GATNet [271] 1D Graph 0.232 0.892

GraphDTA-GIN [271] 1D Graph 0.229 0.893

Proposed Method

CNN-FCNN 1D 1D 0.198 (0.003) 0.902 (0.002)

The standard deviations for the proposed architecture are given in parentheses.
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B.3.2 LGrad−RAM Matching

B.3.2.1 PSSM Motifs

Table B.5: PSSM Motifs - LGrad−RAM Matching (Equation B.4) for the Davis
∩ sc-PDB pairs across different PSSM thresholds. a) PSSM Threshold ≥ 5; b)
PSSM Threshold ≥ 6; c) PSSM Threshold ≥ 7; d) PSSM Threshold ≥ 8; e) PSSM
Threshold ≥ 9; f) PSSM Threshold ≥ 10.

(a)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 11.28 11.28 11.28 10.37
1 20.26 20.26 20.26 19.07
2 26.52 26.52 26.52 25.11
3 30.01 30.01 30.01 28.59
4 32.20 32.20 32.20 30.73
5 33.62 33.62 33.62 32.12

(b)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 12.14 12.14 12.14 11.23
1 23.52 23.52 23.52 22.40
2 30.88 30.88 30.88 29.19
3 35.31 35.31 35.31 33.69
4 38.70 38.70 38.70 37.24
5 41.67 41.67 41.67 40.24

(c)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 11.35 11.35 11.35 10.39
1 26.09 26.09 26.09 25.20
2 38.07 38.07 38.07 36.16
3 44.15 44.15 44.15 42.42
4 49.24 49.24 49.24 47.61
5 51.93 51.93 51.93 50.44

(d)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 9.41 9.41 9.41 7.87
1 27.53 27.53 27.53 26.69
2 42.49 42.49 42.49 40.17
3 49.79 49.79 49.79 48.10
4 53.23 53.23 53.23 52.25
5 56.25 56.25 56.25 55.41

(e)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 9.27 9.27 9.27 6.83
1 26.67 26.67 26.67 25.37
2 40.98 40.98 40.98 37.89
3 47.80 47.80 47.80 45.04
4 52.52 52.52 52.52 51.06
5 59.35 59.35 59.35 58.21

(f)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 13.30 13.30 13.30 9.42
1 28.25 28.25 28.25 26.59
2 47.65 47.65 47.65 42.94
3 52.91 52.91 52.91 48.48
4 55.12 55.12 55.12 53.19
5 65.37 65.37 65.37 64.27
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Table B.6: PSSM Motifs - LGrad−RAM Matching (Equation B.4) for the Davis ∩
sc-PDB pairs with the motifs inside the entire binding region filtered out across
different PSSM thresholds. a) PSSM Threshold ≥ 5; b) PSSM Threshold ≥ 6; c)
PSSM Threshold ≥ 7; d) PSSM Threshold ≥ 8; e) PSSM Threshold ≥ 9; f) PSSM
Threshold ≥ 10.

(a)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 10.38 10.38 10.38 9.50
1 19.05 19.05 19.05 17.95
2 25.69 25.69 25.69 24.54
3 29.72 29.72 29.72 28.51
4 32.37 32.37 32.37 31.11
5 34.09 34.09 34.09 32.78

(b)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 10.71 10.71 10.71 9.83
1 21.15 21.15 21.15 20.15
2 28.97 28.97 28.97 27.69
3 34.05 34.05 34.05 32.82
4 37.98 37.98 37.98 36.90
5 41.78 41.78 41.78 40.74

(c)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 10.19 10.19 10.19 9.24
1 23.10 23.10 23.10 22.10
2 35.10 35.10 35.10 33.43
3 41.67 41.67 41.67 40.19
4 48.19 48.19 48.19 46.86
5 51.24 51.24 51.24 50.05

(d)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 7.41 7.41 7.41 5.78
1 25.84 25.84 25.84 25.02
2 40.74 40.74 40.74 39.02
3 47.52 47.52 47.52 45.80
4 51.58 51.58 51.58 50.77
5 55.37 55.37 55.37 54.65

(e)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 7.59 7.59 7.59 4.56
1 25.38 25.38 25.38 23.86
2 39.70 39.70 39.70 36.23
3 47.72 47.72 47.72 44.69
4 53.80 53.80 53.80 52.71
5 62.69 62.69 62.69 61.61

(f)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 9.27 9.27 9.27 4.97
1 23.18 23.18 23.18 21.52
2 41.06 41.06 41.06 36.09
3 46.36 46.36 46.36 41.72
4 49.01 49.01 49.01 47.35
5 61.26 61.26 61.26 59.93
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Table B.7: PSSM Motifs - LGrad−RAM Matching (Equation B.4) for the sc-PDB
pairs across different PSSM thresholds. a) PSSM Threshold≥ 5; b) PSSM Threshold
≥ 6; c) PSSM Threshold ≥ 7; d) PSSM Threshold ≥ 8; e) PSSM Threshold ≥ 9; f)
PSSM Threshold ≥ 10.

(a)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 14.14 14.14 14.14 12.84
1 27.11 27.11 27.11 24.96
2 33.28 33.28 33.28 30.82
3 37.10 37.10 37.10 34.54
4 39.21 39.21 39.21 36.61
5 40.78 40.78 40.78 38.15

(b)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 14.34 14.34 14.34 13.07
1 29.86 29.86 29.86 27.52
2 38.02 38.02 38.02 35.32
3 43.40 43.40 43.40 40.53
4 47.52 47.52 47.52 44.53
5 49.83 49.83 49.83 46.82

(c)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 14.92 14.92 14.92 13.61
1 32.52 32.52 32.52 30.12
2 42.58 42.58 42.58 39.74
3 50.52 50.52 50.52 47.39
4 56.52 56.52 56.52 53.29
5 59.96 59.96 59.96 56.72

(d)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 15.42 15.42 15.42 13.97
1 34.91 34.91 34.91 32.80
2 46.80 46.80 46.80 43.90
3 56.62 56.62 56.62 53.22
4 63.70 63.70 63.70 60.15
5 68.68 68.68 68.68 65.28

(e)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 18.29 18.29 18.29 16.45
1 36.73 36.73 36.73 34.25
2 50.14 50.14 50.14 47.36
3 62.20 62.20 62.20 58.72
4 70.88 70.88 70.88 67.46
5 76.53 76.53 76.53 73.36

(f)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 22.20 22.20 22.20 19.87
1 38.41 38.41 38.41 35.23
2 53.67 53.67 53.67 50.09
3 63.79 63.79 63.79 60.12
4 73.32 73.32 73.32 69.87
5 78.92 78.92 78.92 75.74
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Table B.8: PSSM Motifs - LGrad−RAM Matching (Equation B.4) for the sc-PDB
pairs with the motifs inside the entire binding region filtered out across different
PSSM thresholds. a) PSSM Threshold ≥ 5; b) PSSM Threshold ≥ 6; c) PSSM
Threshold ≥ 7; d) PSSM Threshold ≥ 8; e) PSSM Threshold ≥ 9; f) PSSM Thresh-
old ≥ 10.

(a)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 12.88 12.88 12.88 11.55
1 25.64 25.64 25.64 23.57
2 32.02 32.02 32.02 29.59
3 36.10 36.10 36.10 33.60
4 38.34 38.34 38.34 35.80
5 40.14 40.14 40.14 37.56

(b)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 13.46 13.46 13.46 12.12
1 28.03 28.03 28.03 25.79
2 36.34 36.34 36.34 33.73
3 41.80 41.80 41.80 39.06
4 46.27 46.27 46.27 43.32
5 48.84 48.84 48.84 45.89

(c)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 14.27 14.27 14.27 12.81
1 31.16 31.16 31.16 28.76
2 41.08 41.08 41.08 38.30
3 49.27 49.27 49.27 46.19
4 55.93 55.93 55.93 52.75
5 59.96 59.96 59.96 56.72

(d)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 13.41 13.41 13.41 11.90
1 33.05 33.05 33.05 30.94
2 44.71 44.71 44.71 41.79
3 54.38 54.38 54.38 51.26
4 61.64 61.64 61.64 58.29
5 67.19 67.19 67.19 63.92

(e)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 15.90 15.90 15.90 13.99
1 33.90 33.90 33.90 31.38
2 47.89 47.89 47.89 45.06
3 59.05 59.05 59.05 55.79
4 67.84 67.84 67.84 64.70
5 73.25 73.25 73.25 70.25

(f)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 20.42 20.42 20.42 17.78
1 35.56 35.56 35.56 32.37
2 52.01 52.01 52.01 48.41
3 61.26 61.26 61.26 57.84
4 69.91 69.91 69.91 66.79
5 75.38 75.38 75.38 72.31

B.3.2.2 3D Interaction Space Analysis (Docking)

Apart from visualizing and exploring the LGrad−RAM matching results in the 1D

space and for DTI pairs with binding information known and available, it is essential

to validate the reliability of the CNNs in the identification of important regions for

binding and the binding sites - LGrad−RAM matching results for DTI pairs without

any binding information available, especially in the 3D interaction space. On that

account, two DTI pairs with an extremely low absolute prediction error from the

Davis testing set, specifically ABL1(E255K)-phosphorylated - SKI-606 and DDR1 -

Foretinib, were selected to conduct 3D interaction space analysis.

The 3D structures of the proteins associated with these DTI pairs were collected

from the PDB database [186], in which the 3QRI [364] and 4BKJ [365] structures

were selected for the ABL1(E255K)-phosphorylated and DDR1 kinases, respectively.

These structures were processed using the Discovery Studio Visualizer 4.5 [366] and

converted into the PDBQT format using the AutoDockTools 1.5.6 [367]. On the

other hand, OpenBabel 3.1.1 [264] was used to generate the 3D coordinates and

convert the SMILES strings into the PDB format, and AutoDockTools 1.5.6 [367]
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to convert the ligands in the PDB format to the PDBQT format.

In order to generate and predict the 3D receptor-ligand complexes for the two afore-

mentioned DTI pairs, docking experiments were conducted using AutoDock Vina

1.2.0 [352]. The docking process was divided into different stages: blind dock-

ing and guided docking. In the blind docking step, search boxes larger than the

receptors were employed (increased searching space), specifically 60x60x45 Å for

ABL1(E255K)-phosphorylated and 75x55x50 Å for DDR1, and the exhaustiveness

was set to 2000. In the guided docking stage, the DoGSiteScorer [161] platform

was explored to perform an unbiased assessment of the most likely binding regions

(high drug scores) for the ABL1(E255K)-phosphorylated and DDR1 kinases. On

that account, the search boxes, with a size of 30x30x30 Å, were centered around

the highest-scoring binding pockets for each receptor, respectively, and the exhaus-

tiveness was set to 200. The two docking approaches presented very similar results,

in which the RMSD (Root Mean Squared Deviation) between the resulting blind

and guided docking best poses was under 0.1 Å for the SKI-606 (ABL1(E255K)-

phosphorylated ligand) and was equal to 0.2 Å for the Foretinib (DDR1 ligand).

Figure B.3 illustrates the superimposed blind and guided docking best poses for the

ligands associated with each receptor, where it is possible to observe that the best

binding poses obtained from each docking approach almost completely overlap.

(a) (b)

Figure B.3: Overlapped blind and guided docking best poses. a) SKI-606
(ABL1(E255K) - phosphorylated ligand); b) Foretinib (DDR1 ligand). Blind Dock-
ing - Blue, Guided Docking - Orange.

Table B.9 reports the blind and guided docking scores measured in terms of kcal/mol

(binding affinity) for the best three poses of the ligands associated with each receptor,

specifically SKI-606 (ABL1(E255K)-phosphorylated ligand) and Foretinib (DDR1

ligand).

Consistent with visual findings observed in Figure B.3, the docking scores for the best

pose of the blind and guided docking methods associated with the ABL1(E255K)-
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Table B.9: Blind and guided docking scores, measured in terms of kcal/mol, for the
best three poses of the ligands associated with each receptor, specifically SKI-606
(ABL1(E255K)-phosphorylated ligand) and Foretinib (DDR1 ligand).

Binding Affinity (kcal/mol)

Drug–Target Interaction Pair Ligand Pose Blind Docking Guided Docking

ABL1(E255K)-phosphorylated - SKI-606
1 -12.4 -12.4
2 -11.6 -11.7
3 -11.1 -11.7

DDR1 - Foretinib
1 -10.8 -10.8
2 -10.7 -10.7
3 -10.6 -10.7

phosphorylated - SKI-606 and DDR1 - Foretinib interaction pairs, respectively, are

in the same strength order.

To further validate the resulting 3D complexes for each one of the selected DTI

pairs, the information present in the 3D structures of the receptors in the PDB

database [186], i.e., the X-ray crystallography structures of ligands in complex with

these receptors (cognates), was used to conduct pocket surface visual evaluations.

On that account, it was evaluated if the pocket surface associated with the X-ray

crystallography structure of the ligand in complex with each one of the receptors,

which is considered a region of high binding probability, contains the docked ligand,

i.e., if it falls inside this binding surface. The DoGSiteScorer [161] platform was used

to extract the pocket surface, and PyMol [368] for the representation and annotation

of these structures.

Considering that binding spots are of special interest in the context of this study,

PyMol [368] was used to select and identify potential interacting residues within

the protein sequences based on a distance threshold of ≤ 5 Å from the docked lig-

and molecule. However, protein crystal structures from the PDB [186] repository

are usually associated with certain fragments of the whole protein 1D amino acid

sequence (e.g., protein sequence from the UniProt database [57]). Thus, BLASTP

[369] was employed to align the PDB fragments with the protein sequences used to

characterize ABL1(E255K)-phosphorylated and DDR1 in the Davis dataset, respec-

tively. The resulting 3D interaction complexes were annotated based on the potential

binding sites (≤ 5 Å), LGrad−RAM hits, matched binding-LGrad−RAM positions, and

pocket surface.

Figures B.4 and B.5 illustrate the 3D receptor-ligand complexes (both cognate and

docked ligand) associated with the ABL1(E255K)-phosphorylated - SKI-606 and

DDR1 - Foretinib DTI pairs.
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(a) (b)

Figure B.4: Annotated 3D structure for the ABL1(E255K)-phosphorylated recep-
tor in complex with the cognate ligand and docked ligand (SKI-606), where the po-
tential binding sites (≤ 5 Å), the LGrad−RAM hits, the matched binding - LGrad−RAM

positions, and the pocket surface are represented by the green, blue, red and orange
colors, respectively. a) Full representation of the 3D complex; b) Pocket surface in
detail. Cognate Ligand - Dark Blue, Docked Ligand - Cyan.

(a) (b)

Figure B.5: Annotated 3D structure for the DDR1 receptor in complex with the
cognate ligand and docked ligand (Foretinib), where the potential binding sites (≤ 5
Å), the LGrad−RAM hits, the matched binding - LGrad−RAM positions, and the pocket
surface are represented by the green, blue, red and orange colors, respectively. a)
Full representation of the 3D complex; b) Pocket surface in detail. Cognate Ligand
- Dark Blue, Docked Ligand - Cyan.

The visual findings demonstrate that the docked ligand falls inside the pocket sur-

face associated with the cognate ligand for each one of the receptors considered,

thus, improving the significance of the binding pose of the docked ligands and the

overall docking approach. Moreover, it is possible to observe in Figures B.4b and

B.5b that the binding poses of the docked ligand and the cognate ligand in each

one of the receptors seem to be correlated. On that account, the correlation of the

binding residues associated with each one of these ligands was further evaluated.
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Discovery Studio Visualizer 4.5 [366] was used to generate 2D Interaction Diagrams,

representing the type of directed bonds between protein and ligand and the inter-

acting protein residues. Figures B.6 and B.7 depict the 2D Interaction Diagrams

for the ABL1(E255K)-phosphorylated receptor in complex with the cognate ligand

and the docked ligand, and the DDR1 receptor in complex with the cognate ligand

and the docked ligand, respectively.

Figure B.6: ABL1(E255K)-phosphorylated 2D Interaction Diagram, in which the
binding residues interacting with both the cognate and docked ligands are shown
delimited by black circles. a) Cognate Ligand; b) Docked Ligand (SKI-606).

Cognate Ligand Docked Ligand

Binding-site residues interac ng with both

the cognate and the docked ligands

The 2D interaction diagrams for both receptors corroborate the previous visual

findings (Figures B.4 and B.5), where it is possible to observe that the majority of the

binding residues are interacting with both the cognate and docked ligands. Overall,

these results increase the significance of 3D complexes obtained from docking, and

the comparisons with the LGrad−RAM hits.

In addition to exploring the resulting 3D complexes for the two selected DTI pairs,

and assessing the visual correlation between the binding sites and LGrad−RAM hits,

it was relevant to check any potential meaning for the LGrad−RAM hits close to the

binding pocket and those not in the vicinity of the binding pocket. In particular,

for the DDR1 kinase, which is considered an important therapeutic target due to

its implication in pressing contexts, e.g., cancer, it was found that some of these

hits are correlated with certain experimental validated critical interacting residues
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Figure B.7: DDR1 2D Interaction Diagram, in which the binding residues interact-
ing with both the cognate and docked ligands are shown delimited by black circles.
a) Cognate Ligand; b) Docked Ligand (Foretinib).

Binding-site residues interac ng with both

the cognate and the docked ligands

Cognate Ligand Docked Ligand

[370], specifically pY703, pY740, pY756, pY792 and pY869. On that account, the

LGrad−RAM hits are matched with pY703 (near main binding pocket), pY740 (far

away from main binding pocket), and pY869 (far away from main binding pocket),

and nearly matched (1 position away) with pY756 and pY792 (far away from binding

pocket). Figure B.8 illustrates the DDR1 kinase domain interactome related to

experimental validated critical interacting residues identified in the research work of

Lemeer et al. (2012) [370].
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(a) (b)

Figure B.8: DDR1 kinase domain interactome. a) Interaction map of
DDR1.DDR1-pY interactome based on phosphotyrosine peptide pulldowns per-
formed in human placenta tissue [370]; b) Network map of DDR1 interactions, where
the interacting residues and the interactors are represented by the yellow and green
colors, respectively.
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B.3.3 LGrad−RAM Feature Relevance

B.3.3.1 Binding Sites

Table B.10: Binding Sites - LGrad−RAM Feature Relevance (Equation B.5) for the
Davis - sc-PDB pairs across different feature significance thresholds. a) Feature
Relevance 10%; b) Feature Relevance 20%; c) Feature Relevance 30%; d) Feature
Relevance 40%; e) Feature Relevance 50%; f) Feature Relevance 60%; g) Feature
Relevance 70%.

(a)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 13.08 13.08 13.08 12.87
1 17.24 17.24 17.24 20.08
2 18.42 18.42 18.42 20.62
3 19.58 19.58 19.58 21.45
4 19.09 19.09 19.09 20.27
5 19.84 19.84 19.84 20.83

(b)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 20.56 20.56 20.56 17.82
1 27.59 27.59 27.59 28.03
2 30.00 30.00 30.00 30.79
3 30.30 30.30 30.30 30.92
4 30.08 30.08 30.08 30.96
5 31.52 31.52 31.52 32.50

(c)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 33.64 33.64 33.64 30.69
1 39.08 39.08 39.08 39.33
2 44.74 44.74 44.74 45.48
3 44.06 44.06 44.06 44.89
4 43.36 43.36 43.36 44.32
5 43.97 43.97 43.97 45.00

(d)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 57.01 57.01 57.01 58.42
1 57.47 57.47 57.47 61.09
2 58.95 58.95 58.95 61.86
3 57.34 57.34 57.34 60.10
4 56.22 56.22 56.22 58.80
5 56.61 56.61 56.61 58.96

(e)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 76.64 76.64 76.64 73.27
1 72.03 72.03 72.03 72.80
2 72.37 72.37 72.37 72.88
3 70.63 70.63 70.63 71.32
4 70.33 70.33 70.33 71.05
5 69.84 69.84 69.84 70.62

(f)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 84.11 84.11 84.11 85.15
1 78.16 78.16 78.16 79.92
2 79.21 79.21 79.21 81.07
3 77.62 77.62 77.62 79.55
4 76.76 76.76 76.76 78.62
5 75.88 75.88 75.88 77.71

(g)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 91.59 91.59 91.59 93.07
1 87.36 87.36 87.36 89.12
2 86.84 86.84 86.84 87.57
3 85.55 85.55 85.55 86.28
4 85.06 85.06 85.06 85.97
5 83.85 83.85 83.85 84.58
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Table B.11: Binding Sites - LGrad−RAM Feature Relevance (Equation B.5) for the
sc-PDB pairs across different feature significance thresholds: a) Feature Relevance
10%; b) Feature Relevance 20%; c) Feature Relevance 30%; d) Feature Relevance
40%; e) Feature Relevance 50%; f) Feature Relevance 60%; g) Feature Relevance
70%.

(a)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 8.48 8.48 8.48 8.42
1 11.83 11.83 11.83 12.42
2 11.85 11.85 11.85 12.65
3 11.97 11.97 11.97 12.86
4 12.11 12.11 12.11 12.90
5 11.82 11.82 11.82 12.54

(b)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 20.71 20.71 20.71 20.73
1 22.55 22.55 22.55 23.26
2 21.69 21.69 21.69 22.47
3 22.08 22.08 22.08 22.56
4 22.91 22.91 22.91 23.39
5 22.81 22.81 22.81 23.11

(c)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 30.57 30.57 30.57 30.67
1 33.40 33.40 33.40 33.33
2 32.45 32.45 32.45 32.59
3 32.58 32.58 32.58 32.74
4 33.15 33.15 33.15 33.62
5 33.03 33.03 33.03 33.35

(d)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 41.81 41.81 41.81 43.63
1 42.65 42.65 42.65 43.48
2 41.53 41.53 41.53 42.46
3 41.52 41.52 41.52 42.36
4 42.42 42.42 42.42 43.30
5 42.57 42.57 42.57 43.16

(e)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 51.87 51.87 51.87 52.48
1 52.45 52.45 52.45 52.58
2 51.05 51.05 51.05 51.60
3 51.67 51.67 51.67 52.42
4 52.44 52.44 52.44 53.15
5 52.62 52.62 52.62 53.20

(f)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 59.57 59.57 59.57 59.61
1 62.18 62.18 62.18 61.82
2 60.56 60.56 60.56 60.74
3 60.76 60.76 60.76 61.18
4 61.66 61.66 61.66 61.88
5 62.00 62.00 62.00 61.98

(g)

Window Length GMP-G GMP-NG GAP-G GAP-NG

0 71.01 71.01 71.01 71.27
1 73.18 73.18 73.18 73.26
2 71.27 71.27 71.27 71.90
3 70.98 70.98 70.98 71.65
4 71.55 71.55 71.55 72.14
5 71.79 71.79 71.79 72.14

B.3.3.2 PSSM Motifs
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Chapter C
Appendix Intrinsic Explainability

and Drug–Target Multi-Domain

Inter-Dependency

C.1 Supplementary Materials

C.1.1 Davis Kinase Binding Affinity Dataset Distributions

(a) (b)

Figure C.1: Davis kinase binding affinity dataset distributions. a) Protein se-
quences length distribution based on the FCS/BPE encoding; SMILES string length
distribution based on the FCS/BPE Encoding.

C.2 Supplementary Methods

C.2.1 Sinusoidal Positional Encoding

The position of each token in the input sequence is determinant for the context and

meaning, in which a single modification of the order can result in a different inter-
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pretation. On that account, DL models must have information about the relative

or absolute position of each element of the input when dealing with raw sequential

data.

Contrarily to RNN architectures, Transformer-based architectures do not contain

hidden states that keep information about the relative or absolute position of each

token in the input sequence, hence, it is necessary to include this information. The

sinusoidal positional encoding proposed by Vaswani et al. [172] is based on sine

and cosine functions of different frequencies, resulting in a unique encoding for each

position of the sequence. The positional encoding for the kth token of the sequence

and ith position of the embedding vector can be given by:

PE(k,2i) = sin(
k

n
2i

dmodel

)

PE(k, 2i+ 1) = cos(
k

n
2i

dmodel

)

(C.1)

, where k is the position of the token in the sequence, i is the position in the

embedding vector, dmodel is the embedding dimension, n is a user-defined scalar

usually fixed at 10 000, and PE ∈ RN x dmodel (N is the number of tokens in the

input sequence).

Moreover, this encoding approach is not influenced by the input sequence length

and it is based on the relative positions of the tokens.

C.3 Supplementary Experimental Setup

The hyperparameters for the DTITR architecture were determined by the chemoge-

nomic K-fold cross-validation method (Section 7.2.4). The protein sequences sim-

ilarity matrix was obtained using the Smith-Waterman local alignment algorithm,

which was implemented using the Biostrings R Package [362]. The substitution ma-

trix selected was the BLOSUM62, and the gap penalty for opening and extension

was fixed at 10 and 0.5, respectively. The final alignment scores were normalized to

a [0,1] range [216]. On the other hand, the SMILES similarity matrix was obtained

by computing the Tanimoto Coefficient, where the SMILES strings were initially

converted to the Morgan circular fingerprints with a radius of 3 using the RDKit

Python package [344].

The dataset was split into six different folds, where one of the folds was selected

to evaluate the generalization capacity of the model (independent test set) and the
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remaining folds to determine the hyperparameters of the architecture. Several pa-

rameters were hyperoptimized: number of protein Transformer-encoders, number

of SMILES Transformer-encoders, number of cross-attention Transformer-encoder

blocks, number of heads for the self-attention and cross-attention layers, embed-

ding dimension for the protein sequences and the SMILES strings, PWFFN hidden

neurons, FCNN number of layers, FCNN hidden neurons, dropout rate, optimizer

learning rate, and optimizer weight decay. A wide range of values was initially con-

sidered for each hyperparameter and then the search range was narrowed around

the best-performing parameter values.

The Gaussian Error Linear Unit (GELU) [371] was selected as the activation function

for every layer, with the exception of the final output dense layer which uses a

linear activation. The GELU function weighs its input by its value rather than

gating the input depending upon its sign, thus, it can be seen as a smoother ReLU.

Moreover, this activation function avoids the dead neurons problem and is able to

more easily approximate complicated functions due to the increased curvature and

non-monotonicity.

GELU(x) = xP (X ≤ x) = xΦ(x)

≈ 0.5x(1 + tanh[
√
2/π(x+ 0.044715x3)])

(C.2)

, where Φ(x) is the cumulative distribution function for the standard normal distri-

bution (Gaussian) and P (X) ∼ N(0,1).

Considering that the context of the problem focuses on a regression task, the loss

function selected was the MSE, which measures the average squared difference be-

tween the predicted values and the real values.

Regarding the optimizer function, Rectified Adaptive Moment Estimation (RAdam)

[372] was used to update the network weights in each iteration of the training process.

This function is an improved version of the Adam optimizer and it dynamically

adjusts the adaptive learning rate based on the underlying divergence of the variance.

Thus, it avoids the need to use a warmup heuristic, which is usually required for

adaptive learning rate optimizers due to the excessive variance of the initial training

steps.

In order to avoid potential overfitting, two callbacks were considered during the

training process, specifically early stopping with a patience of 30 and model check-

point. The hyperparameter combination that provided the best average MSE score

over the validation sets was selected to establish the optimized model and evaluate
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the generalization capacity on the independent test set. Table C.1 summarizes the

parameter settings for the DTITR architecture.

Table C.1: DTITR architecture parameter settings.

Parameter Value

Protein Transformer-Encoders 3
SMILES Transformer-Encoders 3
Cross-Attention Transformer-Encoders 1
Protein Self-Attention Heads 4
SMILES Self-Attention Heads 4
Cross-Attention Heads 4
Protein Embedding Dim 128
SMILES Embedding Dim 128
Protein PWFNN Hidden Neurons 512
SMILES PWFNN Hidden Neurons 512
Activation Function GELU
Activation Function (Output) Linear
Dropout Rate 0.1
FCNN Dense Layers 3
FCNN Hidden Neurons [512,512,512]
Loss Function Mean Squared Error
Optimizer Function RAdam
Optimizer Learning Rate 1e-04
Optimizer Beta 1 0.9
Optimizer Beta 2 0.999
Optimizer Epsilon 1e-08
Optimizer Weight Decay 1e-05
Batch Size 32
Epochs* 500

*Initial number of epochs to allow convergence of the model, where early
stopping and model checkpoint were applied to avoid overfitting.

In order to validate and assess the prediction efficiency of the proposed DTITR

architecture, the performance was evaluated and compared with different state-of-

the-art binding affinity regression baselines: KronRLS [265], SimBoost [267], Sim-

CNN-DTA [273], DeepDTA [268], DeepCDA [272], and all the different formulations

of the GraphDTA [271]. The same folds obtained from the chemogenomic K-fold

cross-validation methodology were considered to train these models and the testing

fold to evaluate their performance. Additionally, the same encoding approach was

applied to the protein sequences (Section 7.2.2) in the research works where the

proteins are represented by their 1D amino acid sequence in order to ensure fairness

in the comparisons.

Apart from evaluating the prediction efficiency of the proposed architecture, different
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alternatives for the DTITR model were also explored and evaluated, specifically

the efficacy of the Cross-Attention Transformer-Encoder block (Section 7.2.3.3) by

applying and training the model with and without this module, the differences in the

prediction efficiency of the architecture by employing the FCS and BPE encoding

approach (Section 7.2.2) to the SMILES strings instead of the character-dictionary

integer-based method, and the increasing learning capacity of the model due to the

FCNN block (Section 7.2.3.4) by applying and training the model with and without

this module.

The model was developed using Python 3.9.6 and Tensorflow 2.6.0, and the experi-

ments were run on AMD Ryzen 9 3900X and GeForce RTX 3070 8GB.
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D.1.1 Binding Pocket Datasets Distributions

(a) (b)

(c) (d)

(e) (f)

Figure D.1: Binding pocket datasets distributions. a) scPDB ∪ PDBBind ∪ Bi-
oLiP protein sequences length distribution based on the FCS/BPE encoding; scPDB
∪ PDBBind ∪ BioLiP SMILES strings length distribution. c) scPDB ∪ PDBBind
∪ BioLiP binding residues distribution based on the FCS/BPE encoding and neigh-
borhood. d) COACH protein sequences length distribution based on the FCS/BPE
encoding. e) COACH SMILES strings length distribution. f) COACH binding
residues distribution based on the FCS/BPE encoding and neighborhood.
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D.2 Supplementary Experimental Setup

D.2.1 SMILES Pre-Train MLM Optimization

The hyperparameters for the SMILES pre-train MLM architecture were determined

using the 10 % hold-out validation approach, in which the SMILES ChEMBL dataset

was randomly split into a 90/10 & training/validation ratio. Several parameters were

hyperoptimized, including the embedding dimension of the SMILES strings, the

number of SMILES Transformer-Encoder layers, the number of attention heads, the

PWFFN expansion ratio, the dropout rate, the optimizer learning rate, the optimizer

weight drop, the optimizer warm-up ratio, and the batch size. A considerable range

of possible values was assigned for each hyperparameter and the search was narrowed

down to the best parameter values.

The GELU [371] was selected as the activation function for every layer, except for

the final output dense layer which uses a softmax activation. The GELU function is

a smoother version of the ReLU activation and weighs its input by its value rather

than gating the input depending upon its sign. The optimizer function considered to

update the network weights in each iteration of the training process was the RAdam

[372]. This algorithm is an enhanced version of the traditional Adam optimizer and

it dynamically adjusts the adaptive learning rate based on the underlying divergence

of the variance using a variance rectification term. Even though this method usually

avoids the need to use a warm-up heuristic, a warm-up learning rate scheduler was

used to promote the training process.

Considering that the SMILES pre-train MLM focuses on the prediction of masked in-

put tokens, the loss function chosen was the categorical cross-entropy (CCE), which

measures the divergence between probability distributions for multi-class classifica-

tion problems. Additionally, all non-masked input chemical tokens were excluded

from the calculation of the loss value.

CCE = − 1

n

n∑
i=1

m∑
j=1

yijlog(pij) (D.1)

, where n is the number of samples, m is the number of classes, y is the true label,

and p(y) is the predicted probability.

Moreover, to avoid potential overfitting of the model, two callbacks were considered

during the training process, specifically early stopping with a patience of 30 and

model checkpoint. The hyperparameter combination that provided the best accu-
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racy of correctly predicting the masked input tokens over the validation set was

selected to establish the optimized model. The parameters of the SMILES token

embedding layer, SMILES positional embedding layer, and SMILES Transformer-

Encoder of the resulting model were used to initialize the parameters of the corre-

sponding blocks in the TAG-DTA framework. Table D.1 summarizes the parameter

settings for the SMILES pre-train MLM architecture.

Table D.1: SMILES Pre-Train MLM parameter settings.

Parameter Value

SMILES Strings Length (NS) 101
SMILES Transformer-Encoders 3
SMILES Self-Attention Heads 8
SMILES Embedding Dim 512
SMILES PWFFN Hidden Neurons 2048
Activation Function GELU
Activation Function (Output) Softmax
Dropout Rate 0.1
Loss Function CCE
Optimizer Function RAdam
Optimizer Learning Rate 1e-03
Optimizer Minimum Learning Rate 1e-05
Optimizer Beta 1 0.9
Optimizer Beta 2 0.999
Optimizer Epsilon 1e-08
Optimizer Weight Decay 1e-04
Optimizer Warm Up Proportion 0.01
Optimizer Total steps 512500
Batch Size 232
Epochs* 500

*Initial number of epochs to allow convergence of the
model, where early stopping and model checkpoint were
applied to avoid overfitting.

D.2.2 TAG-DTA Optimization

The hyperoptimization approach applied to the TAG-DTA architecture is based on

10 % hold-out validation and chemogenomic representative k-fold cross-validation

[341], where the former is applied to the binding sites dataset and the latter to

the binding affinity dataset. These two methods were combined with grid-search,

where early stopping and model checkpoint were considered over the training cycles
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in order to avoid overfitting. Several parameters were hyperoptimized: embedding

dimension of the protein sequences, number of protein Transformer-Encoder lay-

ers, number of protein Transformer-Encoder attention heads, protein Transformer-

Encoder PWFFN expansion ratio, number of binding-pocket Transformer-Encoder

layers, number of binding-pocket Transformer-Encoder attention heads, binding-

pocket Transformer-Encoder PWFFN expansion ratio, PWMLP number of layers,

PWMLP hidden neurons, number of binding region-guided Transformer-Encoder

layers, number of binding region-guided Transformer-Encoder attention heads, bind-

ing region-guided Transformer-Encoder PWFFN expansion ratio, FCNN number of

layers, FCNN hidden neurons, 1D binding pocket optimizer learning rate, 1D bind-

ing pocket optimizer weight decay, binding affinity optimizer learning rate, binding

Affinity optimizer weight decay, SMILES Transformer-Encoder optimizer learning

rate, SMILES Transformer-Encoder optimizer weight decay, dropout rate, number

of epochs for the pre-training of the binding sites classifier, number of epochs for the

training of the binding affinity regressor, and number of epochs for the training of

the binding sites classifier. A wide range of values was initially considered for each

hyperparameter and then the search range was narrowed around the best parameter

values.

The GELU [371] activation function was selected for every layer, except for the

final output dense layer of the 1D binding pocket classifier and binding affinity

regressor, which uses a sigmoid function and a linear activation, respectively. The

optimizer selected to update the weights of the pre-trained layers, 1D binding pocket

classifier, and binding affinity regressor was the RAdam [372]. Additionally, a step

decay learning rate scheduler was applied in the case of the optimizers used in the

1D binding pocket and binding affinity training modes. The step decay scheduler

drops the learning rate by a factor of 0.5 every 25 training cycles.

Step Decay(TC) = LRinit ∗ factorfloor(TC/TCdrop) (D.2)

, where LRinit is the initial learning rate, factor is the learning rate dropping factor,

TC is the current training cycle, and TCdrop is the number of training cycles that

the learning rate keeps constant.

Considering that the context of the problem focuses on a classification and a re-

gression task, the loss function selected for the prediction of the 1D binding pocket

and the binding affinity of DTIs was the binary cross-entropy (BCE) and the MSE,

respectively. BCE measures the divergence between two probability distributions

and is a special case of the CCE. Additionally, considering the imbalanced nature of
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the distribution of binding and non-binding positions, different class weights were

introduced.

BCE = − 1

n

n∑
i=1

[
yi log(pi) + (1− yi) log(1− pi)

]
(D.3)

, where n is the number of samples, y is the true label, and pi(y) is the predicted

probability. On the other hand, MSE measures the average squared difference be-

tween the predicted values and the real values.

The hyperparameter combination that provided the best average MSE score over

the validation sets in the case of binding affinity and the best MCC in the case of

the 1D binding pocket was selected to establish the optimized model. Table D.2

summarizes the parameter settings for the TAG-DTA framework.

To validate and assess the prediction efficiency of binding affinity of the proposed

TAG-DTA architecture, the performance was evaluated and compared with different

state-of-the-art binding affinity regression and binary DTI classification baselines:

KronRLS [265], SimBoost [267], Sim-CNN-DTA [273], DeepDTA [268], DeepCDA

[272], TransformerCPI [243], HyperAttentionDTI [245], DTITR [350], and all the

different formulations of the GraphDTA [271]. In the case of the binary DTI clas-

sification baselines, such as TransformerCPI [243] and HyperAttentionDTI [245],

they were transformed into regression models by modifying their final layers, i.e.,

the output of the last layer was replaced with a single neuron dense layer, and

by altering their loss function to MSE. Furthermore, the FCS/BPE encoding ap-

proach was applied to the protein sequences in the research works where the proteins

are represented by their 1D amino acid sequence in order to ensure fairness in the

comparisons. To further validate the binding affinity performance of the proposed

framework and increase the fairness in the comparisons with the state-of-the-art

baselines, the results were evaluated and compared using the standard experimental

settings of these baselines, i.e., the same split method of the Davis binding affinity

dataset.

Considering the existing unexplored space in the drug discovery domain and the

importance of the models to generalize toward unknown subsets of the proteomics

and/or chemical representation spaces, the performance of the proposed TAG-DTA

framework was evaluated and compared in three different experimental settings,

specifically novel target proteins, novel compounds, and novel compound-target

pairs. On that account, the Davis binding affinity dataset was randomly split into

three groups of five folds each based on these three different restrictions, i.e., pro-

teins, compounds, and DTIs absent from the corresponding training set, respectively.
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Table D.2: TAG-DTA parameter settings.

Parameter Value

SMILES Strings Length (NS) 101
SMILES Transformer-Encoders 3
SMILES Self-Attention Heads 8
SMILES Embedding Dim 512
SMILES PWFFN Hidden Neurons 2048
Protein Sequences Length (NP ) 576
Protein Transformer-Encoders 3
Protein Self-Attention Heads 4
Protein Embedding Dim 256
Protein PWFFN Hidden Neurons 1024
Binding Pocket Transformer-Encoders 1
Binding Pocket Self-Attention Heads 4
Binding Pocket PWFFN Hidden Neurons 1024
PWMLP Dense Layers 3
PWMLP Hidden Neurons [128,64,32]
Binding Region-Guided Transformer-Encoders 1
Binding Region-Guided Self-Attention Heads 4
Binding Region-Guided PWFFN Hidden Neurons 1024
FCNN Dense Layers 3
FCNN Hidden Neurons [1536,1536,1536]
Activation Function GELU
Activation Function (1D Binding Pocket Output) Sigmoid
Activation Function (Binding Affinity Output) Linear
Dropout Rate 0.1
1D Binding Pocket Loss Function BCE
1D Binding Pocket Loss Class Weights 0: 0.4, 1: 0.6
Binding Affinity Loss Function MSE

SMILES Pre-Trained Layers Optimizer
RAdam, LR:1e-05, Beta 1: 0.9,
Beta 2: 0.999, Epsilon: 1e-08,
Weight Decay: 1e-05

1D Binding Pocket Classifier Optimizer
RAdam, LR:1e-04, Beta 1: 0.9,
Beta 2: 0.999, Epsilon: 1e-08,
Weight Decay: 1e-05

Binding Affinity Regressor Optimizer
RAdam, LR:1e-04, Beta 1: 0.9,
Beta 2: 0.999, Epsilon: 1e-08,
Weight Decay: 1e-05

Batch Size 32
1D Binding Pocket Pre-Train Epochs 20
Binding Affinity Train Epochs 3
1D Binding Pocket Train Epochs 1
Epochs* 500

*Initial number of epochs to allow convergence of the model, where early stopping and model check-
point were applied to avoid overfitting.

Apart from evaluating the performance and the generalization capacity of the pro-

posed TAG-DTA framework in the prediction of the binding affinity of DTI pairs,

it is critical to explore the efficacy and contribution of certain blocks in the learning
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capacity of the TAG-DTA architecture, especially considering the duality nature

of the prediction process associated with this model. On that account, different

alternatives of the TAG-DTA model were explored, specifically the contribution to

the learning capacity of the architecture by pre-training the SMILES Transformer-

Encoder blocks using the MLM approach, the performance of the TAG-DTA archi-

tecture to exclusively predict the 1D binding pocket, and the contribution of the

prediction of the 1D binding pocket for the prediction of binding affinity, i.e., the

performance of the TAG-DTA architecture to exclusively predict binding affinity

without limiting the attention mechanism of the Transformer-Encoder associated

with the binding affinity regression block.

All models were developed using Python 3.9.6 and Tensorflow 2.8.0, and the exper-

iments were run on AMD Ryzen 9 3900X and GeForce RTX 3080 10 GB.

D.3 Supplementary Results

D.3.1 SMILES Pre-Train MLM

Table D.3: SMILES Pre-Train MLM: masked token prediction results over a ran-
domly chosen 10% hold-out validation set.

(Sparse) CCE Masked Token Accuracy (%)
Training 0.0669 97.55
Validation 0.1056 96.80
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