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Summary. The paper addressed the following questions: how can AI be applied in corporate internal investigations and 
what are the legal limits for its use? In case of effective application, how can it affect the admissibility and valuation 
of the information collected from these procedures in an eventual criminal lawsuit? It was demonstrated that, with the 
expectation of increasing the effectiveness and efficiency of compliance programs, AI has been used in real-time – and 
often predictive – supervision of employees, as well as in carrying out internal investigations, through, for example, lie 
detection systems. However, due to the limitations and risks of this technology, its employment must comply with legal 
parameters and restrictions. Therefore, three categories of restrictions were analyzed: with respect to (i) legal requirements 
for data processing, we noted that the processing of data to be used as input in those systems must find legal support 
in one of the hypotheses provided for in Articles 6 and 9(2) of the GDPR. Furthermore, the fundamental principles that 
substantiate the test of proportionality between the intended purpose and the intervention to be carried out, provided for 
in Article 5, must be observed. Regarding (ii) possible prohibitions on the use of AI systems in the context of internal 
investigations, we observed that the use of technologies to control and supervise the work environment must take into 
account the requirements of legality, shall not affect areas in which employees’ expectations of privacy must prevail, and, 
lastly, must observe a second test of proportionality, aimed at assessing whether the technology in question is adequate and 
necessary to achieve the purpose intended with it and whether the rights possibly affected by it should not prevail. About 
the (iii) limits to the admissibility and valuation of elements of information from internal investigations, we concluded 
that their admission in criminal proceedings will depend on a new judgment of legality and proportionality. In addition, 
they may be admitted when presented by the company, in its defence, or by Public Prosecution, provided that a third 
test of proportionality is observed and that these elements of information are not considered sufficient to substantiate the 
conviction of any defendant, therefore having probative value similar to elements from state investigation acts.
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Dirbtinio intelekto taikymo įmonių vidaus tyrimuose teisinės ribos ir  
baudžiamieji procesiniai padariniai

Túlio Felippe Xavier Januário
(Koimbros universitetas (Portugalija))

Santrauka. Straipsnyje nagrinėjami šie klausimai: kaip dirbtinis intelektas gali būti taikomas įmonių vidaus tyrimuose 
ir kokios yra jo naudojimo teisinės ribos? Jei taikymas veiksmingas, kaip jis gali paveikti šių procedūrų metu surinktos 
informacijos priimtinumą ir vertinimą galimoje baudžiamojoje byloje? Buvo parodyta, kad, tikintis padidinti atitikties 
programų veiksmingumą ir efektyvumą, dirbtinis intelektas buvo naudojamas realiuoju laiku – ir dažnai prognozuo-
jant – darbuotojų priežiūrą, taip pat atliekant vidaus tyrimus, pavyzdžiui, pasitelkiant melo nustatymo sistemas. Tačiau 
dėl šios technologijos apribojimų ir rizikos jos naudojimas turi atitikti teisinius parametrus ir apribojimus. Todėl buvo 
analizuojamos trys apribojimų kategorijos: kalbėdami apie (i) teisinius duomenų tvarkymo reikalavimus, pažymėjome, 
kad duomenų, kurie bus naudojami kaip įvesties duomenys šiose sistemose, tvarkymas turi būti teisiškai pagrįstas viena 
iš BDAR 6 straipsnyje ir 9 straipsnio 2  dalyje numatytų hipotezių. Be to, turi būti laikomasi pagrindinių principų, kuriais 
grindžiamas BDAR 5 straipsnyje numatytas siekiamo tikslo ir vykdomos intervencijos proporcingumo testas. Dėl (ii) galimų 
draudimų naudoti dirbtinio intelekto sistemas atliekant vidaus tyrimus reikia pažymėti, kad naudojant technologijas darbo 
aplinkai kontroliuoti ir prižiūrėti turi būti atsižvelgiama į teisėtumo reikalavimus, neturi būti daroma poveikio sritims, 
kuriose vyrauja darbuotojų lūkesčiai dėl privatumo, ir, galiausiai, turi būti laikomasi antrojo proporcingumo kriterijaus, 
kuriuo siekiama įvertinti, ar atitinkama technologija yra tinkama ir būtina, kad būtų pasiektas jos įgyvendinimo tikslas, 
ir ar neturėtų vyrauti teisės, kurioms ji gali turėti įtakos. Dėl (iii) vidaus tyrimų informacijos elementų priimtinumo ir 
vertinimo ribų padarėme išvadą, kad jų priėmimas baudžiamajame procese priklausys nuo naujo teisėtumo ir proporcin-
gumo vertinimo. Be to, jie gali būti pripažįstami, kai juos pateikia bendrovė, gindamasi nuo kaltinimų, arba prokuratūra, 
su sąlyga, kad laikomasi trečiojo proporcingumo kriterijaus ir kad šie informacijos elementai nelaikomi pakankamais bet 
kurio kaltinamojo apkaltinamajam nuosprendžiui pagrįsti, todėl jų įrodomoji vertė yra panaši į valstybinio tyrimo aktų 
elementų įrodomąją vertę.
Pagrindiniai žodžiai: įmonių baudžiamoji teisė, atitiktis, vidaus tyrimai, dirbtinis intelektas, baudžiamasis procesas.

Introduction

Although they have undergone significant changes over the decades, the origins of compliance pro-
grams date back to the beginning of the 20th century, especially in some obligations imposed by the 
Securities and Exchange Commission – SEC and the Department of Justice – DOJ (Nieto Martín, 
2015a, p. 27–28). However, it was decades later, with the disclosure of major financial scandals, such 
as Enron, WorldCom and Parmalat, that they gained real prominence, especially with the emergent idea 
of enforced self-regulation as the main response to the proven ineffectiveness of the pure self-regulation 
of financial agents to prevent illicit acts (Sarcedo, 2016, p. 24) and with state difficulties in regulating, 
preventing, investigating and repressing corporate crimes (Braithwaite, 1982). In other words, the 
private entities are called upon to participate in those activities, defining their own standards, which 
are then ratified by the State when in line with public legislation and interests and whose violations 
can be punished (Ayres, Braithwaite, 1992, p. 101–107; Coca Vila, 2013, p. 51).

Within the scope of these enforced self-regulation tools, compliance programs can be understood 
as instruments of self-supervision and self-regulation inserted in the context of corporate governance, 
whose immediate purposes are the promotion of a culture of ethics and legal compliance in business 
activities and the prevention, investigation and repression of illegal practices within the corporate sphere. 
By its turn, their long-term aims are to maintain or recover the good reputation of the legal person, to 
secure the continuity of the business with the potentialisation of its profits and, mainly, to protect the 
corporation, its collaborators and representatives, from eventual liabilities in the most varied spheres, 
and from financial and reputational losses (Januário, 2019, p. 85–86).
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Since compliance programs depend on the particularities of the corporation and its sector of 
activities, there is no single pre-defined model for their implementation (Rodrigues, 2020a, p. 102; 
Sieber, 2008, p. 458). A good example is the model proposed by Marc Engelhart (Engelhart, 2012, p. 
711–719), who categorizes the stages of elaboration into three columns, namely: i) the formulation 
(“detect-define-structure”), which includes risk management, approval of a code of ethics and conducts, 
the implementation of a whistleblowing channel and the definition of the respective competences 
within the program; ii) the implementation (“communicate-promote-organise”), which encompasses 
the program dissemination and personnel training phases, as well as the daily promotion of the culture 
of compliance; and iii) the consolidation and improvement (“react – sanction – improve”), marked by 
internal investigations and sanctioning procedures, as well as the evaluation mechanisms and contin-
uous improvement of the program.

It is important to emphasise that, similarly to what happened in other sectors of society, these 
mechanisms have experienced the consequences of the so-called Revolution 4.0, since their activities 
have been increasingly conducted with the use of new technologies, such as autonomous systems and 
of artificial intelligence (henceforth, AI). However, despite their undeniable benefits, the use of these 
systems in compliance programs, especially in internal investigations, raises many questions, whether 
due to the limitations of these technologies (such as their opacity and unpredictability) or their potential 
to jeopardize some rights and guarantees of people involved (Januário, 2023, p. 724–726).

In view of this scenario, the aim of the present paper is to answer the following questions: how 
can AI be applied in corporate internal investigations and which are the legal limits for its use? In case 
if effective application, how can it affect the admissibility and valuation of the information collected 
from these procedures in an eventual criminal law suit? To address these topics, after a brief explana-
tion of the fundamentals, procedures and purposes of internal investigations and how AI has helped 
in the achievement of their aims, we will analyse the legal guidelines for the use of this technology in 
this scope and for the sharing of information with criminal procedures. For that, based on a deductive 
methodology and with the analysis of the European legislation, doctrine and jurisprudence, we will 
investigate three main issues: the legal guidelines for processing data in internal investigations; the 
limits to the use of AI in these procedures; and the requirements and limits for sharing the elements of 
information derived from them with an eventual criminal proceeding.

1. AI in internal investigations

Given that compliance programs, however efficient they may be, cannot be infallible, not being able to 
completely cancel the risks of illicit actions within the company, it is important that they are equipped 
with instruments for precise action in those moments when things go wrong (Januário, 2021, p. 1462). 
That said, we can consider internal investigations as a set of procedures carried out within a company, 
with or without the help of external professionals, with the goal of investigating facts that show signs of 
legal, ethical or by-law violations. It is important to point out that these procedures cannot be confused 
with day-to-day supervisory activities or with due diligence activities, as, unlike the latter, they have 
a reactive and non-day-to-day nature (Canestraro, Januário, 2020, p. 294).

Despite possible variations arising from the particularities of the corporation and its sector of ac-
tivity, investigative procedures tend to follow a uniform rite. The company becomes aware of the facts 
through its supervisory activities, complaints, or even through state investigation procedures that are 
communicated to it or released to the press. The decision to promote an internal investigation is then 
taken by the administrators or, by delegation, by the compliance officer. After defining an investiga-
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tion plan, with the establishment of deadlines, competences and budget, the investigative diligences 
themselves begin, comprising analyses of documents, video and audio files, interviews and, depending 
on the case, expert exams (Nieto Martín, 2015b, p. 238; Canestraro, Januário, 2020, p. 298; Januário, 
2021, p. 1470).

Upon completion of the investigations, a report is prepared with the respective conclusions, which 
may, depending on the case and the company’s interests: i) justify the application of internal sanctions 
when illegal practices are identified; ii) integrate, together with the collected evidence, the company’s 
defence in a possible law suit related to the case; iii) be shared with the competent authorities, together 
with the relevant documents and evidence, in order to bargain for possible procedural benefits, such as 
settlements, reduction in sentences or acquittals (Nieto Martin, 2015b, p. 258; Januário, 2021, p. 1471).

It is precisely from the possibility of sharing the information obtained through internal investigations 
with the authorities that some of the major concerns arise in terms of possible violations of the rights 
and guarantees of those being investigated. There is not only the risk of applying abusive and dispro-
portionate methods in investigations, but also of attempts to direct their conclusions, trying to exempt 
the company and its administrators from responsibilities, attributing them to subordinate employees 
(Januário, 2021, p. 1472; Canestraro, Januário, 2020, p. 301). Besides that, when the investigated 
facts constitute criminal offences, the information obtained through internal investigations will be of 
interest to public authorities for the purpose of ascertaining authorship and punishing the individual 
who committed the crime. For this reason, the transfer of this information to a criminal proceeding, 
either as defensive evidence or through its collaboration with the authorities, raises several questions 
about the compatibility of these private procedures with some rights of those being investigated, such 
as the presumption of innocence, the contradictory and the right to non-self-incrimination (Januário, 
2023, p. 742–744).

In our view, the relevance of these discussions has been accentuated due to the increasing use of AI 
in the most varied activities of compliance programs, including internal investigations. As Burchard 
(Burchard, 2020, p. 28) properly points out, digital criminal compliance can be considered the buzzword 
when talking about the employment of digital systems for real-time prevention of compliance viola-
tions, since the application of AI for the analysis of big data has the potential to increase the efficiency 
and effectiveness of the compliance program, especially if we consider that more advanced computer 
systems have greater ability to predict, with higher precision, the productive processes and actions, as 
well as to prevent and detect harmful situations (Burchard, 2021, p. 742; Rodrigues, Sousa, 2022, p. 13).

According to Burchard (2021, p. 744–747), digital criminal compliance presents the promise (not 
necessarily accomplished) of being a more comprehensive, objective, unbiased, and effective form of 
compliance. The author elucidates that a primary constraint of conventional (human-driven) compliance 
lies in its frequent retrospective (ex post) operation. This occurs precisely due to human limitations and 
errors and despite the prior availability of data on possible non-compliance. Through the digitalisation 
of compliance structure and the real-time data processing capabilities of emerging technologies, the 
expectation is to predict a large number of potential violations, preventing their occurrence. Further-
more, even if they are not avoided in certain instances, the data storage capacity of AI systems would 
undeniably facilitate subsequent investigation of the facts.

Among several other features that are already undergoing a certain degree of digitalisation, moni-
toring and supervising the work environment and conducting internal investigations, are certainly those 
in which the use of AI generates the most controversy. Based on the analysis of a dataset (audio and 
video files of environmental and telephone recordings, monitoring of e-mails and internet browsers, 
information about computer keystrokes, content published on social media and information regarding 
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facial expressions, body heat, physical gestures and voice tones, all of them accessed through devices 
incorporated into workers’ desks and offices), the predictive surveillance of employees is expected to 
determine with a high degree of precision which employees are more likely to commit acts of non-com-
pliance, including criminal offences (Burchard, 2021, p. 747; Dearden, 2016; Moore, 2018, p. 26). 
Some other systems are allegedly able to identify “sensitive keywords” in communications and send 
an alert to the responsible department, in order to enable real-time monitoring of interlocution, besides 
being able of measuring the workers’ productive time, distinguishing it from the time he/she deals with 
parallel matters (Canestraro, Januário, 2022, p. 373–374; Januário, 2023, p. 740)1.

Regarding the application of AI in lie detection systems, Trentmann (2022, p. 29–30) explains 
that the present and future of these technologies involve the evaluation by AI systems of verbal and 
non-verbal signals and patterns. Through cameras and microphones, the system gathers data about 
facial expressions, gestures, linguistic patterns and the prevalence of specific terms and phrases during 
a statement. Subsequently, it compares this information with the empirical knowledge stored by the 
system and evaluates the veracity of the information provided by the speaker. The author clarifies that 
AI primarily works with voice stress analysis and facial or ocular scanning, and it is able to recognise 
patterns very quickly, based on an almost infinite repository of data.

With regard specifically to their application in the private sphere, the so-called Eye Detect stands 
out2. Based on the observation that, when lying, a person’s brain has to work harder, the system identifies 
reactions of the declarant’s eyes to certain questions or situations, including eye movements, blinks, 
fixations and changes in pupil diameter. With these data, it calculates a credibility value between 0 and 
100, with any value below 50 indicating that the person is lying (Trentmann, 2022, p. 43ff). 

2. Legal limitations and requirements

When we analyse the legal frameworks for the application of AI in internal investigations, we must 
keep in mind that these systems are inexorably dependent on data. For this reason, the first category 
to be considered is the i) legal requirements for data processing.

Data processing for the purposes of public security and criminal investigations must comply with 
two fundamental principles: a) the necessary reserve of law and b) the prohibition of excess (in the sense 
that the proportionality of interventions must be observed) (Gleizer et al., 2021, p. 40). Even though the 
purposes of internal investigations are not restricted to those mentioned above, we believe that these 
precepts can guide these private diligences, since facts of criminal relevance may be investigated and 
the evidence collected in this context could be of interest to public authorities (Januário, 2023, p. 746).

With regard to the reserve of Law, based on the General Data Protection Regulation (GDPR), the 
main legal bases that authorise the processing of data within the scope of investigation are, in descending 
order of relevance, i) compliance with a legal obligation; ii) exercise or defence of legal claims; iii) the 
pursuit of legitimate interests by the controller; and iv) the consent of data subject. Data processing is 
a fundamental measure for the fulfillment of legal obligations, wherefore, in our view, it is the main 
legal basis. It prevails over the exercise or defence of legal claims, not only because this hypothesis 
is provided solely for the “special categories of personal data” (Article 9(2)), but also due to the fact 
that internal investigations will not always depend on the existence or imminence of a parallel suit. In 

1  These are some of the functionalities announced, for example, by the systems Veriato (2023) and Veritone (2023).
2  In Spain, for example, an automotive repair corporation uses the system to find out if its mechanics are making 

unnecessary repairs to customer vehicles (Heller, 2019, p. 2). 
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turn, invoking the legitimate interests of the controller for the processing of personal data included in 
this “special category” is not allowed, which is why we do not consider it the most appropriate basis 
in the case of internal investigations. Finally, with regard to consent, the possibility of its revocation at 
any time (Art. 7(3) GDPR) turns it into a “subsidiary ground”, albeit an important one. Furthermore, 
we have doubts about whether we can speak of an effective freedom of consent in labour relations, in 
which there are evident fears of dismissals or non-hiring (European Parliament, Council of the Euro-
pean Union, 2016b; Januário, 2023, p. 747–750; Palhares et al., 2021; Article 29 Working Party, 2018).

It is important to point out that the GDPR expressly prohibits the processing of data related to crim-
inal convictions or offences, unless conducted under the control of an official authority or authorised 
by the law of a Member State, which also ensures rights and guarantees of the data subjects (Article 
10) (European Parliament, Council of the European Union, 2016b). In our point of view, due to this 
limitation, the use of data related to possible criminal records as input to AI systems depends on the 
knowledge and supervision of the state authority or the authorisation of the Member State’s Law. If 
the occurrence of the crime is verified after the beginning of the investigation, its continuance will 
depend on the legal authorisation and/or supervision of the authority (Januário, 2023, p. 746–747).

The prohibition of excess represents the balance to be made between the means applied by the 
controller and the purposes sought with it. It materialises itself through some principles provided for 
by the GDPR and the Directive (EU) 2016/680, such as lawfulness, fairness, transparency, purpose 
limitation, data minimization, accuracy, storage limitation, integrity, confidentiality and accountability 
(European Parliament, Council of the European Union, 2016a; European Parliament, Council of the 
European Union, 2016b; Gleizer et al., 2021, p. 59).

In addition, however, to the limitations and requirements for data processing, it is also important 
to assess, more broadly, what would be ii) the limits for the application of AI systems in internal in-
vestigations. First, it must be considered whether the requirement of legality is fulfilled, that is, the 
adoption of the system must find legal support. In a work environment, it is generally considered that 
the supervision and control tools adopted by the employer are supported by his/her directive power, 
which attributes to him/her the burdens and powers to control the work environment, the company’s 
assets and its employees. These powers, however, are not unlimited, having their limits precisely in 
laws, collective agreements and, above all, in the Constitution (Januário, 2023, p. 752–753).

It is quite controversial, for example, the admissibility or not of interceptions (inclusive those with 
new technologies, such as AI), by the employer, of the employees’ communications. Some authors 
consider it inadmissible, especially due to the inviolability of telegraphic, data and telephone commu-
nications, with the exception of, in the latter case, the existence of a court order for the purposes of 
investigations and criminal proceedings (Garcia, 2014). On the other hand, some doctrine understands 
that the freedom of communications and intimacy would not be affected if interlocutors have previous 
knowledge of the recording (Badaró, 2020, p. 592). Based on this position, we understand that the 
employment of AI systems that monitor communications does not constitute a violation of the freedom 
of communication and intimacy, provided that there is knowledge on the part of the interlocutors. This 
does not mean, of course, that this employment is proportional, a criterion that we will discuss later 
(Januário, 2023, p. 755).

Another important limit to be observed is the expectations of privacy. It is usual that, although 
provided exclusively for work purposes, some tools (such as corporate e-mails, computers and mo-
bile phones) end up being used also for some personal communications. For this reason, it is quite 
consolidated the understanding that, in order for these tools to be inspected and monitored, prior, 
express and detailed knowledge must be given to the employee that those objects can only be used for 
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work purposes, that they may be subject to specific forms of inspection and what information may be 
collected from them (Copland v. the United Kingdom, 2007; Bărbulescu v. Romania, 2007; Gómez 
Martín, 2022, p. 1174ff; Canestraro, Januário, 2022, p. 376–377).

However, the legitimacy of the employer’s intervention depends not only on respect for the em-
ployee’s expectation of privacy, but must also be proportionate. In our view, it is necessary to assess, in 
the specific case: i) whether the restriction of the worker’s right is likely to achieve the desired purpose 
(adequacy judgment); ii) if there are no other equally effective forms that restrict the worker’s right 
less (necessity judgment); iii) whether the concrete restriction of the worker’s right is more beneficial 
for the common good than its preservation to the detriment of the purpose sought (proportionality in 
the strict sense) (Alcácer Guirao, 2022, p. 997–998; Gómez Martín, 2013, p. 133; Maschmann, 2013, 
p. 151ff; Estrada I Cuadras, Llobet Anglí, 2013, 205; Januário, 2023, p. 757).

Finally, it is important to consider that, although the purpose of internal investigations is not re-
stricted to them, facts that constitute criminal offences may be investigated. For this reason, despite 
being procedures conducted in a private environment, often dissociated from state investigations, they 
become a problem of criminal procedural relevance, from the moment the company decides to share 
the information and documents obtained with the public authorities, either to obtain procedural benefits 
or to defend themselves in criminal lawsuits.

The importance of this discussion is accentuated, in our opinion, when we consider the possibility 
of using AI in internal investigations. Despite its potential to make these activities more efficient and 
effective, we cannot ignore that this technology still has some limitations, such as its opacity. By this, 
we mean that, due to its technical complexity, the human comprehension of its internal processes and 
the foundations of its decisions is difficult (Burrell, 2016, p. 1; Wimmer, 2019; Rodrigues, 2020b, p. 
25). Furthermore, due to their ability to learn from previous experiences and autonomously adapt their 
own algorithms, the most advanced AI systems can prove to be unpredictable even for their developers 
and programmers (Sousa, 2020, p. 64). Finally, there are risks related to the data used as input, whether 
with regard to the legality of their collection or their quality (Miró Lliñares, 2018, p. 114ff; De Hoyos 
Sancho, 2020, p. 16ff; Mulholland, Frajhof, 2019; Peixoto, Silva, 2019, p. 34–35).

For these reasons, it is essential to analyse what would be iii) the limits for sharing with a criminal 
procedure information and documents obtained in internal investigations, when AI systems are used.

The first point to be considered is that, depending on the situation, sharing data processed within the 
scope of an internal investigation can configure a change of purpose and, consequently, a new interven-
tion. That is, if the legal basis invoked was other than the defence of the company in legal proceedings, 
a new judgment of legality and proportionality will be necessary (Januário, 2023, p. 763–764). Consid-
ering that sharing data involves two distinct interventions and applying the so-called two-door model, 
the formal legality can be ascertained through a law that authorises the entity that first collected and 
stored the data (primary controller) to give access to the information and another one that authorises 
the entity that will receive the data (secondary controller) (Gleizer et al., 2021, p. 138–140).

With regard to the admissibility of this sharing with the criminal procedure, we understand that some 
situations must be differentiated. In principle, the elements of information will be admissible when the 
company presents them in the context and for the purposes of its defence. A contrary understanding, 
in our view, would violate its rights of defence and to present evidence and would even be a factor 
that discourages the adoption of compliance programs and the conduction of internal investigations 
(Januário, 2021, p. 1483–1484; Januário, 2023, p. 766ff).

In turn, when presented by the Public Prosecution or even by the company’s defence, but in 
detriment of another defendant (e.g., an employee), there is a conflict between the rights to defence 
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of both defendants, as well as the guarantees to the contradictory and due process of the subject af-
fected by the evidence. Therefore, we understand that the solution for these cases should be guided 
by the following directives: i) the elements of information will be admissible when presented by the 
defendant in its defence and will be fully valued for these purposes; ii) these elements of information, 
whether presented by the defence or by the Public Prosecution, cannot be considered sufficient to 
support a conviction. They will have a regime similar to state investigation acts, being sufficient only 
to substantiate the opinio delicti of the Prosecution (Canestraro, 2020, p. 95ff); iii) finally, since the 
elements of information presented by the company cannot be valued for the purposes of substantiating 
the conviction of another defendant, it may be necessary to separate the lawsuits3, as provided for by 
several legal systems (Januário, 2021, p. 1483ff; Januário, 2023, p. 766ff).

It is evident that the admission of these elements of information in no way exempts the necessary 
judgment to be made about their credibility. Among other aspects, it is fundamental to verify the in-
tegrity, identity, and authenticity of digital evidence obtained with the intervention of AI systems, even 
if they come from internal investigations (Januário, 2021). 

Conclusions 

1.  As demonstrated throughout the investigation, AI has been progressively applied in compliance 
programs and internal investigations, aiming to increase the efficiency and effectiveness of these 
procedures. However, due to the limitations and risks of this technology, its employment must 
comply with legal parameters and restrictions. 

2.  First, the processing of data to be used as input in these systems must find legal support in one of 
the hypotheses provided for in Articles 6 and 9(2) of the GDPR. Furthermore, the fundamental 
principles that substantiate the test of proportionality between the intended purpose and the inter-
vention to be carried out, provided for in Article 5, must be observed.

3.  In addition, it is important to analyse the limitations and requirements for the application of the 
concrete AI system. As noted, for the purposes of complying with legality, the use of technologies 
to control and supervise the work environment generally finds support in the rules related to the 
directive power of the employer, even if this is not unlimited. Besides that, it is crucial that they 
do not affect areas in which employees’ expectations of privacy must prevail. Finally, a second 
test of proportionality must be observed, assessing whether the technology in question is adequate 
and necessary to achieve the purpose intended with it and whether the rights possibly affected by 
it should not prevail.

4.  With regard to criminal procedural aspects, it is crucial to analyse the admissibility and valuation 
of elements of information from internal investigations when AI systems have been applied. Since 
sharing can configure, depending on the case, misuse of purpose and, consequently, a new inter-
vention, a new judgment of legality and proportionality may be necessary for sharing and receiving 
these data. In addition, the elements of information may be admitted in criminal proceedings when 

3  A different solution is proposed, for example, by Dominik Brodowski (2014, p. 219–221) and Maria João An-
tunes (2018, p. 126–127). According to them, although legal entities enjoy some criminal procedural guarantees, if they 
come into conflict with the rights and guarantees of natural persons, these latter must prevail. Some of the foundations 
for this understanding would reside in the fact that, due to the nature assumed by legal entities, their rights would admit 
some relativizations. Furthermore, some procedural rights are linked not only to the parity of arms in criminal proceed-
ings, but also to the dignity of the human person, which does not extend to companies. Besides, in crimes committed by 
corporations, there is no risk of imprisonment, thus not affecting the hard core of criminal law.
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presented by the company, in its defence, or by Public Prosecution, provided that a third test of 
proportionality is observed and that these elements are not considered sufficient to substantiate the 
conviction of any defendant, therefore having probative value similar to elements from state inves-
tigation acts. Bearing in mind the probable conflict between the procedural rights and guarantees 
of the individuals and companies prosecuted, it may prove necessary to separate the lawsuits.
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