
Received 13 July 2023, accepted 3 August 2023, date of publication 14 August 2023, date of current version 17 August 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3304633

The Importance of Context for Sentiment
Analysis in Dialogues
ISABEL CARVALHO , HUGO GONÇALO OLIVEIRA ,
AND CATARINA SILVA , (Senior Member, IEEE)
Centre for Informatics and Systems of the University of Coimbra, Department of Informatics Engineering, University of Coimbra, 3030-290 Coimbra, Portugal

Corresponding author: Isabel Carvalho (isabelc@dei.uc.pt)

This work was supported in part by the Project FLOWANCE, Co-Financed by the European Regional Development Fund (FEDER),
through Portugal 2020 (PT2020) under Grant POCI-01-0247-FEDER-047022; in part by the Competitiveness and Internationalization
Operational Program (COMPETE 2020), Project POWER, Co-Financed by the European Regional Development Fund (FEDER), through
Portugal 2020 (PT2020) under Grant POCI-01-0247-FEDER-070365; in part by the Portuguese Recovery and Resilience Plan (PRR)
through project C645008882-00000055, Center for Responsible AI; in part by the Competitiveness and Internationalization Operational
Program (COMPETE 2020); in part by the National funds through Foundation for Science and Technology (FCT), within the Scope of the
Project Centre for Informatics and Systems of the University of Coimbra (CISUC) under Grant UID/CEC/00326/2020; and in part by the
European Social Fund, through the Regional Operational Program Centro 2020.

ABSTRACT Sentiment Analysis (SA) can be applied to dialogues to determine the emotional tone
throughout the conversation. This is beneficial for dialogue systems because it may improve human-
computer interaction. For instance, in case of negative sentiment, the systemmay switch to a human operator
who can handle the situation more effectively. However, given that dialogues are a series of utterances,
the context, including the previous text, plays a crucial role in analyzing the current sentiment. Our aim
is to investigate the importance of context when monitoring the sentiment of every utterance during a
conversation. To accomplish this goal, we assess sentiment analysis in dialogues with varying levels of
context, specifically differing in the number and author of preceding utterances. We conduct experiments
on Portuguese customer-support conversations, with each utterance manually labeled as having negative or
non-negative sentiment. We test a wide range of text classification approaches, from traditional, as simplicity
should not be overlooked, to more recent methods, as they are more likely to achieve better performances.
Results indicate that the relevance of context varies. However, context assumes particular value in human-
computer dialogues, when considering both speakers, and in shorter human-human conversations, when
focusing on the client. Moreover, the best classifier for both scenarios, based on BERT, achieves the highest
scores when considering the context.

INDEX TERMS Sentiment analysis, dialogue analysis, context awareness, natural language processing,
deep learning, machine learning.

I. INTRODUCTION
The use of dialogue systems has become increasingly
common, as businesses are interested in optimizing their
workflow and human resources while keeping their clients
satisfied. Sentiment Analysis (SA) classifies the sentiment
conveyed in natural language. Arava et al. [1] presents an
overview of SA, including its units of analysis (commonly
document and sentence) and applications. The domains of
application for SA differ, from more critical uses, e.g.,
stock market and electoral predictions, to more trivial
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ones, e.g., recommendation systems and box-office revenue
prediction.

In this work, the unit of analysis is the dialogue. When
applied to dialogue systems, there are several scenarios where
the inclusion of sentimental context information can be rele-
vant, i.e. it can be important whenever a dialogue or thread
is involved. Hence, some scenarios include SA in product
reviews, since current reviews can be influenced by previous
ones; SA in social media, since this type of platform is
essentially a large chat; or SA in healthcare helplines, since
context can be critical to predict the sentiment of someone in
a crisis. In the scenario of this work, SA may help businesses
determine when a client is or is not pleased with their service.
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In the latter case, personalised attention may be required.
SA contributes to the identification of this type of situation
and, hopefully, to decrease the number of unsatisfied clients,
as it allows for a quick reaction upon the determination
of negative sentiment. In this work, we collaborate with a
telecommunications (TeleCom) company that will allow us
to assess SA in an industry scenario.

Machine Learning (ML) is becoming increasingly effective
in solving the aforementioned problems. Natural Language
Processing (NLP) has also made significant strides in devel-
oping a range of techniques to address SA. These approaches
vary from traditional methods such as logistic regression
to more recent approaches such as transformers, providing
a plethora of options. More specifically, Language Mod-
els (LM) like Bidirectional Encoder Representations from
Transformers (BERT) [2] are being increasingly utilized in
a wide range of scenarios, from natural language understand-
ing and generation to recommendation systems and machine
translation [3], [4], [5].

Sentiment Analysis (SA) has potential applications in ana-
lyzing the importance of context in dialogues. Since dia-
logues typically involve multiple utterances with inherent
contextual dependencies, it is crucial to determine the number
of relevant utterances for effective SA. Additionally, as each
speaker in the conversation (i.e., the client and service repre-
sentative) plays a distinct role, it is beneficial to investigate
the relevance of each speaker for the classification of the
sentiment.

In this work, we focus on SA applied to customer support
in Portuguese, using the background of a TeleCom helpdesk,
where dialogue systems are largely used and a lack of under-
standing by the system could cause the loss of the client,
harming the businesses’ revenue and reputation.

Hence, this work addresses the following research
questions:

RQ1 When does the inclusion of context improve the
model’s performance compared to excluding previous
utterances?

RQ2 How does speaker selection assist in classifying senti-
ment in dialogues?

RQ3 How many prior utterances are necessary to enhance
the model’s performance?

RQ4 Which classifier and representation technique is better
suited for SA in dialogues?

To address these questions, we design different types of
context and compare the performances of several ML models
in each situation, from Logistic Regression and Conditional
Random Fields (CRF) [6] to fine-tuned BERT [2] models,
BERT-CRF, and Few-Shot Learning [7] using GPT-3 [8] and
OPT [9]. We use datasets created and labeled by a team of
annotators, in the Portuguese language, as there is a lack
of annotated data in this language and domain. The main
contributions of this work are summarized as follows:

• We propose seven levels of context to evaluate their
impact on sentiment analysis in customer-service

dialogues.We have determined the scenarios where con-
text is beneficial and how much of it is needed;

• We extend and make available a Portuguese dialogue
dataset annotated for sentiment analysis, doubling the
number of samples from the previous version. This facil-
itates further research in NLP and SA for the Portuguese
language and dialogue/context analysis;

• We develop and compare classifiers, including tra-
ditional, BERT-based, and Few-Shot Learning (FSL)
approaches, to determine the best model and repre-
sentation suited for SA in dialogues, evaluating their
performance in the seven levels of context and with
different representation techniques.

The rest of this paper is organized as follows. We first
review related works in the areas of SA, dialogue, and con-
text in Section II. In Section III, we describe the proposed
approach to tackle the research questions from the data cura-
tion to the model evaluation stages. Then, in Section IV,
we present and discuss the performance of different models.
Finally, in Section V, we summarize the main findings and
discuss potential future work in this domain.

II. RELATED WORK
This work is based on customer-support dialogues in the
Portuguese language, for which there are major restrictions
regarding the data used. Hence, in this section, we present
related work that faces some of our challenges: the use of
Portuguese, the use of Twitter or manually-labelled data, and
the consideration of context. Table 1 presents a summary of
the surveyed works.

A survey [10] that addresses the work developed in the
domain of SA in Portuguese states that some advances are
still required to make better use of the language. In fact, due
to the difference of maturity of available tools, they claim that
the translation of data into English and the use of tools for that
language may lead to better results, yet, this is hard to affirm.

Pak and Paroubek [11] and Duarte et al. [12] proposed
approaches that could possibly reduce the impact of using
other languages by exploiting emojis and emoticons. The
former extracted a corpus of tweets and annotated their sen-
timent based on emoticons. They applied classifiers such as
SVM, CRF, and Naive Bayes, the latter achieving the highest
performance, with F-score close to 70%. The latter followed
the same approach to annotate emotion using emojis. They
applied Naive Bayes and SVM for classifying and predicting
emojis, obtaining their highest F1-score of 70.8% for emo-
tion classification and 23.7% for emoji prediction, using the
former classifier. This type of approach can be limiting as
not all tweets contain emoticons or emojis and these icons
may not be able to express the correct sentiment in the whole
tweet.

A more recent study [13] used a public corpus of tweets
for SA and traditional classifiers (SVM, Random Forest,
Decision Trees, and Logistic Regression). They conclude
that Decision Trees outperformed the remaining algorithms,
achieving an F1-Score of 86%. This work employed Term

VOLUME 11, 2023 86089



I. Carvalho et al.: Importance of Context for Sentiment Analysis in Dialogues

TABLE 1. Summary of the related works.

Frequency-Inverse Document Frequency (TF-IDF) to rep-
resent each tweet, a traditional approach that weights the
importance of each word in a document, given a collection of
documents. Another study [14] compared this type of repre-
sentation to the one produced by a BERT [2] model, a popular
approach for NLP problems. They used a pre-trained BERT
model for the Portuguese language, BERTimbau [15], and
concluded that, while TF-IDF presents a good balance of
computational cost and performance, BERT representations
achieve the highest scores in most cases.

Several current studies rely on transformers such as BERT.
Roy et al. [16] compared several traditional approaches with
a BERT-based model for SA, in particular hate detection.
They determined that approaches like Naive Bayes, Logistic
Regression, k-NN, and Long Short-Term Memory Networks
(LSTM) can perform equally or better than BERT, which
stresses the importance of including solutions of differ-
ent complexities in any machine learning study. The work
by Fernandez et al. [17] used manually-labeled data and a
fine-tuned Indonesian BERT model [18] for SA on Indone-
sian stock messages that included slang. This outperformed
previous studies and achieved 60.5% accuracy in the predic-
tion of sentiment and recognition of slang. Transformers have
also been combined with other models such as CRF, LSTM,
or simple fully connected layers [19], [20].
CRF has been commonly used for sequence tagging tasks,

such as Named Entity Recognition (NER) or Part-of-Speech
tagging, due to their architecture that allows the exploitation
of context [21]. Souza et al. [22] used a BERT-CRF architec-
ture for NER in Portuguese, achieving better performances
than previous studies with their fine-tuning approach. They
suggest the future experimentation of another transformer,
RoBERTa [23], which they claim could be more efficient.
In fact, a more recent work by Tan et al. [24] combined this
model with an LSTM classifier for the task of SA in English
tweets, and achieved F1-scores of 93%, 91%, and 90% over
three different datasets. However, none of the previous works
has considered context for SA.

Poria et al. [25] wrote on the challenges of a similar
task to sentiment analysis, emotion recognition in conversa-
tion and claim that it is dependent on three factors: (i) the
current utterance and its context, i.e., previous utterances,
intent, and topic; (ii) the speaker’s state and personality; and
(iii) the emotions expressed in the previous utterances. They
also suggest that speaker-specific emotion recognition could
be an interesting approach.

Ling et al. [26] used a concatenation strategy to include
context in short dialogues, which tackles the first of the
three factors mentioned, however, their work was focused on
response generation.Wang et al. [27] applied SA to customer
service dialogues, and propose a topic-aware approach, which
also seems to tackle the first factor. They experimented with
several classifiers, including BERT, LDA-LSTM, and LDA-
BERT, and several multi-task scenarios involving topic infor-
mation, which allowed them to outperform several baselines.
Song et al. [28] developed several baseline models based on
RoBERTa or self-attention to perform aspect SA in dialogues.
They determined that RoBERTa has better performance, fur-
ther validating the idea that this model is a good option for this
type of task. Moreover, the authors consider speaker selection
but only as a binary feature signaling if a previous token in the
dialogue history is from the same speaker as the current utter-
ance, in order to add more contextual information. However,
they do not analyse the effect of each speaker on the model’s
performance. Regarding context, it is present in the form of
detecting mentions of the current sentiment expressions in
the dialogue history, not considering the full context. Nev-
ertheless, they found that looking for mentions in previous
utterances improved the performance when compared to only
considering the current utterance, suggesting that previous
utterances may improve the models’ performance in SA.

Another interesting approach for considering context is
to use Few-Shot Learning (FSL) [7], which allows for the
meta-training of classifiers with just a few labeled samples.
Usually, large models, e.g., GPT-4 [29], GPT-3 [8], GPT-
Neo [30], GPT-2 [31], and Meta-OPT [9], are used for this
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FIGURE 1. Representation of the general approach followed.

type of approach and their main task is text generation.
These large models are trained on extensive data, mostly
based on The Pile [32], a combination of 22 diverse datasets
that culminates in 825GiB of text. Due to their broad and
intensive training, these models are more likely to be able
to generalise with little extra information. Hosseini-Asl et
al. [33] employed GPT-2 in a few-shot learning strategy to
perform SA, but in an aspect-based approach. Nevertheless,
GPT-2 outperformed BERT-based approaches while using
less than 20% of the training data.

In the summary presented in Table 1, it is visible that there
is much work on SA, using shallow classification approaches
and more recent ones, based on fine-tuning transformers.
Both types of approaches are included in our study. On the
other hand, only a minority of works consider SA in dia-
logue. Out of them, none is in Portuguese and none analyses
speaker-specific context, which are the focus of this study.
One could argue that the work by Song et al. [28] presents
some sort of speaker analysis, but there is no specific iden-
tification of the speaker and no analysis of its effect on
performance, which this work provides.

III. PROPOSED APPROACH
In this section, we present the approach adopted for answer-
ing the defined research questions. Figure 1 showcases the
general process, typical of ML problems. We go in-depth into
each of the four steps: dataset curation, feature engineering,
model training, and model evaluation.

A. DATASET CURATION
There are several options of data sources for SA, depending
on the desired application. A common option is to crawl
through social networks or use existing datasets. Other pos-
sibilities include online portals, blogs, news websites, and
reviews [1].
Given the nature of this study and the scenario of the

TeleCom company, there were some requirements regarding
our data, namely:

1) Written dialogues;
2) In Portuguese;
3) In domains where customer-support is especially rele-

vant (e.g., Telecommunications, TV, e-Commerce);
A search for available datasets showed that none of the

existing sources was a match for all requirements, as seen
in Table 2, which includes whether they were annotated or
not. Further details on DailyDialog [34], Mastodon [35],

TABLE 2. Analysis of dataset requirements.

Friends’ Emotion Detection [36], CORAA [37], Emotion
in News [38], ReLi [39], Sentituites-PT [40], Wizard of
Wikipedia [41], Multi-Woz [42], CamRest [43], and Ubuntu
Dialog [44] can be found in Appendix B.

Hence, there was a need to create a dataset that would
meet our needs. This resulted in the curation of two datasets,
one with data provided by the company, and that cannot be
disclosed, and another extracted from Twitter.

Starting with the former, hereafter TelecomSA, it con-
tains conversations from the company’s clients with their
customer-support dialogue system and is focused on the
domain of telecommunications. Sensitive information was
filtered by the company and the need for preprocessing was
minimal.

Regarding the other dataset, hereafter TwitterDialogue-
SAPT, domains include not only Telecom-related data, but
also conversations about Television (TV), Healthcare, eCom-
merce, and Finance & FinTech. A table presenting the
accounts from which we extracted data and their most rep-
resentative domain can be found in Appendix A. Some topics
are not as common, making them less represented. However,
eCommerce could be included in some of the TV or TeleCom
domains. The creation process included four steps:

1) The selection of Portuguese customer-support accounts
from the relevant domains, as mentioned;

2) The extraction of tweets that these accounts had replied
to, using the Twitter API1, and ensuring a two-way
conversation, as services do not reply to every tweet
identifying them;

1https://developer.twitter.com/en/docs/twitter-api
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TABLE 3. Size of each dataset.

TABLE 4. Class frequency and agreement scores for each dataset.

3) The collection of the full conversations containing the
identified tweets;

4) The selection of dialogues involving only two accounts,
the service and the user, as Twitter dialogues usually
involve third parties.

Steps 3 and 4 were achieved through the Twitter API’s
parameters Conversation ID, which matches the ID of the
tweet that started the conversation and is present in all sub-
sequent tweets, In Reply to User ID, which contains the
ID of the author of the tweet it replies to, and Author ID,
which identifies the author of the current tweet. The two latter
parameters allowed us to collect the conversation between the
user and the service, without third parties.

To remove sensitive information, reduce bias, andmake the
data more general, the preprocessing for this dataset includes
the replacement of the user handles and of the URLs by
specific placeholders.

Table 3 presents the dimension of each dataset. Tele-
ComSA and the first version of TwitterDialogueSAPT (v. 1.0)
were presented in a previous work [45], but, in the scope of
this work, the latter was extended (v 2.0) and was made avail-
able on GitHub2. Whereas this new version nearly matches
the number of dialogues in the largest dataset (TeleComSA),
the number of utterances is 43% lower due to the shorter
conversations (see the average number of turns per dialogue).
TwitterDialogueSAPT (v. 1.0) presents tweets collected dur-
ing April–May 2022 whereas v 2.0 includes data extracted in
November–December 2022.

With the data collected and the datasets defined, in order
to adopt a supervised approach, we still require utterances
to have their sentiment labeled. Hence, each dataset was
annotated by three people for a multiclass scenario where
sentiment ranged from -2 (very negative) to 1 (positive). Each
person involved received a guideline containing sentence
examples of each level of sentiment, a brief explanation of
the purpose of this work and what to look for, and were made
comfortable to express any doubts to the authors. They were
specifically asked to consider the context and not to label the
sentiment of each utterance without regard for the previous.
The annotator’s backgrounds, gender, and age are diverse, but

2https://github.com/NLP-CISUC/TwitterDialogueSAPT

people involved in computer science and/or belonging to the
18-30 age group are better represented.

Despite the availability of the multiclass annotations,
we use a binary version that defines sentiment as negative (0)
and non-negative (1). This makes the classification process
less complex and still answers our needs, because the main
goal of our task is to discriminate negative sentiment from
the rest. Table 4 presents the class frequency in each dataset
and the evaluation of the agreement between the annotators,
using Fleiss’ Kappa [46] and Krippendorff’s Alpha [47],
common metrics for this purpose [48], which consider more
than two annotators per sample. From the observation of the
table, we verify that whereas the dimension of the Twitter
dataset has more than doubled, the level of agreement has
not been negatively affected by this expansion. In fact, for
all datasets, the agreement between annotators is considered
substantial (Fleiss’ Kappa in between 0.61–0.80) [49] and
acceptable for tentative conclusions (Kripperndorff’s Alpha
over 0.667) [50]. It is also visible that the negative class is
less represented in our datasets, especially in the TeleComSA,
where it is only in 18% of the total utterances. This unbalance
is much lower in the TwitterDialogueSAPT data, which con-
tains 40% of negative samples. The other utterances in both
datasets mainly showcase a neutral sentiment: TeleComSA
presents less than 1% of the data labeled as positive, whereas
TwitterDialogueSAPT (v. 2.0) contains 11% of positive utter-
ances, doubling the presence of this class in comparison with
the previous version (v. 1.0), where it was only present in
5.6% of the dataset.

For a better perception of the contents of our datasets, some
examples of dialogues can be seen in Tables 7 and 6, respec-
tively regarding TeleComSA and TwitterDialogueSAPT. For
those that do not speak Portuguese, we include a rough
translation of each utterance. The Portuguese utterances were
not omitted and are identified with the colour blue. Table 7
presents an example of the importance of context in Turn 3 of
Dialog ID 1, which was verified by comparing the predictions
of the RoBERTa model (to be introduced in Section III-C)
with and without context analysis.When considering context,
it is noticeable that the user is simply replying to the service’s
question. However, when analysing only that utterance, the
classifier would signal it as containing negative sentiment,
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TABLE 5. Context scopes levels.

possibly because the user is seemingly having difficulties
with their cellphone.

At the end of this step, we have two complete datasets, but
still require their data to be represented in such a way that it
is usable by the classifiers. This is discussed next.

B. FEATURE ENGINEERING
The primary objective of this study is to assess the importance
of context in SA for dialogues and determine the optimal
amount of context for this task. To achieve this goal, we begin
by defining the scope of context in our study, which we
establish as different levels derived from the combinations
of values specified in Table 5. Regarding the levels using
the service as the only speaker, we only consider the current
utterance, as for our task, the focus is on the sentiment
of the customer. Hence, we will consider seven levels of
context: the three utterance-levels for the customer (3), the
three utterance-levels for both speakers (3), and the current
utterance for the service (1). There are four main reasons for
considering these seven levels of context due to:

1) Token limitations in some of the models, no more than
two previous utterances could be considered. Hence,
at the utterance level, there are only three possible
options: the current utterance, i.e., no context, the cur-
rent and previous utterances, and the current and two
previous utterances;

2) The nature of this work, the dialogues were limited
to two speakers. Hence, at the speaker level, there are
also three options: the customer utterances, the service
utterances, and the utterances from both speakers;

3) The focus on the customer, so that customer-support
services can intervene when needed, we remove
the context analysis from the service utterances, as
mentioned;

4) The existing studies [25], [26] which reinforce the
importance of including context in SA in dialogues, and
of considering the speaker’s state.

Since the dialogues in our datasets are relatively short,
especially in the TwitterDialogueSAPT dataset, we consider
that the use of up to two previous utterances is enough con-
textual information. Furthermore, some models have token
limitations that do not allow for more than two or three
utterances to be considered.

The classifiers are able to use the data based on their
features or representations.

We explored two different representations for the shallow
learning classifiers: Term Frequency - Inverse Document Fre-
quency (TF-IDF) and a Portuguese BERT (BERTimbau) fine-
tuned for Semantic Textual Similarity (STS)3. The former is

3https://huggingface.co/rufimelo/bert-large-portuguese-cased-sts

considered a traditional approach that weights the importance
of each word in a document based on its occurrences in the
training data. The latter is a sentence transformer, fine-tuned
in pairs of Portuguese sentences and their semantic similarity,
which can be used for encoding sequences of text. For the
BERT-based classifiers, the samples were represented using
the corresponding tokenizers, which break some words in
subwords, and includes not only a token embedding for each
but also a position embedding and a segment embedding
identifying each sentence.

It should be noted that some of the models used inher-
ently consider context (CRF and BERT-CRF), but for the
remainder of the classifiers, context is simulated by con-
catenating the number of utterances to consider, when they
exist in the dialogues. Hence, for the CRF-based approaches,
we also include manual features, as to represent the previous
sentences and to include their associated sentiment (whether
labeled, during training, or predicted, during testing), which,
as seen in Section II, is an important part of defining context
in a dialogue.

Furthermore, these are the handcrafted features defined for
the CRF model:

• Turn/Longest Dialog: Current turn number in compari-
son with the largest number of turns in the training data;

• Number of Words: Number of tokens in the sentence,
obtained with the spaCy4 toolkit;

• HasQuestion:Whether the sentence contains a question
mark;

• Has Exclamation: Whether the sentence contains an
exclamation mark;

• Beginning of Speech (BOS): Whether the sentence is
the first in the dialogue;

• Previous labels: The sentiment of the previous utter-
ances, if applicable. In training, the label is used, oth-
erwise, the predicted sentiment is used;

• Encodings: The TF-IDF or STS embeddings of the
previous utterances, if applicable, and the current.

Regarding the BERT-CRF model, the handcrafted features
considered when feeding the CRF part of the model are as
follows:

• Class Probabilities: The probability of the current utter-
ance belonging to each of the possible classes;

• BERT’s Prediction: The classification label of the pre-
vious utterances, if applicable, and the current, using the
BERT model;

• BOS: Whether the previous utterances, if applicable,
and the current are the first in the dialogue;

• Encodings: The BERT embeddings of the previous
utterances, if applicable, and the current, obtained from
the model’s last hidden layer.

At the end of this step, the data can now be represented
in a way that is computable by the classifiers, but they still
need to learn how to perform the SA task. The training stage
is discussed next.

4https://spacy.io/models/pt#pt_core_news_sm
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TABLE 6. Twitter’s dialogue examples, in Portuguese (blue) and English (black), labeled for sentiment (S: 0 for negative, 1 for non-negative).

TABLE 7. TeleComSA’s dialogue examples, in Portuguese (blue) and English (black), labeled for sentiment (S: 0 for negative, 1 for non-negative).

C. MODEL TRAINING
Having defined two datasets, seven levels of context, and how
to represent our data, we focus on the used classifiers and their
training.

We experiment with multiple solutions, from shallow
learning classifiers, such as Logistic Regression, Radial
Basis Function (RBF) SVM, Random Forest, and CRF,
to deep learning classifiers, mostly based on BERT

86094 VOLUME 11, 2023



I. Carvalho et al.: Importance of Context for Sentiment Analysis in Dialogues

(fine-tuned BERTimbau, fine-tuned RoBERTa, BERT-CRF),
but we also explored GPT-3 and OPT in a Few-Shot Learning
(FSL) approach. These options were mostly inspired by the
related work, presented in Section II.

The training-testing split (75%-25%) is the same for all
experiments, meaning that each trained model learned from
and is evaluated in the same data, allowing for a fair compar-
ison between each approach.

In the remainder of this subsection, we briefly present each
classifier and its hyperparameters. We do not go in-depth
about the meaning and choice of each hyperparameter as they
are only presented here for replicability. A table presenting
the packages used and respective versions is available in
Appendix C. Furthermore, Appendix D presents the spec-
ifications of the machines used in the development of the
mentioned approaches.

• Logistic Regression:
This traditional type of classifier uses a linear combina-
tion of the features to reach a conclusion onwhich class a
sample belongs to. Regarding hyperparameters, we used
the L-BFGS solver, an L2 penalty, a maximum value of
iterations of 100, and a C value of 1.

• Support Vector Machines (SVM):
This traditional type of classifier uses a kernel function
to transform the data and find a hyperplane that will
allow it to split the data by its class. Regarding hyper-
parameters, we used the RBF kernel, a scaled gamma,
and a C value of 1.

• Random Forest:
This traditional type of classifier is an ensemble. It com-
bines the output of several decision trees to reach a
final decision on the class of a given sample. Regard-
ing hyperparameters, we used the Gini criterion, did
not define a maximum depth, used the square root for
defining the maximum number of features, considered
100 estimators, enabled bootstrapping, and set a mini-
mum number of samples to be a leaf of 1 and a minimum
number of samples required to split an internal node of 2.

• Conditional Random Fields (CRF):
This traditional type of classifier is especially interesting
for this work because it is suited for sequence labelling
tasks, where contextual information is important. It pro-
duces a global probability for the whole utterance con-
sidering the probability of the label for each word and
the transition probability between labels, returning the
most likely class. Regarding hyperparameters, we used
a 0 coefficient for L1 and L2 regularization and did not
limit the number of maximum iterations.

• BERT:
This type of classifier is based on transformers, which
are encoder-decoder models that contain self-attention
layers, allowing them to use information from large
contexts. In this study, we use BERTimbau [15], a BERT
model that was pretrained in Portuguese datasets.
Regarding hyperparameters, we fine-tuned themodel for

2 epochs, using a batch size of 16, a learning rate of
0.0001, and an epsilon of 0.00000001.

• RoBERTa:
This type of classifier is an optimized version of BERT,
trained on five English corpora. In this study, we use
Twitter-XLM-Roberta-base [51], a RoBERTa model
pre-trained on nearly 200 million tweets in multiple
languages, including Portuguese, making it suitable for
our short and informal data. Regarding hyperparameters,
this model was fine-tuned in the same manner as the
BERTimbau model.

• BERT-CRF:
This type of classifier is a combination of a BERTmodel
(in this study, BERTimbau) and a CRF model [20], [22].
CRF is best suited when contextual information affects
the current state, as its graph-like nature inherently con-
siders context. BERT provides contextual embeddings
and is a powerful model with higher performance than
CRF. BERT-CRF combines CRF’s sequence modeling
characteristics with the high power of BERT. The lat-
ter produces a representation of each sample and their
predicted label and feeds this information to the for-
mer, which exploits these characteristics to provide a
decision based on its contextual capabilities. Regarding
hyperparameters, this model was fine-tuned in the same
manner as the previous BERT-based models and retains
the settings used for training the CRF model.

• GPT-3:
This transformer-based language model is used, in this
work, to explore a FSL approach.We use the Curie GPT-
3 model [8], text-curie-001, which was fine-tuned on
human-written demonstrations, and was, at the time, the
largest model after DaVinci models, containing 6.7 bil-
lion parameters. The choice for this model was due
to budget limitations. To generate text, we employ the
sampling algorithm, with a temperature value of 0.1.

• OPT:
Similarly, this transformer-based languagemodel is used
to explore a FSL approach. Meta-OPT [9] matches
the size of GPT-3 and was trained predominantly in
the English language, with an emphasis on human-
generated text. We use the 2.7 billion parameters ver-
sion, as preliminary experimentation showed worse
results with other versions. To generate text, we employ
the sampling algorithm, with a temperature value of 0.1.

In a FSL approach, the models, in this case, GPT-3
and OPT, will generate text based on a few examples
received as input, e.g. my television stopped working. sen-
timent negative, thank you for you help. sentiment non-
negative, my phone is broken. sentiment, and hopefully
assign the correct label, which would be negative for
this example. Usually, very large models are chosen for
this, due to their high generalisation capability, which is
expected to allow them to infer the output from a few
structured examples. For our study, we model the examples
in the following pattern: |bos| current utterance
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|eos| |sentiment| label, |bos| previous
utterance |pad| current utterance |bos|
|sentiment| label, for as many dialogues as defined,
and then follow with |bos| new utterance |eos| |sentiment|,
at which point we expect the model to be able to complete
the prompt with one of the following labels: 0, for negative
sentiment, or 1, for non-negative sentiment. The |bos| tag
represents the beginning of a dialogue, whereas the |eos|
tag represents its end. The |pad| tag represents the begin-
ning of a new turn, used when we consider context, and the
|sentiment| tag indicates that the sentiment label (given
or predicted) is represented ahead. It should be noted that
this type of approach requires some processing of the text
completion to assess its validity as it may generate something
that is not valid, i.e., not one of the defined classes.

Whereas in the other approaches the models learn from
the training dataset, in the FSL approach, we defined that the
models only receive three examples of dialogues.

These examples were randomly selected from the training
dialogues where all annotators agreed on the labels of all
utterances. To ensure a broader range of sentiments in the
examples, we use the multiclass labels and select one sample
out of the very negative, negative, and neutral classes. We dis-
miss the positive class as this is a very under-represented label
and not common in customer-service.

At the end of this step, the classifiers have been trained to
perform SA, but we have not yet assessed how they perform
on unseen data. The evaluation stage is discussed next.

D. MODEL EVALUATION
Once the classifiers are trained, we need a way to evaluate
and compare their performances. We selected the F1 Score
metric since we want to avoid both the False Negative and
the False Positive scenarios. In our scenario, a False Negative
would mean that a client expressing negative sentiment was
wrongly classified and may not get the required assistance,
possibly resulting in a loss for the business; A False Positive
would mean that a client expressing non-negative sentiment
was wrongly classified and the company could be spend-
ing human resources in a client that does not require the
personalised support. It is common to report the Accuracy
metric in SA, however, the datasets used in this work are not
balanced. TeleComSA in particular only contains 18% of the
samples labeled with negative sentiment. In situations like
this, the accuracy metric can be misleading, e.g., if a model
predicts that all utterances present a non-negative sentiment,
it would result in an accuracy of 82%, which could make the
reader mistakenly believe this was a good model. Hence, for
simplicity and because the F1-score considers the impact of
both classes by combining the recall and precision metrics,
it was deemed the best option to represent performance in
our datasets.

As mentioned earlier (Subsection III-C), the FSL approach
may produce too much or undesired text that does not fit
our needs. To validate the classification assigned, we sim-
ply determine if there is a class label present in the whole

generated text, and consider that to be the determined sen-
timent. If no label is found, that sample is dismissed. If the
percentage of valid samples is too low, this can critically
reduce the applications of this approach. For a better per-
ception of the FSL approach to assign a valid class to an
utterance, in section IV we present the percentage of valid
samples for each model, dataset, and context level.

At the end of this step, we have completed the general
approach presented and produced comparable performance
results for each model, which will allow us to take conclu-
sions on the importance of context for SA in dialogues. The
next section presents the F1 Score for each experiment and
discusses the obtained results, including the percentage of
valid samples in the FSL approach.

IV. RESULTS AND DISCUSSION
In order to answer our four research questions, presented
in Section I, we must first compare and analyse the perfor-
mances of each setting of experiments. As such, we split our
analysis into four subsections, each related to one or more of
the questions.

To represent each context level, the figures will use the
following legend:

• 1-both: Considers only the current utterance (1) and
both speakers (full dialogue). The sentiment of both
speakers’ utterances is predicted;

• 2-both: Considers the current and previous utterances
(2) and both speakers (full dialogue). The sentiment of
both speakers’ utterances is predicted;

• 3-both: Considers the current and the two previous
utterances (3) and both speakers (full dialogue). The
sentiment of both speakers’ utterances is predicted;

• 1-user: Considers only the current utterance (1) and the
only speaker considered is the user (user’s dialogue).
Only the sentiment of the user’s utterances is predicted;

• 2-user: Considers the current and previous utterances
(2) and the only speaker considered is the user (user’s
dialogue). Only the sentiment of the user’s utterances is
predicted;

• 3-user: Considers the current and the two previous
utterances (3) and the only speaker considered is the
user (user’s dialogue). Only the sentiment of the user’s
utterances is predicted;

• 1-service: Considers only the current utterance (1) and
the only speaker considered is the service (service’s
dialogue). Only the sentiment of the service’s utterances
is predicted;

There are three other aspects to take into consideration
when analysing the figures:

1) The CRF-basedmodels were not evaluated in any of the
context levels considering only the current utterance,
as the goal of using these models was to make use of
their inherent contextual capabilities;

2) Due to token limitations, the RoBERTamodel could not
correctly process three utterances at once as it truncated
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TABLE 8. Percentage of valid predictions for each model and context
levels, for both datasets.

the input, which is why very low results were obtained
in the TwitterDialogueSAPT dataset, and no results at
all in the TeleComSA dataset, as it was not able to
classify these dialogues;

3) For ease of visualisation, model names are presented
in short forms, such as RF for Random Forest and Log
Reg for Logistic Regression.

Before delving into our SA results, and as mentioned ear-
lier, it is important to consider howmany of our samples were
validly predicted by the FSL approaches. FSL uses decoding
algorithms, e.g., beam search, greedy search, top-p and top-
k sampling, that analyse and select the most likely tokens to
generate. Table 8 presents the percentage of valid predictions
for each model and context level considered. Whereas these
results show that most of the time the models will generate a
valid prediction (‘‘1’’, non-negative sentiment, or ‘‘0’’, neg-
ative sentiment), other times they will generate unexpected
tokens that will not provide a label to the input, e.g., symbols
like ‘‘.’’ or ‘‘|’’. The analysis of valid predictions is important
to assess how fair the comparison with other models is and to
evaluate how adequate the prompts were.

Looking at the table, it seems that GPT-3 is able to produce
more valid predictions for the TeleComSA dataset and OPT
is more suited to the TwitterDialogueSAPT data. There is
mostly a percentage of over 98% of valid predictions when
using GPT-3 in the TeleComSA dataset and OPT in the Twit-
terDialogueSAPT dataset. Even when using the other model
for each of the datasets, the percentages are mostly over 80%,
with two exceptions at around 76%, meaning that overall,
in terms of the ability to generate outputs in the desired
format, these models and prompts seem adequate. However,
this does not mean they are assigning the right sentiment to
each input, only that they are classifying the utterances with
a negative or non-negative label.

A. CONTEXT EFFECT
In this analysis, we present the full results, considering
all models, representations, and context levels. The context
effect provides an overview of all the approaches, but it is
harder to interpret due to the large number of experiments
and overlaps in the results. Hence, we will focus on specific
parts of the context levels in the remaining subsections, which
will make the charts easier to read and to take conclusions on
the impact of each effect.

Figure 2 presents the performance comparison between all
approaches using the TeleComSA dataset, whereas Figure 3

FIGURE 2. F1-scores for the experiments, using the TeleComSA dataset.

FIGURE 3. F1-scores for the experiments, using the TwitterDialogueSAPT
dataset.

presents the same comparison using the TwitterDialogue-
SAPT dataset.

Regarding the TeleComSA dataset, it is noticeable that
every model, except GPT-3 and OPT, is very good at classify-
ing the service lines. This is likely due to their very repetitive
nature, as they are automatic and specific responses. None
of the FSL approaches presented results better than random
guessing, as they are all below 50%, so these do not seem like
adequate choices for our task. This also happened in five out
of nine models, excluding GPT-3 and OPT, when considering
the 2 user and 3 user context levels, meaning the classifiers
are not good at determining the sentiment when considering
only the user’s lines, especially if including context. Overall,
for this type of data, no use of context seems to be the best sce-
nario for most classifiers. However, this is not the case for the
BERTimbau and RoBERTa models, and for the CRF-based
models, where a larger context seems to improve results.
In fact, for the RoBERTa approach, there is an astounding
difference of 29 percentage points between not considering
context and considering the previous utterance (52% for
1-both vs. 81% for 2-both). There are several possible reasons
for this performance difference. RoBERTa is not trained with
contextual information, it was trained on tweets, which are
self-contained, not on dialogues. In the TeleComSA dataset,
the data’s nature is inherently different, as it represents real
dialogues. This could be the reason for the difference in
performance, as just one utterance may not provide enough
information for themodel to classify such a different structure
of data as dialogue. In the FSL approach using OPT the use of
context also improved the results, but seeing as these are very
low, we will not consider it. A possible explanation for the
low performance of OPT in this dataset is that the model itself
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‘‘tends to be repetitive and can easily get stuck in a loop’’ [9].
Adding to this that TeleComSA is also a repetitive dataset,
it is possible that this made the model get stuck more often,
as it would be more often faced with similar dialogues that
could produce wrong outputs. Another limitation of OPT is
that it may not work well with declarative instructions, and
while a task description was not included in our FSL scheme,
there is a similarity between the prompts that could justify the
worse performance.

Regarding the TwitterDialogueSAPT dataset, and contrary
to what was seen with the TeleComSA dataset, it seems like
most models are worse than random guessing when consider-
ing the service lines, reaching their best performance at 57%.
This does, however, make sense, as the nature of the service
utterances is much different from the repetitive and specific
responses from the Telecom company’s dialogue system.
On Twitter, services sometimes also use automatic responses,
but even then, they offer more variability, which could make
the classification of these samples harder. This also applies
to the remaining context levels, as overall, the models’ per-
formance worsens in this more diverse and multiple domains
dataset. Also differently from what was previously seen, the
FSL approaches presented acceptable results, close to 70%,
and could be an option for this type of scenario. Similarly
to the TeleComSA results, overall, no use of context seems
to be the best option for most classifiers. However, this is
not true when using Random Forest, BERTimbau, or FSL
using the OPT model. Again, differing from TeleComSA, the
CRF-based models do not seem to benefit from an increased
context level.

Overall, and dismissing the service context level, as it is
not the focus of this work, the approach with the best over-
all performance for both datasets is the BERTimbau model
considering full context, with F1 scores of 84% and 75%,
respectively for the TeleComSA and TwitterDialogueSAPT
datasets, followed by RoBERTa, with scores of 82% consid-
ering context and 73% not considering it. They are followed
by SVM (STS) not considering context, with scores of 83%
and 72%.

B. SPEAKER EFFECT
In this analysis, we focus on the results considering the dif-
ferent speaker levels. Figure 4 presents the performance com-
parison between all approaches in the TeleComSA dataset
without context, whereas Figure 5 presents the same com-
parison in the TwitterDialogueSAPT dataset. In these figures,
we removed the CRF-based models as they did not consider
scenarios with no context.

When not considering context, it is noticeable that the
results for each dataset are opposing: in the TeleComSA
data, the service lines are better classified than the user lines,
whereas in the TwitterDialogueSAPT, the opposite happens.
There is only one model that breaks the trend of the user lines
achieving lower performances in the former dataset, which is
the RoBERTa classifier, by the largest overall difference in
percentage points.

FIGURE 4. F1-scores for the classifiers, considering each speaker level
without context, using the TeleComSA dataset.

FIGURE 5. F1-scores for the classifiers, considering each speaker level
without context, using the TwitterDialogueSAPT dataset.

FIGURE 6. F1-scores for the classifiers, considering each speaker level
with short context, using the TeleComSA dataset.

FIGURE 7. F1-scores for the classifiers, considering each speaker level
with short context, using the TwitterDialogueSAPT dataset.

Figure 6 presents the performance comparison between all
approaches using the TeleComSA dataset with a short amount
of context, whereas Figure 7 presents the same comparison
using the TwitterDialogueSAPT dataset.

When considering a short amount of context, meaning the
current and previous utterances, we verify that the speaker
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FIGURE 8. F1-scores for the classifiers, considering each speaker level
with full context, using the TeleComSA dataset.

FIGURE 9. F1-scores for the classifiers, considering each speaker level
with full context, using the TwitterDialogueSAPT dataset.

effect trends continue in each dataset, with exceptions in the
the TeleComSA dataset when using OPT, but this could be
discarded due to the low scores, and in the TwitterDialogue-
SAPT dataset when using the CRF (TF-IDF), RoBERTa, and
the FSL approaches.

Figure 8 presents the performance comparison between all
approaches using the TeleComSA dataset with a full level
of context, whereas Figure 9 presents the same comparison
using the TwitterDialogueSAPT dataset. In these figures,
we removed the RoBERTa scores as this model did not pro-
vide results for the TeleComSA dataset and very low results
for the TwitterDialogueSAPT dataset.

When considering a full amount of context, meaning
the current and the two previous utterances, the speaker
effect trends remain overall. Three exceptions, common with
the previously mentioned ones, are the CRF (TF-IDF) and
the FSL approaches when using the TwitterDialogueSAPT
dataset.

C. UTTERANCES EFFECT
In this analysis, we focus on the results considering the
different amounts of context, represented by the number of
utterances considered. Figure 10 presents the performance
comparison between all approaches using the TeleComSA
dataset, whereas Figure 11 presents the same comparison
using the TwitterDialogueSAPT dataset. We do not include
the no-context levels as we want to focus on a compari-
son between the two levels of context, and also remove the
RoBERTa approach for the same reasons mentioned earlier.

Looking at both figures, we see that the advantage of using
more or less contextual information varies. When using the
traditional approaches, most classifiers benefit from a higher

FIGURE 10. F1-scores for the classifiers, considering the two levels of
context, using the TeleComSA dataset.

FIGURE 11. F1-scores for the classifiers, considering the two levels of
context, using the TwitterDialogueSAPT dataset.

level of context when considering the user lines, with the
exception of the SVM (STS) and the Random Forest (STS) in
the TeleComSA dataset. When using CRF-based approaches,
in the TwitterDialogueSAPT dataset, most seem to benefit
from a lower level of context, although the difference in
performance is not large. In the TeleComSA dataset, the
difference is mostly irrelevant, except in the CRF (TF-IDF)
approach, which performs particularly badly when consid-
ering the user’s full context. When using BERTimbau, the
performance slightly increases when considering the context
in both datasets, with a slight decrease when considering the
user dialogues and the TeleComSA dataset. Finally, when
using the FSL approaches, less context is usually better,
except when using the OPT model in the TwitterDialogue-
SAPT dataset.

D. APPROACH EFFECT
In this analysis, we focus on the results considering the
approaches in general, meaning the combination of rep-
resentation technique and classifier. We do not include
the BERT-based and FSL approaches, as for the same
model we did not experiment with different representations.
Figure 12 presents the performance comparison between
these approaches using the TeleComSA dataset, whereas
Figure 13 presents the same comparison using the Twitter-
DialogueSAPT dataset. We focus on the impact of the repre-
sentation technique, hence the figures present disconnected
lines between different classifiers, for ease of visualisation.

Looking at both figures, we can verify that overall, the
STS representation allows for better performance, with the
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FIGURE 12. F1-scores for the traditional classifiers, considering all
context levels, using the TeleComSA dataset.

FIGURE 13. F1-scores for the traditional classifiers, considering all
context levels, using the TwitterDialogueSAPT dataset.

exception of the Random Forest model, where it mostly
remains the same in the TwitterDialogueSAPT dataset, but
where performances decrease in the TeleComSA dataset.

It is important to note that there are no high-tech require-
ments for the development of these solutions, as can be seen
in Appendix D. Furthermore, the speaker selection process
is computationally inexpensive and quick, and it can provide
a boost to the performance of the models. Hence, this is an
option that should be particularly considered, as results may
improve with low effort.

In the next section, and based on the analyses performed,
we answer our research questions and discuss the importance
of context for SA in dialogues.

V. CONCLUSION AND FUTURE WORK
At the start of this study, we defined four research questions to
answer through our experiments. In this section, we propose
an answer to each question and present possible options
for future work. The research questions defined were the
following:

RQ1 When does the inclusion of context improve the
model’s performance compared to excluding previ-
ous utterances?
For any of the datasets, the BERT-based classi-
fier (BERTimbau), pre-trained using differents types
of text in Portuguese, performs better or equally when
considering the context. Furthermore, in the Tele-
ComSA dataset, the RoBERTa classifier, pre-trained
in multilanguage tweets, achieved the highest perfor-
mance when changing from a no-context level to a
two-sentence context level, improving its score by
29 percentage points. If the dataset used contains more

TABLE 9. Selected Twitter accounts and their most representative
domain.

variability, our results suggest that a Random Forest
model can also benefit from the use of more contextual
information.

RQ2 How does speaker selection assist in classifying sen-
timent in dialogues?
It seems that this is highly dependent on the type of
reply provided by the service. If the customer-support
dialogue system provides mostly repetitive and specific
utterances (human-machine dialogues), our results sug-
gest that the consideration of both speakers benefits the
classification task. However, if the service utterances
regard several domains, and may not be fully auto-
matic (human-human dialogues), meaning they are not
as repetitive, our results suggest that considering only
the user utterances will benefit the performance of the
classifiers.

RQ3 How many prior utterances are necessary to
enhance the model’s performance?
Our results suggest that this depends on the type of
classifier. However, most approaches, including the
traditional classifiers and the BERT-basedmodels seem
to benefit from more contextual information (two pre-
vious utterances), while the CRF-based models seem to
benefit from less contextual information (one previous
utterance), although with a small difference in their
performances. The same happens with most of our FSL
approaches. Overall, when considering context, it is
likely that the classification task will improve if we
provide the models with more information.

RQ4 Which classifier and representation technique is
better suited for SA in dialogues?
Considering what we called the ‘‘Approach Effect’’,
our results suggest that a more recent representation,
i.e., sentence embeddings obtained from a Sentence
Transformer, is beneficial to our task. In fact, the SVM
(STS) approach, which achieved the better perfor-
mance among the traditional classifiers, is also present
in the top three overall approaches, the other two being
the BERT-based models, BERTimbau and RoBERTa,
which also use a similar type of representation, as all
three are computed through BERT-based tokenizers.
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TABLE 10. Analysis of the available datasets.

This work may offer a guideline for researchers wonder-
ing if and how they should consider the context in their
studies and industry developers that employ or want to use
dialogue systems in their company. Moreover, the expansion
of TwitterDialogueSAPT contributes to the computational
processing of the Portuguese language, which is currently a
field lacking resources. To the best of our knowledge, this
is the first work applying SA to dialogues in the Portuguese
language and considering speaker-selection and context lev-
els. And while, overall, the SA task in our scenarios does not
benefit from the use of contextual information, there are some
cases in which they do. In fact, our highest performances
come from considering not only context but our highest level
of it, with the BERT-based approach.

In the future, it would be interesting to apply summariza-
tion techniques to grasp the most important aspects of what
was previously mentioned. This approach could hopefully
allow us to include more than the two previous sentences,
as this number was constrained by the models’ token limi-
tations, and a summary could contain more information in
the same number of tokens. However, it should be noted
that errors in the summarization will have a snowball effect
and cause increased mistakes in our main task. Furthermore,
the FSL approach could benefit from the use of even larger
models such as GPT-4 [29], which could also be employed to
explore Zero-Shot Learning [52]. A new BERT-based model
has recently been released, Albertina PT-* [53], trained in
the Portuguese language, and particularly in European Por-
tuguese that could be an interesting option for future work.
Despite these new advancements, the use of traditional mod-
els should never be overlooked as simplicity can provide high
value. In fact, the SVM and RF models obtained adequate
results in both datasets, with F1 scores of around 80% in
TeleComSA and around 70% in TwitterDialogueSAPT. Fur-
thermore, the latter model has the advantage of transparency,

TABLE 11. List of packages used in the development of this work.

which could promote a better understanding of SA in our
scenarios. As such, we will soon begin exploring the applica-
tion of explainability techniques to our models, which would
hopefully allow us to better perceive what kind of information
is being focused on in the different context levels, and verify
if the models are making the best use of it or if our approach
could be improved in that way.

VOLUME 11, 2023 86101



I. Carvalho et al.: Importance of Context for Sentiment Analysis in Dialogues

TABLE 12. Specifications of the machines used in the development of
this work.

APPENDIX A
ANALYSIS OF THE SELECTED TWITTER ACCOUNTS
Table 9 presents the Twitter accounts chosen to gather data
for the TwitterDialogueSAPT dataset, including their most
representative domain.

APPENDIX B
ANALYSIS OF AVAILABLE DATASETS
Table 10 presents further information on the available
datasets considered for this study, including size, for which
task they are annotated, if labelled, in which language,
from where they were extracted, and which domains are
represented.

APPENDIX C
INFORMATION ABOUT THE PACKAGES USED
Table 11 presents information on the packages used in this
study, including a short description and the versions installed.

APPENDIX D
INFORMATION ABOUT SPECIFICATIONS OF THE
MACHINES USED
Table 12 presents some specifications of the machines used
in this study.
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