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#### Abstract

The main result proved in [The eigenvalues of a tridiagonal matrix in biogeography, Appl. Math. Comput. 218 (2011) 195-201; MR2821464] by B. Igelnik and D. Simon is virtually the Sylvester determinant.
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In [5], motivated by an interesting model in biogeography ${ }^{1}$, B. Igelnik and D. Simon, with a rather long proof, show that the $n+1$ eigenvalues of

$$
\mathbf{A}_{n+1}=\left(\begin{array}{ccccc}
-1 & 1 / n & & & \\
n / n & -1 & \ddots & & \\
& \ddots & \ddots & (n-1) / n & \\
& & 2 / n & -1 & n / n \\
& & & 1 / n & -1
\end{array}\right)
$$

are $-2(n-k+1) / n$ for $k=1, \ldots, n+1$. In MR2821464, the reviewer for MathScinet points out that this follows from a result by P. A. Clement [3]. But even more can be said, because an elementary proof is well known. The eigenvalues of $\mathbf{A}_{n+1}$ are, up to an affine change of the variable, the roots of the following polynomial, which became known as Sylvester determinant once J. J. Sylvester published a note in Nouvelles Annales de Mathématiques in 1854 [7]:

$$
p_{n+1}(X)=\operatorname{det}\left(\begin{array}{ccccc}
X & 1 & & & \\
n & X & \ddots & & \\
& \ddots & \ddots & (n-1) & \\
& & 2 & X & n \\
& & & 1 & X
\end{array}\right)
$$

[^0]In fact, taking $X=n(x+1)$ we see that $\operatorname{det}\left(x \mathbf{I}-\mathbf{A}_{n+1}\right)=n^{-(n+1)} p_{n+1}(X)$. It is worth highlighting that 0 . Taussky and J . Todd published, in 1991, an interesting expository and historical paper [9] where, using elementary row and column operations, they give a rather simple proof of the Sylvester determinant after having noted that

$$
p_{n+1}(X)=(X-n) p_{n}(X+1)
$$

and so

$$
\begin{equation*}
p_{n+1}(X)=\prod_{k=1}^{n+1}(X+n-2 k+2) \tag{1}
\end{equation*}
$$

(It is clear from (1) that the eigenvalues of $\mathbf{A}_{n+1}$ are $-2(n-k+1) / n$ for $k=1, \ldots, n+1$.) Taussky and Todd, who also presented another proof from 1866 due to F. Mazza, wrote that the above arguments come from " A treatise on the Theory of Determinants" by T. Muir in the edition revised and enlarged by W. H. Metzler. Although they omitted a specific reference concerning the origin of these arguments, the reader should notice that Theorem 576 with $a=X, b=1, c=-1$ is the Sylvester determinant (the second example in 578 is exactly the Sylvester determinant for $n=6$ ). They also commented that this determinant appears as an exercise since the original Muir edition, which was published in 1882 . We also noted that a more general Sylvester's type determinant was considered by A. Cayley in 1857, see [6, p. 429]. The connection of $p_{n+1}(X)$ and related determinants with orthogonal polynomials on uniform and non-uniform lattices was nicely explored by R. Askey [1] and O. Holtz [4] in 2003 during the 4th International Congress of the International Society for Analysis, Applications and Computation (ISAAC) held at York University, Toronto. Both Askey and Holtz presented a proof of the Sylvester determinant, without references to the works cited above. The first proof given by Askey, in which he does not use orthogonal polynomials and that he adapted from the solution of "the Painvin determinant" in "Problems in Higher Algebra" by D. K. Faddeev and I. S Sominskii, is the same proposed by Muir and Metzler, and reproduced by Taussky and Todd. In any case, we emphasize that this solution for the Sylvester determinant is already known to everyone who followed during the first undergraduate year the exercises proposed in "Problems in Linear Algebra" by I. V. Proskuryakov. In [8, Problem 399, p. 61], Proskuryakov asks for the value of the determinant $p_{n+1}(X)$. Below we quote verbatim the suggestion given by Proskuryakov to solve the problem [8, p. 326], that is the same given by Faddeev and Sominskii in his book for the Painvin determinant, and in turn the same proposed by L. Painvin himself in 1858 [6, p. 433]:
"To each row add all the following rows, from each column subtract the preceding column and show that $D_{n}(x)$ [ $\left.p_{n}(X)\right]$ is the given determinant, then $D_{n}(x)=(x+n-1) D_{n-1}(x-1)\left[p_{n}(X)=(X+n-1) p_{n-1}(X-1)\right]$ ".
It is worth pointing out that the above suggestion probably ${ }^{2}$ appears since the first Russian edition in 1955.
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[^1]
[^0]:    E-mail address: kenier@mat.uc.pt
    ${ }^{1}$ See [2] for recent results on the eigenvalues of this kind of matrices in general.

[^1]:    ${ }^{2}$ The oldest Russian edition consulted was the third, which was published in 1966. The prefaces of the second and third edition do not contain any mentions of changes related to this problem.

