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Abstract The nature of dark matter is still unknown and an
experimental program to look for dark matter particles in our
Galaxy should extend its sensitivity to light particles in the
GeV mass range and exploit the directional information of
the DM particle motion (Vahsen et al. in CYGNUS: feasibil-
ity of a nuclear recoil observatory with directional sensitivity
to dark matter and neutrinos, arXiv:2008.12587, 2020). The
Cygno project is studying a gaseous time projection cham-
ber operated at atmospheric pressure with a Gas Electron
Multiplier (Sauli in Nucl Instrum Meth A 386:531, https://
doi.org/10.1016/S0168-9002(96)01172-2, 1997) amplifica-
tion and with an optical readout as a promising technology
for light dark matter and directional searches. In this paper
we describe the operation of a 50 l prototype named LIME
(Long Imaging ModulE) in an overground location at Labo-
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ratori Nazionali di Frascati (LNF) of INFN. This prototype
employs the technology under study for the 1 cubic meter
Cygnodemonstrator to be installed at the Laboratori Nazion-
ali del Gran Sasso (LNGS) (Amaro et al. in Instruments 2022,
6(1), https://www.mdpi.com/2410-390X/6/1/6, 2022). We
report the characterization of LIME with photon sources in
the energy range from few keV to several tens of keV to
understand the performance of the energy reconstruction of
the emitted electron. We achieved a low energy threshold
of few keV and an energy resolution over the whole energy
range of 10–20%, while operating the detector for several
weeks continuously with very high operational efficiency.
The energy spectrum of the reconstructed electrons is then
reported and will be the basis to identify radio-contaminants
of the LIME materials to be removed for future Cygno
detectors.
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1 Introduction

A number of astrophysical and cosmological observations
are all consistent with the presence in the Universe of a large
amount of matter with a very weak interaction with ordinary
matter besides the gravitational force, universally known as
Dark Matter (DM). The model of the Weakly Interacting
Massive Particle (WIMP)) has been very popular in the last
decades, predicting a possible DM candidate produced ther-
mally at an early stage of the Universe with a mass in the
range of 10 to 1000 GeV and a cross section of elastic scat-
tering with standard matter at the level of that of the weak
interactions [4,5]. Hypothetical particles of DM would also
fill our Galaxy forming a halo of particles whose density
profile is derived from the observed velocity distribution of
stars in the Galaxy. This prediction calls for an experimen-
tal program for finding such DM particles with terrestrial
experiments. These experiments aim at detecting the scatter-
ing of the elusive DM particle on the atoms of the detectors,
inducing as experimental signature a nucleus or an electron to
recoil against the impinging DM particle. Nowadays most of
these experimental activities are based on ton (or multi-ton)
mass detectors where scintillation light, ionization charge, or
heat induced by the recoiling particles are used – sometime
in combination – to detect the recoils [6–10].

Most of these experiments however are largely unable to
infer the direction of motion of the impinging DM particle.
While DM particles have a random direction in the Galaxy
reference system, on the Earth a DM particle would be seen
as moving along the line of motion of the Earth in the Galaxy
with opposite direction. This motion is given by the compo-
sition of the motion of the Sun toward the Cygnus constella-
tion and the revolution and rotation of the Earth. This is then
reflected into the average direction of motion of the recoil-
ing particles after the DM scattering and it can represent an
important signature to be exploited to discriminate the signal
of a DM particle from other background sources [11]. There-
fore this undoubtedly calls for a new class of detectors based
on the reconstruction of the the recoil direction, such as the
gaseous time projection chamber (TPC) [12–26]. Moreover,
while the WIMP model for DM candidates has been tested
thoroughly by the current detectors down to 10 GeV, exten-
sions of sensitivity of these detectors to lower masses – down
to the GeV and below – are deemed fundamental to explore
new models predicting lighter DM particles [27–29]. For this
scope Cygno proposes the use of light atoms as Helium or
Hydrogen as target for DM. For a DM in the range of 1 to
10 GeV mass the elastic scattering of DM particle on these
nuclei is producing nuclear recoils with the most favourable
kinetic energy.

In this respect the Cygno project aims to realize an R&D
program to demonstrate the feasibility of a DM search based
on gaseous TPC at atmospheric pressure. The Cygno TPC

will primarily use a He/CF4 gas mixture with an addition of
hydrogen-rich hydrocarbons featuring a GEM amplification
and with an optical readout of the light emitted at the GEM
amplification stage [30,31] as outlined in [3]. A He nucleus
scattered by a DM particle with a few GeV mass emerges
with a keV kinetic energy. Extension of sensitivity to lower
DM masses requires the detection of H recoils to even lower
kinetic energy. Moreover, in this type of detector the range
of such recoiling nuclei is about few tens of µm calling for
advanced techniques of light detection. Gaseous TPC based
on optical readout to search for DM were proposed and stud-
ied before but with the use of a gas pressure well below the
atmospheric one (DM-TPC, [32–35]). The Cygno project
aims to build a 30–100 m3 detector that would therefore host
a larger target mass than a low pressure TPC. Given the pres-
ence of fluorine nuclei in the gas mixture, Cygno would be
especially sensitive to a scattering of DM that is sensitive to
the spin of the nucleus. By profiting of the background rejec-
tion power of the directionality, competitive limits on the
presence of DM in the Galaxy can be set, under the assump-
tion of a spin dependent coupling of DM with matter.

After a series of explorative small size prototypes proving
the principle of detecting electron [36–45] and nuclear recoils
[46] down to keV kinetic energy, a staged approach is now
foreseen to build a detector sensitive to DM induced recoils.

A first step requires the demonstration that all the tech-
nological choices of the detector are viable. Before the con-
struction a 1 m3 demonstrator of a DMCygno-type detector,
a 50 l prototype – named LIME (Long Imaging ModulE) –
has been built and operated in an overground laboratory at
the Laboratori Nazionali di Frascati (LNF) of INFN. LIME
is featuring a 50 cm long drift volume with the amplification
realized with a triple GEM system and the light produced
in the avalanches readout with a scientific CMOS camera
and four PMT. A Cygno-type detector will be modular with
LIME being a prototype for one of its modules. Most of the
materials and the detection elements used in LIME are not
at the radiopurity level required for a real DM search. How-
ever they can be produced in a radiopure version, treated
to become radiopure or replaced with radiopure materials
without affecting the mechanical feasibility and the detector
performance of the 1 m3 Cygno demonstrator.

In this paper we summarize our experience with the LIME
prototype operated during a long campaign of data-taking,
conducted to primarily understand the long term operation
stability, to collect data to develop image analysis techniques
and to understand the particle energy reconstruction perfor-
mance. These techniques are including the reconstruction
of clusters of activated pixels due to light detection in the
images, optical effects characterizations, and noise studies.
They were mainly oriented to the detection of electron orig-
inated from the interaction of photons in the gas volume. We
usually refer to these electrons as electron recoils. The energy
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Fig. 1 Drawing of LIME as seen from above. Square-shaped copper
rings are used to create a field cage closed on one side by the triple-
GEM stack. The field cage is closed on the other side with respect to

the GEM by a cathode plane. The position of the four photomultipliers
and of CMOS optical sensor are indicated. The acrylic gas vessel is
enclosing the field cage and the GEM stack

response of LIME was fully characterized in a range of few
keV to tens of keV electron kinetic energy using different
photon sources, while a 55Fe X-ray absorption length in the
LIME gas mixture was also evaluated.

In this paper we do not consider calibration samples of
nuclear recoils nor we look for the identification of them.
Therefore the energy unit (keV) is always referred to the
energy deposited by an electron. Discussion on the effect of
quenching factor for energy deposit of nuclear recoils in our
gas mixture are reported in [3].

Finally we report an analysis of the observed background
events, induced by sources both internal to the detector and
external, in the overground LNF location.

2 The LIME prototype

The LIME prototype (as shown in Figs. 1 and 2) is composed
of a transparent acrylic vessel inside which the gas mixture
is flowed with an over-pressure of about 3 mbar with respect
to the external atmospheric pressure. Inside the gas vessel a
series of copper rings are used as electrodes kept at increasing
potential values from the cathode to define a uniform elec-
tric field directed orthogonal to the cathode plane. This field
makes the ionization electrons (produced by the charged par-
ticles in the gas) to drift towards the anode. A cathode plane
is used to define the lower potential of the electric field while
on the opposite side a triple GEM stack system is installed.
When the ionization electrons reach the GEM, they produce
an avalanche of secondary electrons and ions. Interactions of
secondary electrons with gas molecules produce also pho-

Fig. 2 LIME vessel: the field cage is clearly visible with all its copper
rings mounted on the PMMA combs to support them and with the
cathode to close the field region

tons whose spectrum and quantity strongly depends on the
gas mixture [31]. From the avalanche position the light is
emitted towards the exterior of the vessel. A scientific CMOS
camera (more details in Sect. 2.2) with a large field-of-view
objective is used to collect this light over a integration time
that can be set from 30 ms to 10 s and to yield an image of the
GEM. Four PMT are installed around the camera to detect
the same light but with a much faster response time. In the
following we describe in details the elements of the LIME
prototype. The sensitive part of the gas volume of LIME is
about 50 l with a 50 cm long electric field region closed by a
33×33 cm2 triple-GEM stack.
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2.1 The gas vessel and the field cage

The gas vessel is realized with a 10 mm thick PMMA box
with a total volume of about 100 l that is devoted to contain
the gas mixture used in the operation. Inside the vessel a field
cage produces a uniform electric field to drift the primary ion-
ization electrons originated in the interaction of charged par-
ticles with the gas molecules towards the amplification stage.
The volume is regularly flushed at a flow rate of 200 cc/min.
The field cage has a square section, with a side of 330 mm,
a length of 488 mm, and consists of:

• 34 square coils, 10 mm wide, placed at a distance of
4 mm from each other, with an effective pitch of 14 mm
and electrically connected by 100 M� resistors;

• a 0.5 mm thin copper cathode with a frame identical in
size to the coils described above;

• a stack of 3 standard GEM (holes with an internal diam-
eter of 50 µm and pitch of 140 µm, placed 2 mm apart
from each other and 7 mm from the first coils.

The detector is usually operated with a He/CF4 gas mix-
ture in proportions of 60/40 kept few millibars above the
atmospheric pressure. This is therefore equivalent to a mass
of 87 g in the active volume.

The upper face of the vessel includes a 5 cm wide and
50 cm long thin window sealed by a 150 µm thick ethylene-
tetrafluoroethylene (ETFE) layer. This allows low energy
photons (down to the keV energy) to enter the gas volume
from external artificial radioactive sources used for calibra-
tion purposes.

An externally controllable trolley is mounted on the win-
dow and can be moved back and forth along a track. It func-
tions as a source holder and allows to move a radioactive
source, kept 18 cm above the sensitive volume, along the z
axis from 5 to 45 cm far from the GEM. On its base there is
a 5 mm diameter hole that allows the passage of a beam of
photons by collimating it.

The face of the vessel in front of the GEM stack away
from the sensitive volume is 1 mm thick to allow efficient
transmission of light to the outside.

2.2 The light sensors

On the same side of the vessel where the GEM stack is
installed a black PMMA conical structure is fixed to allow
the housing of the optical sensors:

• 4 Hamamatsu R7378, 22 mm diameter photo-multipliers;
• an Orca Fusion scientific CMOS-based camera (more

details on [47]) with 2304 × 2304 pixels with an active
area of 6.5 × 6.5 µm2 each, equipped with a Schnei-
der lens with 25 mm focal length and 0.95 aperture

at a distance of 623 mm. The sCMOS sensor provides
a quantum efficiency of about 80% in the range 450–
630 nm. In this configuration, the sensor faces a surface
of 35 × 35 cm2 and therefore each pixel corresponds at
an area of 152 × 152 µm2. The geometrical acceptance
ε� results to be 1.2 × 10−4.

According to previous studies [31,48], electro-
luminescence spectra of He/CF4 based mixtures show two
main maxima: one around a wavelength of 300 nm and
one around 620 nm. This second wavelength matches the
range where the Fusion camera sensor provides the maxi-
mum quantum efficiency.

2.3 The Faraday cage

The entire detector is contained within a 3 mm thick alu-
minium metal box. Equipped with feed-through connections
for the high voltages required for the GEM, cathode and
PMT and for the gas, this box acts as a Faraday cage and
guarantees the light tightness of the detector. A rod is free to
enter through a hole from the rear face to allow movement of
the source holder. On the front side a square hole is present
on which an optical bellows is mounted, which can then be
coupled to the CMOS sensor lens.

2.4 Data acquisition and trigger systems

LIME data acquisition is realized with an integrated system
within the Midas framework [49].

The PMT signals are sent into a discriminator and a logic
module to produce a trigger signal based on a coincidence of
the signals of at least two PMT.

A dedicated data acquisition PC is connected via two inde-
pendent USB 3.0 ports to the camera and to a VME crate that
houses I/O register modules for the trigger and controls.

The camera can be operated with different exposure times.
The results presented in this paper are obtained with a 50 ms
exposure to minimize the pile-up from natural radioactivity
events.

The DAQ system has been designed and built in such a
way that it can also integrate digitisers for the acquisition of
PMT signal waveforms. In this way, for each interaction in the
gas, the light produced in the GEM stack is simultaneously
acquired by the high granularity CMOS sensor and by the
four PMT. As it was demonstrated in [40] this will allow a
3D reconstruction of the event in the gas volume within the
field cage.

In this paper we report the data analysis of the camera
images only.
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Table 1 Summary of the typical operating condition of LIME during
the data takings

Parameter Typical value

Drift field 0.9 kV/cm

GEM voltage 440 V

Transfer field 2.5 kV/cm

Gas flow 12 l/h

PMT threshold 15 mV

2.5 High voltage and gas supply systems

The gas mixture, obtained from cylinders of pure gases, is
continuously flushed into the detector at a rate of 200 cc/min
and the output gas is sent to an exhaust line connected to
the external environment via a water filled bubbler ensuring
the small (3 mbar) required overpressure. Electrical voltages
at the various electrodes of the detector are supplied by two
generators:

• an ISEG “HPn 500” provides up to 50 kV and 7 mA
with negative polarity and ripple < 0.2% directly to the
cathode;

• CAEN A1515TG board with Individual Floating Chan-
nels supplies the voltages (up to 1 kV with 20 mV preci-
sion) to the electrodes of the triple GEM stack

By means of these two suppliers, a constant electric field
was generated in the sensitive volume with a standard value
of EDrift = 0.9 kV/cm and in the transfer gaps between the
GEM (about ETransf = 2.5 kV/cm), while the voltage dif-
ference across the two sides of each GEM is usually set to
VGEM = 440 V for all the three GEM.

3 Overground run

The measurements reported in this paper were realized at
the INFN LNF during the 2021 summer and autumn. The
detector was operated inside an experimental hall where the
temperature was varying in a range between 295 K and 300 K
and the atmospheric pressure between 970 and 1000 mbar for
the entire duration of the measurements. The typical working
conditions of the detector are reported in Table 1.

3.1 Instrumental effect studies

As a first study, we evaluated the instrumental non-uniformity
due to the optics system and to the electronic sensor noise.

Fig. 3 Light yield measured as a function of the radial distance from
the center of the sensor, normalized to the one at the center, using
pictures of a uniformly illuminated white surface

3.1.1 Optical vignetting

With respect to the optics, we evaluated the effects of lens
vignetting, that is the reduction of detected light in the periph-
eral region of an image compared to the image center. For this
purpose, we collected with the same camera images of a uni-
formly illuminated white surface. In order to avoid any pos-
sible preferential direction of the light impinging the sensor,
different images of the same surface are acquired by rotat-
ing the camera around the lens optical axis, and we obtained
a light collection map on the sensor by their average. This
shows a drop of the collected light as a function of the radial
distance from the centre, down to 20% with respect the center
of the image, as shown in Fig. 3. The resulting map was then
used to correct all the images collected with the detector.

3.1.2 Sensor electronic noise

A second study consisted in the evaluation of the fluctuations
of thedark offsetof the optical sensor. These are mainly due to
two different contributions: readout noise i.e. the electronic
noise of the amplifiers onboard of each pixel (less than 0.7
electrons r.m.s.) and a dark current that flows in each camera
photo-diode of about 0.5 electrons/pixel/s [50]. To obtain
this, dedicated runs were taken throughout the data taking
period with the values of VGEM set to 200 V. In this way the
counts on the camera pixels were only due to the electronic
noise of the sensor itself and not to any light. In each of
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these runs (called pedestal runs) we collected 100 images
and we evaluated, pixel by pixel, the average value (pixped)
and the standard deviation ( pixrms) of the response. The light
tightness of the detector is ensured by the Faraday cage. To
check its effectiveness, we compared the values of pixped and
pixrms) in runs acquired with laboratory lights on and with
completely dark laboratory without finding any significative
differences.

In the reconstruction procedure, described later in Sect. 4.1,
pixped is then subtracted from the measured value, while
pixrms is used to define the threshold to retain a pixel, i.e.
when it has a number of counts larger than 1.1pixrms.

The distribution of pixrms in one pedestal run for all the
pixels of the sensor is shown in Fig. 4 (top). The long tail
above the most probable value corresponds to pixels at the
top and bottom boundaries of the sensor, which are slightly
noisier than the wide central part. For this reason 250 pixel
rows are excluded from the reconstruction at the top and 250
pixel rows at the bottom of the sensor. The stability of the
pedestal value and of the electronics noise has been checked
by considering the mean value of the distribution of pixped
and of pixrms as measured in the regular pedestal runs. Fig-
ure 4 middle and bottom show the distributions of the two
quantities in a period of about two weeks, showing a very
good stability of the sensor.

3.2 Electron recoils in LIME

A first standard characterization of the detector response to
energy releases of the order of a few keV utilizes a 55Fe source
with an activity of 115 MBq. 55Fe decays by electron capture
to an excited 55Mn nucleus that de-excites by emitting X-rays
with an energy of about 5.9 keV, with an additional emission
at around 6.4 keV. Given the geometry of the source holder
and trolley, the flux of the photons irradiates a cone with an
aperture of about 10◦. This means that in the central region of
the detector, the flux is expected to have a gaussian transverse
profile with a σ of about 1 cm.

Moreover, in order to study the energy response for dif-
ferent X-rays energies, a compact multi-target source was
employed [51]. A sealed 241Am primary source is selec-
tively moved in front of different materials. Each material
is presented to the primary source in turn and its character-
istic X-ray is emitted through a 4 mm diameter aperture. In
Table 2 a summary of the materials and energy of the X-ray
lines is reported. The Kβ lines have an intensity that is about
20% of corresponding Kα lines.

Given the physics interest to the detector response at low
energies, the 55Fe source X-rays with E ≈ 6 keV has been
used to induce emissions of lower energy X-rays in two other
targets: Ti and Ca. The expected Kα and Kβ lines are shown
in Table 3. Given the experimental setup to excite the Ti and
Ca lines, also the 6 keV X-rays from 55Fe can reach the

Fig. 4 Top: distribution of pixrms in one pedestal run. Middle and
bottom: average of pixped and pixrms, respectively, as a function of
time, for a period of two weeks of data taking, as measured in the
regular pedestal runs acquired
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Table 2 X-ray emitted by the multi-target source

Material Energy Kα [keV] Energy Kβ [keV]

Cu 8.04 8.91

Rb 13.37 14.97

Mo 17.44 19.63

Ag 22.10 24.99

Ba 32.06 36.55

Table 3 X-ray emitted by the additional custom targets excited by the
55Fe source

Material Energy Kα [keV] Energy Kβ [keV]

Ti 4.51 4.93

Ca 3.69 4.01

detector active volume, resulting in the superposition of both
contributions.

The interaction of the X-ray with the gas molecules pro-
duces a electron recoil with a kinetic energy very similar to
the X-ray energy. According to a SRIM simulation [52] in
our gas mixture at atmospheric pressure the expected range of
the electron varies from about 250µm for a 4 keV energy to
about 15 mm for a 40 keV energy [3]. These electron recoils
produce a primary electron-ion pair at the cost of w = 42 eV
[53–55]. Along the drift path longitudinal and transversal
diffusion affect the primary ionization electrons distribution.
Once they reach the GEM surface, these electrons start mul-
tiplication processes yielding an avalanche, producing at the
same time also photons that are visible as tracks in the CMOS
sensor image. These tracks from artificial radioactive sources
are shown superimposed to tracks from natural radioactivity
in a typical image (Fig. 5). The tracks are reconstructed as
2D clusters of pixels by grouping the pixels with a non-null
number of photons above the pedestal level.

Once projected to the 2D GEM plane the spherical cloud
of the drifting electrons from the 55Fe X-ray interaction pro-
duces a ≈ 5 mm wide light profile along both the orthogonal
axes of the cluster. The exact span of the profile depends on
the running conditions of the detector and on the z position of
the X-ray interaction. In the following we refer to the longi-
tudinal (transverse) direction as the orientation of the major
(minor) axis of the cluster, found via a principal component
analysis of the 2D cluster. The two profiles for a typical clus-
ter are shown in Fig. 6 with a Gaussian fit superimposed.
From these fits the values of σL and σT are obtained along
with the amplitudes AL and AT respectively. In general for
non-spherical cluster due larger energy electron recoil we
determine and utilize only the σT value.

Fig. 5 Example of an image with natural radioactivity tracks and lumi-
nous spots indicating the interactions in the gas of 6 keV X-rays pro-
duced by the 55Fe source. The 55Fe source is located on the top of the
sensitive volume and produces spots along the y axis (see Fig. 1 for
the reference frame) of the CMOS sensor (top). A zoom around one of
these spots is also shown (bottom)

4 Reconstruction of electron recoils

The energy deposit in the gas through ionization is estimated
by clustering the light recorded in the camera image with a
dynamic algorithm. The method is developed with the aim
to be efficient with different topologies of deposits of light
over the sensors. It is able to recognize small spots whose
radius is determined by the diffusion in the gas, or long and
straight tracks as the ones induced by cosmic rays travers-
ing the whole detector, or long and curly tracks as the ones
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Fig. 6 Example of transverse (top) and longitudinal (bottom) profiles
of one luminous spot generated by the interactions in the gas of 6 keV X-
rays produced by the 55Fe source. From the Gaussian fits the values ofσT
and σL are obtained along with the amplitudes AT and AL respectively

induced by various types of radioactivity. Radioactivity is in
fact present in both the environment surrounding the detector
or in the components of the detector itself.

4.1 The reconstruction algorithm

The reconstruction algorithm consists of four steps:
(i) a zero suppression to reject the electronics noise of the

sensor, (ii) the correction for vignetting effect described in
Sect. 3.1.1 and two steps of iterative clustering reco:vignetting,
(iii) a super-clustering step to reconstruct long and smooth
tracks parameterizing them as polynomial trajectories, and
(iv) a small clustering step to find residual short deposits.

The iterative approach is necessary for disentangling pos-
sibly overlapping long tracks recorded in the 50 ms time
interval of the exposure of the camera.

As a further noise reduction step, the resolution of the
resulting image is initially reduced by forming macro-pixels,
by averaging the counts in 4 × 4 pixel matrices, on which
a median filter is applied, which is effective in suppressing
the electronics noise fluctuations, as it is described in more
details in Ref. [46].

In order to first clean the picture from the long tracks origi-
nating from the ambient radioactivity, the iterative procedure
of step (iii) is started, looking for possible candidate trajec-
tories compatible with polynomial lines of increasing orders,
ranging from 1 (straight line) to 3 as a generalization of the
ransac algorithm [56]. If a good fit is found, then the super-
cluster is formed, and the pixels belonging to all the seed

basic clusters are removed from the image, and the proce-
dure is repeated with the remaining basic cluster seeds. The
step (iii) is necessary to handle the cases of multiple overlaps
of long tracks, as it can be seen in Fig. 7. It can be noticed
that in the overlap region the energy is not shared, i.e. it is
assigned to one of the overlapping tracks. In these cases the
tracks can be split, but the pieces are still long enough not
to mimick short deposits for low energy candidates of our
interest for DM searches. When no more superclusters can
be found, the superclustering stops, and the remaining pixels
in the image are passed to step (iv), i.e. the search for small
clusters. For this purpose, small-radius energy deposits are
formed with Idbscan, described in details in Refs. [46,57].
The effective gathering radius for pixels around a seed pixel
is 5 pixel long, so small clusters are formed. Finally, the clus-
ters from any iteration of the above procedure are merged in
a unique collection, which form the track candidates set of
the image.

The track candidates are then characterized through the
pattern of the 2D projection of the original 3D particle trajec-
tory interacting within the TPC gas mixture. Various cluster
shape variables are studied, and are useful to discriminate
among different types of interactions [46]. For example a
clear distinction can be made between tracks due to muons
from cosmic rays and electron recoils due to X-rays. More-
over, within a given class of interactions, the cluster shapes
are sensitive to the detector response, for example gas dif-
fusion, electrical field non uniformities, gain non uniformi-
ties of the amplification stages. Thus they can be exploited
to partially correct these instrumental effects improving the
determination of the original interaction features, like the
deposited energy, or its z-position, which cannot be directly
inferred by the 2D information.

4.2 The 55Fe source studies

The 55Fe source is able to induce interaction in the gas mix-
ture with an illumination of the entire vertical span of the
detector as shown in Fig. 8. Due to the collimation of the
source, only a slice in the horizontal direction has a signifi-
cant occupancy of 55Fe-induced clusters.

Several variables are used for the track characterization:
σT, the track length, the light density δ (defined as the integral
of the light collected in the cluster, divided by the number of
pixels over the noise threshold), the RMS of the light intensity
residuals of the pixels Irms, and other variables described in
more details in Ref. [46].

A sample of clusters is obtained applying a very loose
selection, which resembles the one optimized in Ref. [46].
Examples of the distributions for δ and for σT of these clus-
ters are shown in Fig. 9, while the spectrum of ISC , defined
as of the sum of the detected light in a cluster, is shown in
Fig. 10 in a range below and around the expected deposit
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Fig. 7 Top: image with an exposure of 50 ms. Bottom: reconstructed
clusters after the two step procedure described in the text

from the 55Fe X-rays. The distribution of ISC also shows a
small enhancement at around twice the energy expected by
the 55Fe X-rays corresponding to the cases when two neigh-
bor deposits are merged in a single cluster. This can happen
because of the relatively large activity of the employed 55Fe
source. The average size of the spot produced by the 55Fe
X-ray interactions is about 20 mm2.

The distributions show the data obtained in data-taking
runs both in presence of the X-ray source and without it, in
order to show the background contribution, after normalizing
them at the live-time of the data taking with the 55Fe source.
The expected contribution from fake clusters, defined as the
clusters randomly reconstructed by neighboring pixels over
the zero-suppression threshold, has been also estimated from
the pedestal runs, where no signal contribution of any type is
expected. As can be seen from Fig. 10 (top), this contribution
becomes negligible for ISC � 400 photons.

Fig. 8 Spatial distribution of the reconstructed clusters in data col-
lected with 55Fe source. Only clusters in the central region of the GEM
plane are selected to remove the noisier regions of the sensor. The 55Fe
source is positioned outside the detector at high values of y

4.3 Energy calibration

Despite the correction of the optical effects of the camera
applied before the clustering, the light yield associated to a
cluster ISC still depends on the position of the initial ion-
ization site where the interaction within the active volume
happened. Therefore the light yield ISC must be converted
in an energy Erec by a calibration factor and then corrected
to infer the original energy deposit E.

The Erec dependence on the x–y position of the initial
interaction can be affected by possible imperfect correction
of the vignetting effect, non uniformities of the drift field and
of the amplification fields, especially near the periphery of
the GEM planes, as shown in Fig. 11.

Moreover, inefficiency in the transport of the primary ion-
ization electrons due to attachment during their drift in the
gas would result in a monotonic decrease of ISC as a function
of z of the initial interaction. However, as shown in Fig. 12, a
continuous increase of ISC with the z of the initial interaction
is observed.

This effect can be interpreted in the following way. During
the amplification process, the channels across the GEM foils
are filled with ions and electrons produced in the avalanches,
but thanks to their small size they can rapidly drain. In recent
years, however, several studies [58] have shown that for high-
gain (106–107) operations, the amount of charge produced
by a single avalanche is already sufficient to change locally
the electric field. In general this has the effect to reduce the
effective gain of the GEM, causing a saturation effect. This
also makes the response of the GEM system dependent on
the amount of charge entering the channels and – in the case
of many primary electrons from the gas ionization – on the
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Fig. 9 Top: light density δ in the reconstructed clusters, as defined
in the text. Bottom: transverse dimension of the reconstructed cluster
σT. Black points represent data in presence of the 55Fe source, filled
histogram represents data without the source, while the red hollow his-
togram represents the contribution from mis-reconstructed clusters from
electronics noise. The latter two are normalized to the live-time of the
data taking with the 55Fe source

Fig. 10 Light integral ISC of the reconstructed clusters, as defined in
the text. Top (bottom): region below (around) the expected energy peak
from X-rays interactions from the 55Fe source. Black points represent
data in presence of the 55Fe source, filled histogram represents data
without the source, while the red hollow histogram represents the con-
tribution from mis-reconstructed clusters from the electronics noise.
The latter two are normalized to the live-time of the data taking with
the 55Fe source
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Fig. 11 Average light yield, ISC , for the clusters as a function of the x–
y position in the 2D projection, for data collected with the 55Fe source
positioned at a z = 25 cm

Fig. 12 Average light yield, ISC , normalized to its most probable
value, Impv

SC , for clusters reconstructed in presence of the 55Fe source as
a function of the z distance with respect the GEM planes

size of the surface over which these electrons are distributed.
In LIME, the diffusion of the primary ionization electrons
over the 50 cm drift path can almost quadruple the size of
the surface involved in the multiplication, thus reducing the
charge density and therefore reducing the effect of a gain
decrease.

We think this to be the cause of the observed behavior of
the spots originated by the 55Fe X-rays over the whole drift
region: the light yield ISC for spots originated by interactions
farther from the GEM is larger than for spots closer to the
GEM. Thus, the overall trend of ISC as a function of the

z position of the ionisation site therefore presents an initial
growth followed by an almost plateau region, as shown in
Fig. 12.

These effects partially impact the observed cluster shapes.
However, they can be used as a handle, together with the x–y
measured position in the 2D plane, to infer E. Since multiple
effects impact different variables in a correlated way, correc-
tions for the non perfect response to the true energy deposits
have been optimized using a multivariate regression tech-
nique, also denoted as multivariate analysis (MVA), based
on a Boosted Decision Tree (BDT) implementation, follow-
ing a strategy used in Ref. [59].

The training has then been performed on data recorded
with the various X-rays deposits described in Tables 2 and
3. The target variable of the regression is the mean value
of the ratio ISC /Impv

SC , where the most probable value Impv
SC

is the most probable value of the ISC distribution for each
radioactive source. The performance of the regression using
the median of the distribution instead of the mean have been
checked and found giving a negligible difference.

The clusters were selected by requiring their σT to be con-
sistent with the effect of the diffusion in the gas and their
length not larger than what is expected for an X-ray of energy
E. In addition it is required that ISC falls within 5 σG from the
expected E for a given source, where σG is the measured stan-
dard deviation of the peak in the ISC distribution (estimated
through a Gaussian fit). The background contamination of
the training samples after selection, estimated by applying
the selection on the data without any source, is within 1–5%
of the total number of selected clusters.

The input variables to the regression algorithm are the
x and y coordinates of the supercluster, and a set of clus-
ter shape variables, among which the most relevant are the
ratio σT

AT
, Irms and δ. Variables that are proportional to ISC

are explicitly removed, in order to derive a correction which
is as independent as possible on the true energy E. In order
to be sensitive to the variation of the inputs variables as a
function of z, and possibly correct for the saturation effect,
data with the 55Fe source have been collected with the source
positioned at different values of z uniformly distributed, with
a step of 5 cm from the GEM to the cathode. The data col-
lected with the other sources of Tables 2 and 3 instead were
only taken at z = 25 cm.

A sanity check on the output of the regression algorithm is
performed on the data without any source, where the energy
spectrum of the reconstructed clusters extends over the full
set of Kα and Kβ lines used for the training. No bias or spu-
rious bumps induced by the training using only few discrete
energy points is observed.

The Kα line expected for the 55Fe X-rays, when the source
is positioned at z = 25 cm, is used to derive the abso-
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lute energy calibration conversion, which equals is approx-
imately κ = 0.38 photons/eV. The absolute reconstructed
raw energy is thus defined as Erec =ISC /κ . The absolute
energy, after the multivariate regression correction described
above, is denoted as E in the following.

The comparison of the distributions for the raw superclus-
ter energy, Erec, and E, using data collected in presence of the
55Fe radioactive source is shown in Fig. 13 for two extreme
distances from the GEM planes, z = 10 cm and z = 40 cm.
The improvement in the energy resolution is substantial. The
distribution after the correction shows a small tail below the
most probable value of the distribution, indicating a resid-
ual non-perfect containment of the cluster, that systemati-
cally underestimates the energy and should be corrected by
improving the cluster reconstruction.

The efficacy of the MVA regression in correcting for
the saturation effect and other response non uniformities
is estimated with the data sample collected with 55Fe
source. The Erec/E

mpv
rec and E/Empv distributions are fit

with a Crystal Ball function [60], which describes their
tails: f (E;mG , σG , α, n), where the parameters mG and σG
describe the mean and standard deviation of the Gaussian
core, respectively, while the parameters α and n describe the
tail.

The average response is estimated with the fitted value
of mG . Its value, as a function of the z position, is shown in
Fig. 14 (top). The effect of the saturation is only partially cor-
rected through this procedure: the consequence of the gain
loss is reduced by about 15% in correspondence of the small-
est distance tested, z = 5 cm. Yet, this small improvement
indicates that it is possible to roughly infer the z position
through a similar regression technique, where the target vari-
able is z, instead of E. This procedure will be discussed in
Sect. 5. The same procedure, applied on data samples with
variable energy and variable z position, would allow to build
the model of the correction with larger sensitivity to z, thus
resulting in an improved correction of the saturation effect.

On the other hand, it is evident that the MVA regression
improves the energy resolution for any z, by correcting effects
distinct from the saturation. The standard deviation of the
Gaussian core of the distribution is estimated by σG , repre-
senting the resolution of the best clusters. Clusters belonging
to the tails of the distribution, for which the corrections are
suboptimal, slightly worsen the average resolution. Its effec-
tive value for the whole sample is then estimated with the
standard deviation of the full distribution. The values of both
estimators are shown in Fig. 14 as a function of the z position
of the 55Fe source: for the clusters less affected by the sat-
uration (z � 15 cm) the RMS value improves from ≈ 20%
to ≈ 12%. The best clusters, whose resolution is estimated
with σG , have a resolution smaller than 10% for z � 25 cm,
when the saturation effect is small.

Fig. 13 Comparison between Erec (open squares) and E (filled circles)
normalized by the most probable value of the corresponding distribution
for z = 25 cm, on data collected with 55Fe source at a distance of
z = 10 cm (top) or z = 40 cm (bottom) from the GEM planes. A fit
with a Crystal Ball function, as described in the text, is superimposed
to each distribution

4.4 Study of the response linearity

The energy response of the detector as a function of the
impinging X-ray energy is studied by selecting clusters
reconstructed in presence of the different radioactive sources
enumerated in Table 2, in addition to the large data sample
recorded with the 55Fe source positioned at the same distance
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Fig. 14 Top: average energy response to X-rays from 55Fe source,
normalized to the most probable value of the distribution of the sample
with z = 25 cm, estimated from the raw supercluster energy Erec (red
points) and including the correction with the MVA regression, E (black
points), as a function of the z distance from the GEM planes. Bottom:
energy resolution in the same data, estimated either as the RMS of the
full distribution (open squares) or from the fitted σG of the Crystal
Ball function described in the text (filled circles), as a function of the z
distance from the GEM planes

from the GEM plane. The data used were recorded placing
the radioactive source at z = 25 cm. The average energy
response of the latter is used to derive the absolute energy
scale calibration constant. The distributions of the cluster
energy E, for the data collected with any of the radioactive
sources used, are shown in Fig. 15. The samples are selected
with a common loose preselection, and the spectra, normal-
ized to the live-time, are compared to the one measured in
data acquired without any source. This proves that the shape
of the background is common to all the data samples, thus
will be estimated from this control sample in what follows.

For each data sample a loose cluster selection, slightly
optimized for each source with respect to the loose com-
mon preselection, is applied to increase the signal over back-
ground ratio. As it is shown in Fig. 10, the energy spec-

trum of the underlying background from natural radioactivity
deposits is in general a smoothly falling distribution, while
the response to fixed-energy X-rays is a peak whose posi-
tion represents the mean response to that deposit, while the
standard deviation is fully dominated by the experimental
energy resolution. Deviations from a simple Gaussian distri-
bution are expected especially as an exponential tail below
the peak, due to non perfect containment of the energy in the
reconstructed clusters.

The average energy response is estimated through a fit
of the energy distribution, calibrated using the one to the
55Fe source, using two components: one accounting for the
non-peaking background from natural radioactivity, and one
for true X-rays deposits. The background shape is modeled
through a sum of Bernstein polynomials [61] of order n, with
n = [1 . . . 5]: the value of n and its coefficients are found fit-
ting the energy distribution of clusters selected on data with-
out the 55Fe source. The value of n is chosen as the one giving
the minimum reduced χ2 in such a fit. The signal shape is
fitted using the sum of two Cruijff functions, each of one is
a centered Gaussian with different left-right standard devia-
tions and exponential tails [62]. The two functions represent
the contribution of the Kα and Kβ lines listed in Table 2: the
energy difference between the two (denoted main line and
2nd line in the figures) is fixed to the expected value, thus in
each fit only one scale parameter is fully floating. The remain-
ing shape parameters of the Cruijff functions are constrained
to be the same for the two contributions, since they represent
the experimental resolution which is expected to be the same
for two similar energy values. While the energy difference
between the main and subleading line are well known, the rel-
ative fraction of the two contributions f2 also depends on the
absorption rate of low energy X-rays by the detector walls,
so it is left floating in the fit, with the constraint f2 < 0.3. In
particular the 55Fe source was separately characterized with
with a Silicon Drift Detectors with about 100 eV resolution
on the energy and the fraction of Kβ transitions was found
to be 18%. In the case of the Rb target, the range of energy
of the reconstructed clusters covers the region of possible
X-rays induced by the 241Am primary source impinging the
copper rings constituting the field cage of the detector. Thus
a line corresponding to Cu characteristic energy is added: its
peak position is constrained to the main Rb Kα line fixing
the energy difference 
E = K Rb

α − KCu
α to the expected

value. Since only a small contribution is expected from Cu
with respect the main Rb one, no K Rb

β is added. The normal-
ization of the Cu component is left completely floating.

The response to X-rays with lower energies than the
6 keV emitted by 55Fe have been tested with the Ti and
Ca targets listed in Table 3. As discussed earlier, in this
setup an unknown fraction of the original 6 keV X-rays also
pass through the target, so the fit to the energy spectrum
is performed adding to the total likelihood also the two-
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Fig. 15 Spectra of the
calibrated energy E for data
collected in presence of the
radioactive sources, placed at
z = 25 cm, listed in Table 2,
compared to the spectrum of
clusters reconstructed in a data
sample without any source. The
distributions are normalized to
the same live-time

components PDF expected from 55Fe contribution. While
the shape for the four expected energy lines is constrained
to be the same, except the mean values and the resolution
parameters, the relative normalization is kept floating. The
shape of the natural radioactivity background is fixed to the
one fitted on the data collected without source.

Example of the fits to the energy spectra in the data with
different X-ray sources are shown in Figs. 16 and 17.

The estimated energy response from these fits, compared
to the expected X-ray energy for each source is shown in
Fig. 18. In the graph the contributions from both Kα and Kβ

lines are shown, because both components are used in the
minimization for the energy scale in each fit. The two values
are correlated by construction of the fit model. A system-
atic uncertainty to the fitted value is considered, originating
from the knowledge of the z position of the source. Because
of the effect described in Sect. 4.2, a change in this coordi-
nate results in a change of the light yield: with the source
positioned at z = 25 cm, data with 55Fe source (shown in
Fig. 14) allow to estimate a variation 
E/
z ≈ 2%/1 cm.
An uncertainty 
z = 1 cm is assumed for the position of the
X-ray source, and the resulting energy uncertainty is added
in quadrature to the statistical one from the fit.

5 Evaluation of the z coordinate of the ionization point

The ability to reconstruct the three-dimensional position in
space of events within the detector allows, as has been shown
in [16], the rejection of those events too close to the edges of

the sensitive volume and therefore probably due to radioac-
tivity in the detector materials (GEM, cathode, field cage).
As shown in other works, the optical readout allows submil-
limeter accuracy in reconstructing the position of the spots
x–y plane [36,37]. The z coordinate can be evaluated by
exploiting the effects of electron diffusion in the gas during
the drift path. The diffusion changes the distribution in space
of the electrons in the cluster produced by the ionization and
therefore it modifies the shape of the light spot produced by
the GEM and collected by the CMOS sensor. Based on this,
a simple method was developed for ultra-relativistic particle
tracks [63], relying on σT (see for example Fig. 6).

We evaluated the z-reconstruction performance by study-
ing the behavior of several shape variables of the spots pro-
duced by the 55Fe source, and therefore at a fixed energy,
as a function of the z coordinate of the source (z55Fe in the
following).

The variable that showed a better performance is ζ defined
as the product of the Gaussian sigma fitted to transverse pro-
file of the spots (see Fig. 6) σT and the standard deviation of
the counts per pixel inside the spots Irms. Figure 19 shows
on the left the distribution of ζ of all reconstructed spots as
a function of nine values of (in the range from 5 to 45 cm).
For each value of z55Fe the mean value of the distribution of
ζ is superimposed together with a quadratic fit to the trend
of these averages as a function of z55Fe

As can be seen, although there are large tails in all cases,
the main part the spots provide values of ζ increasing as z
increases.
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Fig. 16 Energy spectra of reconstructed clusters in presence of differ-
ent X-ray sources. Top: Ti source. Bottom: 55Fe source (used also to
estimate the absolute energy scale calibration throughout the paper).
Blue dotted line represents the background shape, modelled on data
without any source; red dotted line represent the Kα line signal model;
red dotted line represents the Kβ line signal model. The blue continuous
line represents the total fit function

Fig. 17 Energy spectra of reconstructed clusters in presence of differ-
ent X-ray sources. Top: Cu source. Bottom: Rb source. Blue dotted line
represents the background shape, modelled on data without any source;
red dotted line represent the Kα line signal model; red dotted line rep-
resents the Kβ line signal model. The blue continuous line represents
the total fit function. As explained in the text, for the Rb target, a com-
ponent from the expected contribution of Cu induced X-rays is added,
represented by the green dashed line
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Fig. 18 Estimated average energy response versus the expected one
from the Kα (black dots) or Kβ lines contributions. The uncertainties
on each point represent the statistical contribution and the systematic
uncertainty arising from the knowledge of the z position. The dotted
line represents a perfect linear response of the detector

Fig. 19 Top: distribution of the values of ζ (see text) in the runs with
the 55Fe source at different z55Fe . Bottom: distribution of the z-residuals
at z55Fe = 20 cm with a superimposed fit to the Novosibirsk function

Fig. 20 Behaviour of the values of the � evaluated from the Novosi-
birsk function on the residuals distributions as a function of z55Fe with
a superimposed linear fit

Shown on the bottom side of the figure there is the distri-
bution of the z residuals of the clusters reconstructed from
the measured ζ for a z55Fe value of 20 cm. The distribution
of the residual was fit with a Novosibirsk function [64] and
from this fit, the value of the parameter �1 was extracted.
The � values obtained for the nine datasets at the various
positions are plotted as a function of the nine z55Fe in Fig. 20.

As can be seen, although the absolute uncertainty worsens
slightly as the distance of the spots from the GEM increases,
this method showed to be able to provide an estimate of z
of 55Fe photons interactions, with an uncertainty of less than
10 cm even for events occurring near the cathode.

6 Study of the absorption length of 55Fe X-rays

From the above studies the overall LIME performance is
found to be excellent to detect low energy electron recoils. We
then analyzed the 55Fe data to measure the average absorp-
tion length λ of the 55Fe X-rays. As we have seen, the source
mainly emits photons of two different energies (5.9 keV and
6.5 keV). For these two energy values the absorption lengths
λ in a 60/40 He/CF4 mixture at atmospheric pressure were
estimated (from [65,66]) to be 19.5 cm and 25.6 cm, respec-
tively. A variation of the order of 10% of CF4 fraction reflects
in a variation of the λ value of about 2.0 cm. In particular, an
higher amount of CF4 results in a lower λ value.

A Monte Carlo (MC) technique was then used to evaluate
the spatial distribution of the interaction points of a mixture
of photons of the two energies (in the proportions reported in
Sect. 4.4). Being the z coordinate uncertainty relatively large,
we used only the x and y coordinates to infer λ. With this
MC we then evaluated the effect of the missing z coordinate
information on the measurement of λ. In this MC we took

1 � is defined as FWHM/2.36.
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Fig. 21 λ values resulted from exponential fits to d distribution in data
taken with the 55Fe source at different z55Fe positions

into account the angular aperture of the X-rays exiting the
collimator, estimated to be 20◦. For each simulated interac-
tion point, the distance d from the source (located above the
LIME vessel) was then calculated. From the exponential fit
of the d distribution, we obtained a simulated expected value
of the effective absorption length λe f f = 20.4 cm.

In data we then studied the reconstructed d values in runs
taken with the 55Fe source at the nine different distances from
the GEM. Some variation of the reconstructed value of λ as
a function of the range of y studied was found, with large
uncertainties in the regions far from the GEM centre where
optical distortions are more important. For this reason, our
study was carried out eliminating the bands of the top and
bottom 6 cm in y.

The background distribution in the region of interest was
obtained from runs taken without the source. The distribution
of d values in this case was found to be substantially flat. The
distribution in 55Fe events was then fitted to an exponential
function summed to a constant term fixed to account for the
background events.

To study possible systematic effects introduced by the
charge transport along the drift field, the reconstructed λ was
first evaluated at different 55Fe source positions along the
z-axis and shown in Fig. 21.

Variations of the order of 3.0 cm around the mean value,
which is estimated to be 22.4 cm, are visible, however no
clear systematic trend is present.

Figure 22 shows the distribution of the values of d evalu-
ated at all the z55Fe with a superimposed fit.

This analysis provides a value reasonably in agreement
with the expected one, given the statistical fluctuations and
possible systematic errors not accounted here.

A more relevant result lies in the fact that in this measure-
ment no systematic effects due to the position of the spots
were revealed, either in the x–y plane of the image or versus
z55Fe . This allows us to conclude that the charge transport

Fig. 22 Distribution of d with superimposed exponential fit for all the
data at all distance of 55Fe source from the GEM plane

Fig. 23 Atmospheric pressure recorded during the runs acquired for
the test on the LIME’s response stability

and detection efficiency within the sensitive volume of the
detector shows good uniformity.

7 Long term stability of detector operation

A DM search is usually requiring long runs of data-taking of
months or even years. This imposes the capability to monitor
the stability of the performance of the detector over time. We
then evaluate the stability of the LIME prototype by main-
taining the detector running for two weeks at LNF. Without
any direct human intervention, runs of pedestal events and
55Fe source runs were automatically collected. In two occa-
sions, data were not properly saved because of an issue with
the internal network of the laboratory.

The laboratory is equipped with a heating system to keep
the temperature under control. Therefore in this period the
room temperature was found to be quite stable with an aver-
age value of 298.7 ± 0.3 K. In the same period the atmo-
spheric pressure showed visible variations with an important
oscillation of about 15 mbar in the latest period of the test as
it is shown on the bottom in Fig. 23.

The average number of photons in the spots of 55Fe X-ray
interactions was evaluated and its behavior (normalised to
the initial value) is shown on the top in Fig. 24.
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Fig. 24 Behavior of the number of photons as a function of elapsed
time normalised to the initial value (top) and as a function of the atmo-
spheric pressure (bottom) with a superimposed linear fit

The detector light yield shows an almost constant increase
during the whole data-taking period. This behavior can be
directly correlated with the variation of the gas pressure as
shown on the bottom of Fig. 24.

From the result of the superimposed linear fit, we evalu-
ated a light yield decrease of about 0.6% per millibar due to
the expected decrease of the gas gain with the increasing of
the gas density [67].

8 Background evaluation at LNF

The data taken with the LIME prototype at LNF in absence of
any artificial source were analyzed. A number of interactions
of particles in the active volume were detected. The origin of
these particle can be ascribed to various sources, primarily
the decays of radioactive elements present in the materials
of the detector itself and of the surrounding environment and
cosmic rays. Those interactions are to be considered as a
background in searches for ultra-rare events as the interac-
tion of a DM particle in the detector. A first assessment of
this background is therefore necessary to understand how
to improve in future the radiopurity of the detector itself.
Shielding against cosmic rays can be achieved by operating
the detector in an underground location (as INFN LNGS)
while the effect of the radioactivity of the surrounding envi-
ronment can be largely mitigated by using high radiopurity

passive materials (as water or copper) around the active vol-
ume of the detector.

The analysis of the images reveals the presence of sev-
eral interactions that the reconstruction algorithm is able to
identify with a very good efficiency. Due to the fact that
LIME was not built with radiopure materials and given the
overground location of the data-taking, crowded images are
usually acquired and analyzed. Sometimes, because of the
piling-up of two or more tracks in the image, the recon-
struction can lead to an inaccurate estimate of the number
of tracks. Because the iterative procedure of the step (iii) of
the reconstruction, described in Sect. 4.1, when a long clus-
ter is reconstructed all the pixels belonging to it are removed.
This implies that in the next iteration the pixels in the over-
lap region with another track are no more available and the
other overlapping track is typically split in two pieces. This
results in a number of reconstructed long clusters systemat-
ically higher than the true one.

In Fig. 25 (top) the distribution of the number of recon-
structed super-cluster per image in a sample of ≈ 2000
images is shown. Each image corresponds to a live-time
(i.e. the total exposure time of the camera) of 50 ms and
these images were acquired in a period of about 10 min. The
requirement ISC > 400 photons is applied on the minimal
energy of the cluster, in order to remove the contribution
of the fake clusters, as shown in Fig. 10 (top), which cor-
responds to a threshold of E � 300 eV. According to a
SRIM simulation this electron energy threshold would trans-
late into a 800 eV energy threshold for He recoils. Moreover,
this corresponds to an average rate of detected interaction of
r ≈ 250 Hz. Figure 25 (bottom) shows the distribution of the
energy sum for all the clusters satisfying the above minimum
energy threshold in one image, defined as Sthr. The average
Sthr per unit time is ≈ 6.3 MeV/s.

During the data taking a 3×3 inches NaI crystal scintillator
detector (Ortec 905-4) was used to measure the environmen-
tal radioactivity in the LNF location of LIME. The lowest
threshold to operate this NaI detector was 85 keV. A rate
of 350 Hz of energy deposits was measured. A full Geant4
simulation of the energy deposited in the NaI detector and in
the LIME active volume due to a generic photon background
was employed to scale the measured NaI rate and to predict
a 14 Hz in the LIME active volume. This can be compared
with the average rate of ≈ 20 Hz measured by counting the
number of reconstructed cluster with E > 85 keV in LIME
whose distribution is shown in Fig. 25 (middle). For this com-
parison we selected only the clusters in a central region of
the active volume where the signal to noise ratio is larger.
This corresponds to a geometrical acceptance of about 50%.
This demonstrated that at the LNF location only part of the
contribution to background is due to the external radioactiv-
ity.
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Fig. 25 Top: number of clusters reconstructed in each image with
a minimal threshold on the light yield to remove fake clusters,ISC
> 400 photons (corresponding to an energy E � 300 eV). Middle:
number of clusters with energy E > 85 keV reconstructed in each
image. Bottom: distribution of Sthr , sum of the energy for all the recon-
structed clusters in one image with energy E � 300 eV. The filled
histogram represents data without the source, while the red hollow his-
tograms represents the estimated contribution from fake clusters. All
the images have been acquired with an exposure of 50 ms

The overground location of the LIME prototype implies
that a significant flux of cosmic rays traverses the active vol-
ume, releasing energy with their typical energy pattern of
straight lines. This allows to define a cosmic rays sample
with excellent purity by applying a simple selection on basic
cluster shapes. The track length can be estimated as the major
axis of the cluster and compared with the length of a curved
path interpolating the cluster shape. By requiring the ratio of
the these two variable to be larger than 0.9, straight tracks
are selected against curly tracks due to natural radioactivity.
Further requirements are the track length being larger than
10 cm and the ratio between the σT and the length lower
than 0.1 in order to avoid tracks with small branches due
to mis-reconstructed overlapping clusters. The ratio between
the energy E associated to the cosmic ray cluster and its
length can be described in terms of the specific ionization
of a minimum ionizing particle. Using the standard cosmic
ray flux at sea level of ≈ 70 Hz m−2 sr−1 [68] we predict a
maximum rate of interaction in the active volume of ≈ 24 Hz
to be compared with a measured rate of ≈ 15 Hz.

The track length of the cosmic ray clusters reconstructed
by the camera images is in fact the x–y projection of the actual
trajectory length in 3D of the cosmic ray particles. There-
fore a MC simulation of the interaction of cosmic rays with
momenta in the range [1−100] GeV in the LIME active vol-
ume taking into account their angular distribution has been
carried out. A comparison of the specific ionization evalu-
ated on the data and MC for the cosmic rays is reported in
Fig. 26 showing a good agreement.

9 Conclusion and perspective

The search for DM particles requires a vast experimental
program with different strategies being put forward. A sen-
sitivity to DM masses below 10 GeV might be useful to test
alternative model to WIMPs. Experimental tools to infer the
DM direction would represent a powerful ingredient to reject
background events in the context of future DM searches. The
Cygno project aims at demonstrating that a gaseous TPC
with GEM amplification and optical readout, operating at
atmospheric pressure with a He/CF4 mixture might repre-
sent a viable candidate for a future generation of DM direct
searches with directional sensitivity.

In this paper we have fully described the calibration and
reconstruction techniques of electrons developed for a 50 l
prototype – named LIME – with a mass of 87 g in its active
volume that represents 1/18 of a 1 m3 detector. LIME was
operated in an overground location at INFN LNF with no
shielding against environmental radioactivity.

With LIME we studied the interaction of X-ray in the
energy range from few keV to tens of keV with artificial
radioactive source. The use of a scientific CMOS camera with
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Fig. 26 Distributions of energy divide by the total length, of clusters
identified as cosmic rays. Black points represent data, filled histogram
represents a Monte Carlo simulated sample

single photon sensitivity allowed to identify spots of light
originated by the electron recoil energy deposit in the active
gas volume. A very good linearity over two decades of energy
was demonstrated with a ≈ 10% energy resolution thanks
a regression algorithm exploiting at best all the topological
information of the energy deposits. A position reconstruction
was possible in the plane transverse to the ionization electron
drift thanks to the high granularity of the CMOS readout and
with an algorithm based on the ionization electrons diffusion
to measure the longitudinal coordinate.

Moreover the absorption length of 55Fe X-ray was mea-
sured and found compatible with the expectation demonstrat-
ing a good control of the uniformity and efficiency of the
detector. Also during a more than a week long data-taking a
remarkable stability of the detector was achieved.

Cosmic rays were also easily identified and their specific
ionization results very compatible with the usual prediction
in gas.

An analysis of the events detected in absence of any arti-
ficial source showed that the detected photon interaction rate
(about 20 Hz) can be partly understood in terms of the ambi-
ent radioactivity. However given the long integration time
(50 ms) of the sCMOS camera the pile-up of interaction in
the active volume can lead to an overestimate of the number
of interaction. This implies the necessity to operate LIME
in a shielded environment as INFN LNGS with a tenfold
reduction of the external background. This will reduce to
a negligible level the pile-up in images and will allow an

assessment of the level of radiopurity of the materials used
for LIME. This measurements will be the basis for the design
of a future Cygno DM detector.

In future a direct evaluation of the capability of LIME to
identify nuclear recoils induced by neutron will be performed
with dedicated calibration samples (as Am-Be sources or
monochromatic neutrons sources from D-D or D-T fusion
processes). According to estimates from a SRIM simulation
of the quenching factor of the nuclear recoil energy deposit
in the LIME gas mixture the energy threshold of 300 eV
translates into a 1 keV nuclear recoil energy threshold.

Given the performance of LIME in reconstructing in
details the topology of the energy deposit a very good
nuclear recoil identification down to few keV is foreseen
[46], exploiting the light distribution within the light cluster.
This will represent the fundamental element of a competitive
Cygno DM detector.
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