Lifting solutions of quasilinear convection-dominated problems
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In certain cases, quasilinear convection–diffusion–reaction equations range from parabolic to almost hyperbolic, depending on the ratio between convection and diffusion coefficients. From a numerical point of view, two main difficulties can arise related to the existence of layers and/or the non-smoothness of the coefficients of such equations. In this paper we study the steady-state solution of a convection-dominated problem. We present a new numerical method based on the idea of solving an associated modified problem, whose solution corresponds to a lifting of the solution of the initial problem. The method introduced here avoids an a priori knowledge of the layer(s) location and allows an efficient handling of the lack of smoothness of the coefficients. Numerical simulations that show the effectiveness of our approach are included.
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1. Introduction

Quasilinear advection–diffusion–reaction equations of type

\[ u_t - \nabla \cdot (D(u)\nabla u) + b(u)\nabla u + c(u) = 0, \quad (x, t) \in (0, T] \times \Omega, \]

arise naturally in many mathematical processes such as flow in porous media petroleum reservoir and groundwater aquifer simulation [1,3,6], and more generally in an extraordinary variety of chemical and biological phenomena [19]. In Equation (1), \( \Omega \) represents a bounded set in \( \mathbb{R}^n \), \( \nabla u \) denotes the gradient of \( u \) and

\[ \nabla \cdot (D(u)\nabla u) = \sum_{i=1}^{n} \frac{\partial}{\partial x_i} \left( D(u) \frac{\partial u}{\partial x_i} \right). \]
In certain cases the nonlinear convection–diffusion–reaction equation ranges from parabolic to almost hyperbolic, depending on the ratio between convection and diffusion coefficients.

From a numerical point of view, two main difficulties can arise in the solution of this kind of problems related to the existence of layer(s) and/or the non-smoothness of the coefficients. As far as the first difficulty is concerned, numerical methods defined on uniform grids suffer from severe non-physical oscillations or excessive numerical diffusion. These unphysical behaviours can be eliminated considering several approaches (see, for instance [7–10,14,16–18,22]. The numerical difficulties due to the lack of smoothness when Newton’s method is used to solve the algebraic system resulting from the discretization are considered, for example, in [2,4,11,12].

The aim of this paper is to present a new numerical method for solving the steady-state boundary value problem (BVP)

\[-D \Delta u + b(u) \nabla u + c(u) = 0 \quad \text{in } \Omega = (0, 1),
\]

\[u(0) = A, \quad u(1) = B, \quad (2)\]

with \(B \neq A\), which handles efficiently the difficulties posed by the convection-dominated case.

The idea underlying our method is that to solve a problem with a mesh of high density in the layer(s) is equivalent to solving a modified equation with a more regular solution in an equidistant mesh. Roughly speaking, we define a mesh-generating function such that the initial BVP is equivalent to a modified problem, whose solution is a first-order polynomial. This corresponds to selecting a mesh with a density proportional to the gradient of \(u\). In fact, let \(u\) be the solution of (2), and let \(x = g(\xi)\) be the mesh-generating function. If \(\bar{u}(\xi) := u(g(\xi))\) we choose \(g\) such that \(\bar{u}(\xi) = (B - A)\xi + A\) is a solution of (2), and then

\[\bar{u}_\xi(\xi) = u_x(g(\xi))g_\xi(\xi) = (B - A),\]

which corresponds to consider \(g\) such that

\[\frac{1}{g_\xi(\xi)} = \frac{u_x(g(\xi))}{B - A}, \quad (3)\]

where \(1/g_\xi(\xi)\) stands for a representation of the mesh density.

We represent the derivatives of \(u\) and \(g\) by \(u_x\) and \(g_\xi\), respectively. The second-order derivatives will be denoted by \(u_x^2\) and \(g_\xi^2\).

The change of variable considered transforms problem (2) into a differential equation – the mesh equation – where the dependent variable is \(g\). A new method for solving this mesh problem is proposed, leading to an approximation \(g_k(\xi_i)\) of \(g(\xi_i)\). It can be proved that \(u_h(x_i) = (B - A)\xi_i + A\) is the solution of a non-standard finite-difference discretization of (2), defined on the non-equidistant mesh \(\{g_k(\xi_i)\}\) computed with the proposed method.

The non-standard finite-difference discretization for \(u_h\) is inconsistent in the computational grid \(\{g_k(\xi_i)\}\), but it is consistent in the mesh defined by \(\{g(\xi_i)\}\). Nevertheless we show that such finite-difference discretization is convergent with respect to \(\|\cdot\|_\infty\). The convergence properties of the finite-difference approximation of the mesh equation play a central role in the convergence analysis carried on for \(u_h\).

The advantage of our approach is that the solution of only one equation – the mesh equation – gives not only the localization of the layers but also the solution of (2) and allows an efficient handling of the lack of smoothness of the coefficients. An extension of the procedure for multidimensional domains of type \(\Omega = \prod_{i=1}^n (a_i, b_i)\) is being addressed.

The paper is organized as follows. In Section 2 we define a mesh-density function and construct the mesh equation. In Section 3 a discretization of the mesh equation is studied, and we prove...
that the numerical solution computed in such a mesh is a solution of a non-standard, nonlinear, finite-difference method. The convergence of the finite-difference solution obtained with the non-standard, nonlinear method defined on general non-uniform meshes is studied in Section 4. Finally, in Section 5, some numerical simulations are presented.

2. The mesh equation

Let us consider problem (2). Under the assumption that $c_y(y) \geq c_0'$, $\forall y \in \mathbb{R}$, where $c_0'$ is a positive constant, problem (2) has a unique solution as stated, for example, in [21]. If we solve it using a reasonable step-size and a standard numerical method, like centred finite-difference (CFD) approximations, results are very inaccurate (Figure 1). For a constant diffusion coefficient $D$, $A = 1$, $B = -1$, $c(y) = 0$, $b(y) = y$, problem (2) has the solution

$$u(x) = \begin{cases} \frac{1 - e^{-D^{-1}(1/2-x)}}{1 + e^{-D^{-1}(1/2-x)}}, & x \in \left[0, \frac{1}{2}\right], \\ \frac{-1 - e^{-D^{-1}(-1/2+x)}}{1 + e^{-D^{-1}(-1/2+x)}}, & x \in \left(\frac{1}{2}, 1\right], \end{cases}$$

(see [21]).

To obtain accurate solutions, presenting no numerical dispersion, CFD should be used with a step-size satisfying

$$h \leq \frac{2D}{\|b\|_{\infty}}$$

(see [21]). In Figure 2 we plot the numerical results obtained with a uniform grid with step-size $h = 0.02$.

![Figure 1. Exact ($u$) and numerical ($u_h$) solutions of Equation (2) for $A = 1$, $B = -1$, $D = 10^{-2}$, $b(y) = y$, $c(y) = 0$ by using a uniform grid with step-size $h = 0.1$.](image-url)
Figure 2. Exact \((u)\) and numerical \((u_h)\) solutions of (2) for \(A = 1, B = -1, D = 10^{-2}, b(y) = y, c(y) = 0\), by using a uniform grid with step-size \(h = 0.02\).

If upwind methods are used and \(u\) changes sign at some \(\bar{x} \in (0, 1)\), which is not \textit{a priori} known, we do not know where to switch the discretization of \(u_x\) from forward to backward or from backward to forward. This approach would imply the use of upwind coupled with some ‘layer predictor’ to identify the turning point of \(b\). In the case \(u\) does not change sign it is well known that upwind method will produce solutions with a big amount of numerical dissipation.

Let \(g : [0, 1] \rightarrow [0, 1]\) be such that \(g(0) = 0, g(1) = 1\) and \(g_\xi(\xi) \neq 0\forall \xi \in (0, 1)\). By \(\bar{u}(\xi)\) we represent \(u(g(\xi))\). In the following result we establish a characterization for \(g\) such that \(u(x) = \bar{u}(g^{-1}(x)) = (B - A)\xi + A\) is the solution of (2) at \(x = g(\xi)\).

**Proposition 1** Let \(g : [0, 1] \rightarrow [0, 1]\) be such that \(g(0) = 0, g(1) = 1, g_\xi(\xi) \neq 0, \forall \xi \in (0, 1)\), and \(\bar{u}(\xi) = (B - A)\xi + A\). If the mesh function \(g\) satisfies the BVP

\[
D(B - A)g_{\xi\xi} + \tilde{b}(\xi)(B - A)g_\xi^2 + \tilde{c}(\xi)g_\xi^3 = 0 \quad \text{in} \ (0, 1),
\]

\[
g(0) = 0, g(1) = 1,
\]

then \(\bar{u}(\xi) = (B - A)\xi + A\) is the solution of Equation (2) at \(x = g(\xi)\).

**Proof** Considering \(x = g(\xi)\) in Equation (2) we obtain

\[
-D\ddot{u}_{\xi\xi} + \left(\frac{D}{g_\xi^2} \ddot{u} + \frac{\tilde{b}_\xi}{g_\xi} + \tilde{c}\right) = 0 \quad \text{in} \ (0, 1)
\]

\[
\ddot{u}(0) = A, \quad \ddot{u}(1) = B.
\]

Then taking \(\ddot{u}_{\xi\xi} = 0\), we conclude the proof.

We observe that if the coefficient functions \(b\) and \(c\) are continuous then Equation (5) has a unique solution [20].
We note that the procedure in Proposition 1 corresponds to selecting \( g \) such that
\[
\frac{1}{g_\xi} = \frac{u_x}{B - A}.
\]

Defining the mesh density \( d(\xi) \) by \( 1/g_\xi \), this last equation corresponds to the natural choice of selecting \( d(\xi) \) proportional to the solution gradient \( u_x \).

To clarify the meaning of this change of variable, we consider in the next examples two particular cases.

**Example 1**  Let us consider \( c = 0, A = 0, B = 1 \) and \( b = \) constant. The solution of Equation (5) is given by
\[
g(\xi) = \frac{D}{b} \ln(1 + \xi(e^{b/D} - 1)).
\] (7)

The mesh defined by Equation (7), \( x_i = g(\xi_i), \xi_i = i/N, i = 1, \ldots, N - 1 \), locates accurately the boundary layers, as can be seen from Table 1.

Figures 3 and 4 show the plots of \( g \), respectively, with \( b > 0 \) and \( b < 0 \) for \( D = 10^{-2} \).

For \( b = 1 \) and \( N = 10 \) the first node \( x_1 = 1 - O(D) \), where \( O(D) \) represents a function of \( D \) that converges to zero as \( D \) goes to zero. We observe that all nodes are located in \([g(\xi_1), 1]\).

<table>
<thead>
<tr>
<th>( D )</th>
<th>( g(\xi_1) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^{-2} )</td>
<td>0.9770</td>
</tr>
<tr>
<td>( 10^{-3} )</td>
<td>0.9977</td>
</tr>
<tr>
<td>( 10^{-4} )</td>
<td>0.9998</td>
</tr>
</tbody>
</table>

Table 1. The first node \( x_1 \) for \( b = 1 \), \( N = 10 \) and different values of \( D \).

Figure 3. The plot of \( g \) for \( b = 1 \).
Example 2  Let us assume that \( b \) is non-constant with \( b \neq 0 \) in \((0, 1)\), and \( c = 0 \). From Equation (5) we obtain

\[
-\frac{g_{\xi\xi}}{g_{\xi}} = \frac{\tilde{b}(\xi)}{D} \tag{8}
\]

and then

\[
d(\xi) = \frac{1}{D} \int_{0}^{\xi} \tilde{b}(s) ds, \quad \xi \in (0, 1]. \tag{9}
\]

If \( b > 0 \) in \([0, 1]\) then the mesh-density function \( d \) is an increasing function of \( \xi \), which means that a boundary layer exists at \( x = 1 \). On the other hand, if \( b < 0 \) in \([0, 1]\), then \( d \) is a decreasing function of \( \xi \) and the boundary layer is located at \( x = 0 \).

In the case that \( \tilde{b} \) changes sign in \((0, 1)\) for some \( \xi_c \), \( d \) is not a monotone function. Let us consider, for instance, that \( \tilde{b}(\xi) > 0 \) in \([0, \xi_c]\) and \( \tilde{b}(\xi) < 0 \) in \((\xi_c, 1]\). As before, we conclude that \( d \) is an increasing function in \([0, \xi_c]\) and a decreasing function in \((\xi_c, 1]\), which indicates the existence of an internal layer at \( \xi = \xi_c \). If we consider \( \tilde{b}(\xi) < 0 \) in \([0, \xi_c]\) and \( \tilde{b}(\xi) > 0 \) in \((\xi_c, 1]\), we expect two boundary layers located at \( x = 0 \) and \( x = 1 \).

In Examples 1 and 2, an interpretation of the mesh-density function in some particular cases was given. In a general case, mesh Equation (5) cannot be solved exactly. Next section is devoted to the study of numerical discretizations of Equation (5).

We point out that the approach introduced in this paper for one-dimensional domain can be generalized to domains of type \( \Omega = \prod_{i=1}^{n} (a_i, b_i) \). In fact, considering in Equation (1) \( x = (x_1, \ldots, x_n) \) with \( x_i = g_i(\xi_i), g_i : [0, 1] \to [a_i, b_i], i = 1, \ldots, n \), problem (1) is equivalent to a modified system of differential equations in the dependent variables \( g_1(\xi_1), \ldots, g_n(\xi_n) \).
3. The discrete mesh equation

Let $v_h$ and $v_k$ be mesh functions defined in the meshes $\{x_{\ell}, \ell = 0, \ldots, N\}$ and $\{\xi_{\ell}, \ell = 0, \ldots, N\}$, respectively, with

$$x_0 = \xi_0 = 0, \quad x_N = \xi_N = 1, \quad x_{\ell+1} - x_{\ell} = h_{\ell+1}, \quad \ell = 0, \ldots, N - 1, \quad k = \frac{1}{N}.$$ 

By $D_{c,x} v_h$ we represent the first-order centred difference

$$D_{c,x} v_h(x_i) = \frac{v_h(x_{i+1}) - v_h(x_{i-1})}{h_{i+1} + h_i}. \quad (10)$$

The centred difference $D_{c,\xi} v_k$ is defined analogously to Equation (10) in the uniform grid $\{\xi_{\ell}\}$.

The centred difference operator $D_{2,x} v_h$ is given by

$$D_{2,x} v_h(x_i) = \frac{h_i v_h(x_{i+1}) - v_h(x_i)(h_{i+1} + h_i) + h_{i+1} v_h(x_{i-1})}{h_{i+1} h_i (h_{i+1} + h_i)/2}. \quad (11)$$

$D_{2,\xi} v_k(\xi_{\ell})$ represents the standard centred difference operator defined in a uniform mesh of step-size $k$. Finally, by $D_{-x}$ and $D_{-\xi}$ we represent the backward operators for mesh functions with values in the meshes $\{x_{\ell}\}$ and $\{\xi_{\ell}\}$, respectively.

We consider the following discretizations of the mesh Equation (5):

1. If $B > A$

$$D(B - A) D_{2,\xi} g_k(\xi_i) + D_{-\xi} g_k(\xi_{i+1}) D_{-\xi} g_k(\xi_i) ((B - A) \bar{b}_i + \bar{c}_i D_{-\xi} g_k(\xi_{i+1})) = 0, \quad (12)$$

for $i = 1, \ldots, N - 1$, with $g_k(\xi_0) = 0, \ g_k(\xi_N) = 1$;

2. If $B < A$

$$D(B - A) D_{2,\xi} g_k(\xi_i) + D_{-\xi} g_k(\xi_{i+1}) D_{-\xi} g_k(\xi_i) ((B - A) \bar{b}_i + \bar{c}_i D_{-\xi} g_k(\xi_i)) = 0, \quad (13)$$

for $i = 1, \ldots, N - 1$, with $g_k(\xi_0) = 0, \ g_k(\xi_N) = 1$.

In the following we consider $B > A$. For $B < A$ similar results are obtained.

**Proposition 2** Let us assume that $B > A$ and that the spatial mesh $\{x_i\} = \{g_k(\xi_i)\}$ is computed using the finite-difference method (12). Then $u_h$ given by

$$u_h(x_0) = A, \ u_h(x_N) = B, \ u_h(x_i) = \bar{u}(\xi_i) = (B - A) \xi_i + A, \ i = 1, \ldots, N - 1, \quad (14)$$

satisfies, for $i = 1, \ldots, N - 1$,

$$-D D_{2,x} u_h(x_i) + \bar{b}_i D_{c,x} u_h(x_i) + \bar{c}_i \left( 1 + \frac{h_{i+1} - h_i}{h_{i+1} + h_i} \right) = 0, \quad (15)$$

where $h_{\ell} = x_{\ell} - x_{\ell-1} = g_k(\xi_{\ell}) - g_k(\xi_{\ell-1}), \ \ell = 1, \ldots, N$. 
Proof The mesh \( \{g_k(\xi_i)\} \) is defined by Equation (12), which is equivalent to

\[
2k(B - A)D \frac{g_k(\xi_{i+1}) - 2g_k(\xi_i) + g_k(\xi_{i-1})}{(g_k(\xi_{i+1}) - g_k(\xi_i))(g_k(\xi_i) - g_k(\xi_{i-1}))} + 2k(B - A)\bar{b}_i \\
+ 2\bar{c}_i (g_k(\xi_{i+1}) - g_k(\xi_i)) = 0.
\]

(16)

Noting that

\[
uh(x_i) = (B - A)(\xi_{i+1} - \xi_{i-1}) = 2k(B - A)
\]

and also

\[2kD_{c,\xi}g_k(\xi_i) = h_i + h_{i+1}, \quad k^2D_{2,\xi}g_k(\xi_i) = h_{i+1} - h_i, \quad kD_{-\xi}g_k(\xi_{i+1}) = h_{i+1},\]

we conclude that \( u_h \) satisfies

\[D \frac{h_{i+1} - h_i}{h_i h_{i+1}} (uh(x_{i+1}) - uh(x_{i-1})) + \bar{b}_i (uh(x_{i+1}) - uh(x_{i-1})) + 2\bar{c}_i h_{i+1} = 0.
\]

(17)

Finally, as \( u_h(x_{i+1}) - 2uh(x_i) + uh(x_{i-1}) = 0 \), we establish from Equation (17) that

\[D \left((-uh(x_{i+1}) - 2uh(x_i) + uh(x_{i-1})) \frac{h_{i+1} - h_i}{h_i h_{i+1}} + \frac{h_{i+1} - h_i}{h_i h_{i+1}} (uh(x_{i+1}) - uh(x_{i-1})) \right)
\]

\[+ \bar{b}_i (uh(x_{i+1}) - uh(x_{i-1})) + 2\bar{c}_i h_{i+1} = 0,
\]

(18)

which allows us to conclude that \( u_h \) satisfies Equation (15). 

We proved that the approximation \( u_h(x_i) \) of \( u(x_i) \) defined by \( u_h(x_i) = (B - A)\xi_i + A \) for \( x_i \) such that \( \xi_i = g(\xi) \) is solution of the nonlinear difference Equation (15) computed in the mesh given by Equation (12). Following this result we solve mesh Equation (12) obtaining \( g_k(\xi_i) \), that is, the mesh point \( x_i \) where the numerical approximation for the solution is evaluated. The solution of the mesh equation furnishes immediately an approximated solution for problem (2).

At this point it could be asked what is the advantage of replacing the direct solution of problem (2) by the solution of mesh Equation (5) using Equation (12), as stated in Proposition 2. Two main points can be argued:

- the numerical solutions obtained using Equation (12) are convergent, positive, and non-oscillatory, as we will prove in what follows.
- the smoothness of the coefficient functions is irrelevant in the procedure, which is not the case when Equation (2) is solved.

**Theorem 1** Let \( c \) be positive and \( g_k \) be defined by Equation (12). Then \( g_k(\xi_i) \geq 0, i = 0, \ldots, N, \) and

\[g_k(\xi_{i+1}) \geq g_k(\xi_i), \quad i = 1, \ldots, N - 1.
\]

(19)

**Proof** Let \( G : \mathbb{R}^{N-1} \to \mathbb{R}^{N-1}, G = (G_1, \ldots, G_{N-1}), \) be the nonlinear mapping defined by

\[G_i(y_1, \ldots, y_{N-1}) = (A - B)D \frac{y_{i+1} - 2y_i + y_{i-1}}{(y_{i+1} - y_i)(y_i - y_{i-1})} + (A - B)\bar{b}_i + \bar{c}_i \frac{y_{i+1} - y_i}{k}
\]

for \( i = 1, \ldots, N - 1, \) and for \( y = (y_1, \ldots, y_{N-1}) \in \mathbb{R}^{N-1}. \)

Then Equation (12) is equivalent to \( G(g_k(\xi_1), \ldots, g_k(\xi_{N-1})) = 0. \) To prove that \( g_k \) is non-negative, it is enough to show that \( G \) is an inverse monotone function [5], which means that, if \( G(g_k) \geq 0 \) then \( g_k \geq 0. \)
If the Jacobian matrix of $G$, $JG$, is inverse monotone, by using the Mean Value Theorem for each coordinate function $G_i$ of $G$, it is easily proved that $G$ is inverse monotone. We begin by proving that $JG$ is inverse monotone. The components of $JG$ at $(g_k(\xi_1), \ldots, g_k(\xi_{N-1}))$ are defined by

\[
JG_{ij} = \begin{cases} 
\frac{D(A - B)}{k^2D_{-\xi}g_k(\xi_{i+1})^2} - \frac{\bar{c}_i}{k}, & j = i + 1 \\
\frac{D(B - A)}{k^2D_{-\xi}g_k(\xi_{i+1})^2} + \frac{D_{-\xi}g_k(\xi_i)^2}{D_{-\xi}g_k(\xi_i)^2} + \frac{\bar{c}_i}{k}, & j = i \\
\frac{D(A - B)}{k^2D_{-\xi}g_k(\xi_i)^2}, & j = i - 1 \\
0, & \text{in other cases}
\end{cases}
\]

(20)

The matrix $JG$ is a tridiagonal matrix whose diagonal entries are positive and whose non-diagonal entries are non-positive. Then every $i \in \{1, \ldots, N - 1\}$ is connected with every $j \in \{1, \ldots, N - 1\}$, which means that $JG$ is irreducible. Considering that $JG$ is diagonally dominant for all $k$, we conclude that $JG$ is a $M$-matrix and consequently $(JG)^{-1} \geq 0$ (see [15]). As $JG$ is inverse monotone, $G$ is an inverse monotone operator and, consequently, $G(g_k) \geq 0$ implies $g_k \geq 0$.

We prove in what follows that $g_k$ satisfies Equation (19). Let $v_k(\xi_i) = g_k(\xi_i) - g_k(\xi_{i-1})$, $i = 1, \ldots, N - 1$. From Equation (12) we have

\[
D(B - A)\frac{v_k(\xi_{i+1}) - v_k(\xi_i)}{v_k(\xi_i)v_k(\xi_{i+1})} + (B - A)\bar{b}_i + \bar{c}_i \frac{v_k(\xi_i+1)}{k} = 0, \quad i = 1, \ldots, N - 1.
\]

(21)

If the nonlinear mapping $G_d : \mathbb{R}^{N-1} \rightarrow \mathbb{R}^{N-1}$, $G_d = (G_{d,1}, \ldots, G_{d,N-1})$ is defined by

\[
G_{d,i}(y_1, \ldots, y_{N-1}) = D(A - B)\frac{y_{i+1} - y_i}{y_iy_{i+1}} + (A - B)\bar{b}_i - \bar{c}_i \frac{y_{i+1}}{k},
\]

for $i = 1, \ldots, N - 1$, $(y_1, \ldots, y_{N-1}) \in \mathbb{R}^{N-1}$, then Equation (21) is equivalent to $G_d(v_k(\xi_1), \ldots, v_k(\xi_{N-1})) = 0$. To prove that $g_k$ satisfies Equation (19), we prove that $v_k \geq 0$. It is enough to show that $G_d$ is an inverse monotone function. Following the proof of the inverse monotony of $G$ we study the properties of $JG_d$ at $(g_k(\xi_1), \ldots, g_k(\xi_{N-1}))$ defined by

\[
JG_{d,i} = \begin{cases} 
\frac{D(B - A)}{v_k(\xi_i)^2}, & j = i, \\
-\frac{D(B - A)}{v_k(\xi_{i+1})^2} - \frac{\bar{c}_i}{k}, & j = i + 1 \\
0, & \text{in other cases}
\end{cases}
\]

(22)

The matrix $JG_d$ is an $M$-matrix and then $G_d$ is inverse monotone. Therefore $G_d(v_k) \geq 0$ implies $v_k \geq 0$.

4. Convergence properties

In Proposition 2 it was established that the numerical solution $u_h$ defined by Equation (14) can be computed using the finite-difference scheme (15) with the mesh (12) (or (13)). For general
non-uniform meshes, the finite-difference scheme

\[ F_h(u_h) = 0 \]  

with

\[ F_h(u_h(x_i)) = -DD_{2,x}u_h(x_i) + b(u_h(x_i))D_{c,x}u_h(x_i) \]

\[ + c(u_h(x_i)) \left( 1 + \frac{h_{i+1} - h_i}{h_i + h_{i+1}} \right), \quad i = 1, \ldots, N - 1, \]

where \( u_h(x_0) = A, \) \( u_h(x_N) = B \) and \( h = (h_1, \ldots, h_N), \) is inconsistent with respect to the \( L_\infty \) norm. In fact the truncation error \( T_h \) is such that \( \| T_h \|_\infty \) does not converge to zero when \( h \to 0. \) However, we establish in what follows that method (23) is convergent, provided that the non-uniform \( \{x_i\} \) is defined by Equation (12). We start by noting that in the computational grid \( \{x_i\}, \)

\[ x_i = g_k(\xi_i), \quad i = 0, \ldots, N, \]

we have

\[ u(x_i) - u_h(x_i) = u(x_i) - \tilde{u}(\xi_i) \]

\[ = u(x_i) - u(g(\xi_i)) \]

\[ = u_x(\eta_i)(g_k(\xi_i) - g(\xi_i)), \]  

(24)

where \( \eta_i = \theta g_k(\xi_i) + (1 - \theta)g(\xi_i), \) \( \theta \in [0, 1]. \) An estimate to \( \| R_h u - u_h \|_\infty, \) where \( R_h \) denotes the restriction operator to the grid \( \{x_i\}, \) is obtained by estimating \( \| g_k - R_k g \|_\infty, \) where \( R_k \) denotes the restriction operator to the grid \( \{\xi_i\}. \) We recall that \( g_k(\xi_0) = 0, g_k(\xi_N) = 1, \) and \( g_k(\xi_i), i = 1, \ldots, N - 1, \) is a solution of \( G(g_k) = 0, \) where \( G \) is defined in the proof of Theorem 1.

It has been proved that \( JG(R_k g) \) is an \( M \)-matrix under the assumption \( c \geq 0. \) In this case it can be shown that \( \| JG(R_k g)^{-1} \|_\infty \leq C, \) where \( C \) represents a positive constant. In fact, as \( JG(R_k g) \)

\[ (JG(R_k g)R_k \hat{g})_i \geq 1, \quad i = 1, \ldots, N - 1 \]  

(25)

for a certain \( \hat{g} \) depending on \( g, \) we have

\[ \| JG(R_k g)^{-1} \|_\infty \leq \| R_k \hat{g} \|_\infty. \]  

(26)

For instance, if \( g'' < 0 \) then we can choose \( \hat{g} = -g/g'_{\min}c_0. \) Otherwise if \( g''_{\max} > 0 \) then \( \hat{g} = -g/g'_{\max}c_0\eta, \) provided that \( \eta \) is such that \(-D(B - A)\eta g''_{\max} + 1/\eta \geq 1. \)

Furthermore, we have

\[ \| JG(\tilde{g}_k) - JG(\tilde{g}_k) \|_\infty \leq L\| \tilde{g}_k - \tilde{g}_k \|_\infty, \quad \tilde{g}_k, \tilde{g}_k \in B_\rho(R_k g) \cap D_G, \]  

(27)

where \( L \) denotes a positive constant, \( D_G \) represents the domain of \( G \) and \( B_\rho(R_k g) \) denotes the open ball centred at \( R_k g \) and radius \( \rho. \) For instance, Equation (27) holds with \( \rho \) such that \( \rho < \min_i g(\xi_i) - g(\xi_{i-1}). \)

Using Lemma 3.5 and Theorem 3.6 of [13] we conclude, from Equations (26), (27) and from the consistency of the discretization (12) with (5), the following:

\[ \| R_h u - u_h \|_\infty \longrightarrow 0, \quad k \longrightarrow 0, \]  

(28)

that is, method (23) is convergent.
5. Numerical results

In this section we illustrate the performance of the procedure.

Example 3  Let us consider the steady convection–diffusion–reaction BVP

\[-Du_{xx} + (u - 0.5)u_x + p u^2 = 0 \quad \text{in } (0, 1),\]
\[u(0) = 1, \quad u(1) = 0,\]  

(29)

where \(p\) is a positive parameter and \(D = 10^{-2}\).

In Figure 5 we plot three solutions:

1) the reference solution obtained with a CFD scheme defined on a uniform mesh with step-size \(h = 10^{-2}\) (circles);
2) the lifting solution computed with \(k = 10^{-1}\) (squares);
3) an upwind solution (stars) computed with

\[-DD_{x,2}u_h(x_i) + u_h(x_i)D_{x}u_h(x_i) - 0.5D_xu_h(x_i) = 0, \quad i = 1, \ldots, N - 1,\]  

(30)

with \(u_h(x_0) = 1, u_h(x_N) = 0,\) for \(h = 10^{-1}\).

As proved previously, a positive and non-oscillatory lifting solution is obtained with no restriction on \(k\). We observe that the proposed lifting solution presents the most accurate result even when a coarse mesh is employed.

In Figure 6 an upwind solution computed with \(h = 10^{-2}\) (stars) is compared with the lifting solution defined with \(k = 10^{-1}\) (squares). This solution still exhibits numerical dissipation.

Figure 7 illustrates the behaviour of the lifting solutions of Equation (29) for increasing values of \(p\). The computations have been made using mesh points plotted in Figure 8. The internal

Figure 5. Numerical solutions of Equation (29) (\(p = 0.01, D = 10^{-2}\)) obtained with the upwind Scheme (30) for \(h = 10^{-1}\) (stars), by using the mesh solution defined by Equation (13) with \(k = 10^{-1}\) (squares) and the reference solution (circles).
boundary layer is correctly located moving to the left as $p$ approaches 1. We note that for each problem the numerical $x$-grid is the projection in the vertical axe of the grid points.

**Example 4** Let us consider the steady convection–diffusion BVP

$$-Du_{xx} + (u - a)u_x = 0 \quad \text{in} \ (0, 1),$$

$$u(0) = 0, \quad u(1) = 1,$$

(31)

with $a \in [0, 1)$ and $D = 10^{-2}$. For $a = 0$, we have Burger’s equation.
Figure 8. Numerical grids defined by Equation (13) for the BVP (29) obtained with $k = 10^{-1}$.

In Figure 9 we plot the reference solution (circles) obtained with a CFD scheme defined on a uniform mesh with stepsize $h = 10^{-2}$ and the lifting solution (squares) obtained with $k = 10^{-1}$.

Figure 10 shows the behaviour of the lifting solutions for different values of $a$. We can observe for $a = 0$ and $a = 0.75$ a boundary layer, respectively, located at $x = 1$ and $x = 0$. For $a = 0.25$ and $a = 0.5$ the solution has two internal layers. The computations have been made using mesh points plotted in Figure 11.

Figure 9. The reference solution for Equation (31) ($a = 0, D = 10^{-2}$) (circles) and the lifting solution for $k = 10^{-1}$ (squares).
6. Conclusions

A new method to numerically solve BVPs of type (2) is presented in this paper. The difficulties of the numerical solution of such BVPs are associated with the localization of layers, boundary layers and/or internal layers, which are not a priori known. Then the computation of a numerical approximation for the solution (2) usually involves the following three steps:

- (i) the localization of the layer(s) by solving the BVP with some ‘predictor’ method,
- (ii) the definition of the non-uniform grid,
- (iii) the computation of the numerical solution defined on the non-uniform grid.
The numerical method introduced in this paper has only one step: step (ii). In fact we only need to compute a mesh function \( g \) with the ‘natural’ property that the mesh density, represented by \( 1/g_\xi \), is proportional to \( u_x \), where \( u \) is the solution of the BVP. Once we compute \( g_k(\xi_\ell) \) – an approximation of \( g \) at a uniform grid \( \xi_\ell \) – the numerical approximation \( u_h(x_\ell) \) of \( u(x_\ell) \) for \( x_\ell = g_k(\xi_\ell) \) is immediately given by \( u_h(x_\ell) = (B - A)\xi_\ell + A \).

As our approach avoids steps (i) and (iii), usually followed by methods defined on non-uniform grids, our method requires less memory.

We established in Proposition 2 that the numerical solution obtained with our procedure can be computed using the non-standard, nonlinear, finite-difference scheme (15), defined on a non-uniform mesh given by Equation (12) (or (13)). As this scheme is first-order convergent we conclude that the approach introduced leads to a first-order approximation for the solution of BVP (2). We remark that CFD schemes and upwind schemes are second and first-order convergent on non-uniform grids, respectively.

It is well known that centred schemes are second-order consistent, but they produce oscillatory solutions when a reasonable number of mesh points are used (Figures 1 and 2). Upwind schemes introduce a big amount of numerical dissipation and to decrease such dissipation the numerical mesh should be refined (Figures 5 and 6). The proposed methodology, while using coarser grids, represents in a certain sense a qualitative compromise between upwind methods and centred methods: it is unconditionally non-oscillatory as upwind schemes, and it exhibits non-diffusive profiles as centred methods.
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