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Abstract

The forecast of a construction project is a task of great importance when it comes
to the management of a said project. Bridge construction is a very complex task
with many unpredictable factors that can delay deadlines and increase final costs.

This thesis aims to formulate two different predicting models based on Artificial
Intelligence (AI) that may help to alleviate and accelerate a process that is mostly
manual and tedious. Those two models have different goals. The goal of the
first is to estimate the cost of a bridge given multiple features. The second is to
forecast the cost of a specific item for a given date.

The first goal was achieved with acceptable results, given the quality of the data,
with an R2 of 0.878, using a Multi-layer Perceptron. An exhaustive search to find
its best parameters was performed.

The second goal was supported by a BERD’s dataset of a real budget of a bridge
between the cities of Porto and Gaia, used in conjunction with the UK’s monthly
costs of building materials to create a forecasting system. It is not ideal to use
UK’s cost values instead of Portuguese ones, but, there is a lack of good cost
data and this is a merely a proof of concept. Nevertheless, the results were a
success. The final version of this system underwent an exhaustive search for the
best parameters of a TCNN and had a MAPE of 2.972 for a given item.

These results prove that it is possible, and useful, to use Artificial Intelligence (AI)
for bridge cost forecasting. For the most part, these models show a promising
collaboration between experts in budgeting and Artificial Intelligence (AI)

Keywords

Machine Learning, Cost estimation, Bill of Materials, Regression Analysis, Artifi-
cial Neural Networks
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Resumo

A previsão de um projeto de construção é uma tarefa de grande importância
quando se trata da gestão de um tal projeto. A construção de pontes é uma tarefa
muito complexa, com muitos fatores imprevisíveis que podem atrasar os prazos
e aumentar os custos finais.

Esta tese visa formular dois modelos diferentes de previsão baseados na Inteligên-
cia Artificial (IA) que podem ajudar a aliviar e acelerar um processo que é, na sua
maioria, manual e enfadonho. Estes dois modelos têm objetivos diferentes. O
primeiro objetivo é o de estimar o custo de uma ponte, dadas as múltiplas carac-
terísticas. O segundo é prever o custo de um item específico para uma determi-
nada data.

O primeiro objetivo foi alcançado com resultados aceitáveis, dada a qualidade
dos dados, com um R2 de 0,878, usando um Multilayer Perceptron. Foi realizada
uma pesquisa exaustiva para encontrar os seus melhores parâmetros.

O segundo objetivo foi apoiado por um conjunto de dados do BERD de um orça-
mento real de uma ponte entre as cidades do Porto e Gaia, utilizado em conjunto
com os custos mensais do Reino Unido de materiais de construção para criar um
sistema de previsão. Não é ideal utilizar os valores de custos do Reino Unido
em vez dos portugueses, mas faltam bons dados de custos e isto é apenas uma
prova de conceito. No entanto, os resultados foram um sucesso. A versão final
deste sistema passou por uma pesquisa exaustiva dos melhores parâmetros de
um TCNN e teve uma MAPE de 2,972 para um determinado item.

Estes resultados provam ser possível, e útil, utilizar a Inteligência Artificial (IA)
para a previsão de custos de pontes. Na sua maioria, estes modelos mostram
uma colaboração promissora entre especialistas em orçamentação e Inteligência
Artificial (IA)

Palavras-Chave

Machine Learning, Estimativa de Custos, Bill of Materials, Análise de Regressão,
Redes Neuronais Artificiais
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Chapter 1

Introduction

The following thesis report documents the work done from September 2021 to
January 2023 in order to conclude the Master’s degree in Data Science and Engi-
neering. The thesis was supervised by professor João Correia and professor Tiago
Martins, of the University of Coimbra. The thesis was done in collaboration with
BERD which is a Portuguese civil engineering company founded in 2006 head-
quartered in the city of Matosinhos, near Porto, that specializes in bridge and
viaduct construction.

The thesis is focused on the development of an analysis and forecast system of
bridge construction costs given existing sets of data on previous budgets, pro-
cesses, materials, quantities and costs. This data is made available by BERD, is
tabular and is extracted from the current database of the company.

The chapter that follows introduces the scope and context of the thesis, its moti-
vation, the major objectives and presents a summarized description of the docu-
ment structure.

1.1 Context

The budgeting task in construction projects, in particular bridge construction, is
an extremely important assignment for the success of said project. Currently this
task, is, for the most part, performed by human construction cost estimator ex-
perts in very subjective manner. Such a subjective study is prone to human error
and produces variable answers depending on whom the estimator is [2]. Fur-
thermore, this process is a very tedious and time-consuming one, that require
vast amounts of human resources and often leads to losses in efficiency and pro-
ductivity, as well as extended deadlines that directly and negatively impact the
decision-making processes, reflected in large losses of competitiveness and rev-
enue for the company. It has been observed that the cost projection error at the
early design stage can be as high as 20-40% of the final cost [27].

Over the last couple of decades, there has been an increase in the application of
Artificial Intelligence (AI) in the construction sector, notably in the domain of cost
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estimation [3]. The implementation of a AI system aims to solve the flaws that
are observed in the process of preliminary study and budgeting in the field of
bridge engineering. Automating this process based on objective data using AI is
important not just for enhancing efficiency and helping experts in the decision-
making process, but also for reducing subjective human variables [2].

Methodologies utilizing AI, in particular, artificial neural networks (ANNs) have
been shown to perform on pair with human experts [5]. Because they have the
ability to learn from past data as well as generalize solutions for future projects,
their potential applications in construction forecast is of great potential and im-
portance.

1.2 Motivation

The motivation behind the creation of this system for BERD is, as previously
mentioned, the benefic impact in the human resources of the company that an
information system like this, if successful, can have. By simulating the best possi-
ble preliminary budget within minutes, taking as reference the state of the art, it
would allow the employees that would previously be entrusted with the process
of cost estimation of a bridge to save large amounts of time, thus freeing them
to do other, more relevant tasks, allowing for better resource management. This
could prevent unnecessary delays in deadlines and the increased costs that come
along with it.

The three main problems that are observed in budgeting and preliminary study
in bridge engineering are:

1. The large consumption of internal resources

2. The lack of transparency of the budgeting process

3. the limited range of technical options considered, which is currently con-
fined to the knowledge of the specialists involved

1.3 Objectives

The solution presented in this thesis aims to help solve any of the three issues
presented above. In order to solve these, we defined two main objectives:

• Implementation of cost estimation regression models for the total cost of
building a bridge.

• Implementation of a cost forecasting model for specific items in a time win-
dow. In other words, a time series forecasting model.

To meet these objectives, the work of this thesis was structured according to the
following sub-objectives:

2
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• Implementation of exploratory data analysis of the clean datasets.

• Implementation of regression models to build a bridge cost forecast model
on the more relevant data subsets.

• Documentation in the best feasible way to make the system as easy to inte-
grate as possible and to allow for the integration of new data.

By delivering on these two objectives, we will be able to solve two of the three
problems stated above, more specifically, the first and third problem. Firstly, if we
achieve accurate enough models, and BERD opts in using them in their budgeting
process, the consumption of internal resources will certainly decrease, as the cost
of certain items would be quickly predicted, this way saving resources. Secondly,
these models give BERD another technical option to worth considering. The only
problem it does not solve is the second mentioned, mostly because we utilize not
easily interpretable techniques, as we will discuss in the following sections.

1.4 Document Structure

The document follows the structure presented below.

• Chapter 2 - Provides some general insight about budgeting data structures
(Bill of Materials) important in construction projects.

• Chapter 3 - The outcome of the research done is here explained. In this
chapter, several cost prediction algorithms are presented, both for cost esti-
mation (regression) and time series problems.

• Chapter 4 -All steps of the bridge cost estimation process are here described.
From detail about the datasets to the discussion of the results.

• Chapter 5 - Similar to Chapter 4 but for the time series forecasting process
instead.

• Chapter 6 - Presents the conclusions and the perspective for future work.
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Chapter 2

Background

In this chapter, I will give a background of Bill of Materials (BoM)s. First, I will ex-
plain what a BoM is, and then differentiate between Maintenance Bill of Materials
(MBoM)s and Generic Bill of Materials (GBoM)s. It is important to understand
what is a BoM because we need to understand how a budget is organized in a
computational level, even if, in the context of this thesis, we only work with the
individual costs of each item, or in other words, the nodes of a BoM.

2.1 Bill of Materials

A BoM is a diagram that lists all the components and associated quantities that
are required to manufacture, assemble or repair one unit of a finished product
or an end part of it et al. [8], its main objective is to simplify this process. This
diagram provides us with a compact, inventory oriented representation of the
requirements associated with an end product.

As can be seen in the work of Kallina et al. [20] a BoM is often represented as a tree
structure with relationships between different components and levels of the tree.
An example for a BoM as a tree structure can be seen in Figure 2.1. This figure
depicts a very simplistic BoM tree, this representation is hierarchical, where the
final product is positioned at the highest level, or root of the tree, and all levels
underneath represent the materials required for the assembling of the product,
these can be raw(or purchased parts) or assembled materials as stated by Cinelli
et al.[8]. The raw materials or purchased parts are the leaves of the tree whereas
the assembled materials are the nodes, these nodes have BoM subtrees of their
own [35].

The order of the nodes (assembled materials), is not relevant. In the work of
Romanowski et al. [35], they explain this with a great example, it does not matter
whether we say that a car has a body, wheels and transmission or a car has a
transmission, body, and wheels. As a result of this a single finished product can
have several very different BoM trees, as there is no ground rule to follow, and
each engineer has the freedom to develop their own BoM tree based on their
individual understanding of how the product going to be manufactured.
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Figure 2.1: Bill of Material tree example

There is not one single possible BoM tree for a complex product, they can differ
in three ways, as explained by Romanowski et al.[35]:

1. Structural differences, for example, the number of intermediate materials or
materials at different levels.

2. Differences in material labels.

3. Differences in both structure and materials.

Thus, two different but similar BoM trees may have the same materials but have
different structures, with some materials appearing at one level in one of the trees
and a different level in another tree. In another hand, two different BoMs can
have very identical structures but use different materials.

2.1.1 Maintenance Bill of Materials

As mentioned before, BoMs are not only used in the production of a product. For
a large-scale project, like the one this thesis is focused on, a Maintenance, Repair
and Overhaul (MRO) service is needed to ensure the production process, because
of this a normal Engineering Bill of Materials (EBoM) it should be transformed
into a MBoM. A mathematical model that ensures the correct transformation from
an EBoM to a MBoM can be seen in the work of Liu et al. [23], here accurate
mapping is possible using feature recognition rules and methods.

A MBoM is used for the management of product maintenance and is mainly
based on the regular EBoM of a product. Where it differs is that a MBoM is
more complex than an EBoM, because the relationships of product maintenance
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processes need to be added to the structural relationships of the parts [40]. While
an EBoM is a technical design structure, a MBoM is a management structure.
The transformation from an EBoM to a MBoM is necessary because the hierar-
chy relationship of components in a MBoM must be the reflection of the actual
maintenance processes, instead of the manufacturing processes [23].

Figure 2.2shows us an example of a MBoM, as we can see it mainly includes two
parts. The first part is the structure needed for the maintenance of the product,
this expresses the function relationship of different layers in the tree, which re-
flects the fault causality among every layer of the product and also shows the
maintenance minimum parts for a replacement, these are defined in the MBoM
as replaceable components. The second part is the maintenance knowledge of
each node in the structure, this can be maintenance data, like data regarding the
replaceable component, or diagnosis data, for instance, failure knowledge [17].

Figure 2.2: Maintenance Bill of Materials [17]

2.1.2 Generic Bill of Materials

The GBoM has two main aims, to help in the configuration of new variants and to
aid the search for identical components, by grouping end products into families
and combining the families into a single GBoM entity. In the work of Hegge et
al.[14] the GBoM was initially introduced, it represents a single entity product
structure that encompasses all design options for a set of similar product variants
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or product families. This makes a GBoM structure largely transparent, and it
enables the avoidance of redundancy when compared to the option of having
multiple regular BoMs, one for each product variant. The GBoM allows the user
to describe a lot of variants with a limited amount of data.

The GBoM was later extended upon by Jiao et al.[16] by adding rounting data for
high variety production, thus creating a Generic Bill of Materials and Operations
(GBoMO) structure. This new structure is based on a variant strategy, instead of
a generative one like the one discussed by Hegge et al. [14], this means that both
the product structure and its operations sequence, for all product variants, are
assumed to be common within each product family. For this reason, all changes
in a product structure and its operations are regarded as belonging to a different
product family. A GBoMO structure permits flexibility in handling the relation-
ships between components and operations, by utilizing parameters it allows the
user for a great variety of customized end products.

A procedure-oriented approach was explored by Olsen et al.[30], by combining
a few constructs from programming languages like the procedure concept, vari-
ables, the input concept and if case statements. These constructs ensure that the
GBoM is dynamic. In this approach, each component has a set of attributes that
characterize its possible variants. The portrayal of the GBoM as a program capac-
itates the system to support the user in the product variant determination task
[30].

As Romanowski et al.[35], a data mining approach to generate GBoMs was con-
ceived, Kalagnanam et al.[19] and Maiorana et al.[26] undertook similar approaches
but not for generic structures. The utilization of techniques like clustering, clas-
sification, text mining, association mining and graph based data mining offers a
new viable alternative to manual coding such as the one explored in the work
done by Olsen et al.[30], which can be very time-consuming. These techniques
showed very promising results for BoM structure building.

To better understand the GBoM structure, we first need to understand three main
concepts presented to us by Hegge et al.[14]: Primary Generic Product (PGP),
Generic Subassembly Products (GSP) and Generic End Product (GEP).

Primary generic products

Primary generic products occupy the lowest level of a GBoM, these entities con-
sist of a set of all variants of a particular primary product (also known as raw
material or component). An easy way to identify different variants within a PGP
is by utilizing different code values for each primary product. We can later uti-
lize these codes to select the appropriate variant within a PGP by means of pa-
rameters. Each combination of parameters represents a different variant within a
particular PGP [14].

For example, in Figure 2.3 a BoM of an office chair is displayed, where a possi-
ble PGP "Upholstery" could be described by a parameter "colour" with allowed
parameter values, 8113, 8114, representing the colours red and blue, respectively.
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This will enable us to, using these parameter values, describe an office chair seat
variant or even a complete chair office variant in an indirect way, Hegge et al.[14].

Figure 2.3: Office chair Bill of Materials, Romanowski et al.[35]

Generic Subassembly Products

Similarly to PGP, a GSP is a set of similar subassemblies variants. For example, in
Figure 2.3, a GSP could be the office chair seat. These variants are very similar as
they share a common structure, allowing a generic item (either a GSP or a PGP)
to exist, Jiao et al.[16].

Generic End Product

A GEP corresponds to a set of different, but very similar physical products with
similar BoM structures [14], continuing with our previous example of the office
chair, the GEP would be the office chair itself, located at the highest level of the
BoM, containing GSP variant sets and themselves containing many PGP variant
sets.
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State of the Art

The area of study regarding the topic of this thesis is not new, and so, there is a
lot of information available. In the following section, I will explain what feature
selection is and how it helps us build better models, then I will contextualize the
main forecasting algorithms that we are used in this thesis, after that review a
few evaluation metrics that are vital in understanding the results of the thesis,
and lastly I will review the related work.

3.1 Feature Selection

Feature selection is the process of selecting a subset of relevant features for use in
model construction. The goal of feature selection is to identify the most informa-
tive features and to improve the accuracy, interpretability, and generalization of
the model, states Jovic et al.[18].

There are several different techniques that can be used for feature selection, in-
cluding:

• Filter methods: These are the most commonly used due to their relatively
low computational cost and high efficiency. They analyze correlations and
redundancies between features and targets. Examples are Correlation Cri-
terion (CC) and Mutual Information (MI).

• Wrapper methods: These methods use the performance of a model to select
features. They can become computationally expensive when the feature
space dimensions large enough. An example is Naïve Bayes.

• Embedded methods: These methods use the model training process itself
to select features. For example, a Random Forests (RF).

Several approaches exist in order to select the best subsets of features, one way
is simply to test all possible combinations and select the best ones, this is called
exhaustive search or brute-force search. With the use of this technique, the best
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possible combination of features will in fact be selected but, it will require training
the model once for each combination of features, which is very computationally
heavy, particularly if the number of features is large.

The most known and used approaches are much simpler computationally effi-
cient, these are:

• Forward Feature Selection: A greedy search algorithm that starts with an
empty set of features and then iteratively adds one feature at a time to the
set, based on some performance criterion. The goal is to find the smallest
set of features that still provides good performance. The process continues
until a stopping criterion is met, such as a maximum number of features, or
a threshold performance criterion.

• Backward Elimination: a process that starts with all features and itera-
tively removes one feature at a time, based on some performance criterion,
until a stopping criterion is met. The goal is to find the smallest set of fea-
tures that still provides good performance.

Both are good enough approaches, however, their greedy nature means that they
may not always find the optimal feature set. They also don’t consider the interac-
tions of features, and the performance of a subset of features may depend on the
other features in the subset, states Jovic et al.[18].

3.2 Forecast Algorithms

Cost estimation of construction projects can be very uncertain and difficult to ac-
curately be executed, explains Alshmrani et al.[5]. Because of this, many Machine
Learning (ML) models are currently available in practice to help humans get more
precise budget estimations. Techniques such as regression analysis and Artificial
Neural Network (ANN) have been explored for this task in particular. In the fur-
ther sections, these will be expanded upon and a literature review relevant to the
thesis will be presented.

3.2.1 Cost Estimation

Linear Regression

A regression model, is, very simplified, a statistical method for investigating the
relationship between one variable and several other variables, and it is one of the
oldest prediction models, states Yan et al.[47]. Three types of regression models
exist: Linear regression, multiple linear regression and nonlinear regression.

Linear regression is the simplest out of the three. This regression algorithm tries
to model the linear relationship between two variables, a dependent one, typi-
cally denoted as y and an independent one, depicted as x. This regression model
is usually formulated as follows,
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y = β0 + β1x + ε, (3.1)

where y and x are, as previously mentioned, the dependent and independent
variables, respectively, β0 is the y-intercept, β1 is the gradient and ε is a random
error. The error is commonly assumed to be normally distributed, states Yan et
al.[47].

Multiple linear regression is very similar to linear regression, however, instead
of having only independent variable x, it has multiple ones [47]. The dependent
variable y is still, nonetheless, only one. Its regular form is as follows,

y = β0 + β1x + ... + βnxn + ε, (3.2)

where y remains the same dependent variable, β0, β1, β2, ..., βn are the coefficients
and x0, x1, x2, ..., xn are the independent variables of the multiple linear regres-
sion model. Similarly to the linear regression model ε is the error, and it is also
normally distributed [47].

The final regression model is nonlinear regression. This model accepts that the
relationship between dependent and independent variables is a nonlinear one.
One example, of many, nonlinear regression models can be written as

y =
α

1 + eβx + ε, (3.3)

where y is the dependent variable, x is the independent variable, α and β are
parameters of the model, and ε is the error. These models are usually more com-
plex than both models presented above as they require an estimation of multiple
parameters, model selection, variable selection, outlier treatment, among other
additional operations, explains Yan et al.[47].

To estimate linear and multiple linear regression models parameters β, there are
several methods to choose from, for example, the least-squares approach, R2 and
the maximum likelihood approach. The least-squares method is the most popular
method for estimating β [41], it minimizes the sum of the squares of the distance
from the observed value and the fitted value provided by the regression model,
this distance is commonly refereed as residual. The maximum likelihood method
is a method that determines the parameter values such that they maximize the
likelihood that the process described by the model produced the data that were
actually observed [41]. R2, however, measures the proportion of the variance for
a dependent variable that’s explained by an independent one, it explains to what
extent the variance of one variable influences the variance of a second variable,
for example, if the R2 of a model is 0.5, then approximately half of the observed
variation can be explained by the model’s inputs [28].
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Random Forest

In order to understand how RF work, we first need to understand how Decision
Trees (DT) work, since RFs is an ensemble model that that uses a collection of DT.

A DT is a tree-like model made up of internal nodes (also called decision nodes)
and leaf nodes (also called terminal nodes). The internal nodes represent a test
on an input feature, and each branch represents the outcome of the test. The leaf
nodes represent the predicted value of the target variable. The nodes are decision
points that have conditions, these conditions are selected by the feature that best
splits the data into subsets, exolains Westreich et al.[46], the nodes then expand
the tree into more nodes and the process is repeated until a stopping criterion is
met, often the maximum tree depth. The final result of the algorithm is a tree of
decision nodes and leaf nodes.

As previously stated, RF is a DT-based ensemble, with each tree depending on
a collection of random variables, states Cutler et al.[9]. When a RF receives an
input, it builds a set number of DTs and averages the results given by them. To
avoid correlation of different trees, RF increases tree diversity by expanding trees
from different training data subsets [34]. This process is called bagging.

Extreme gradient boosting (XGBoost)

Extreme gradient boosting (XGBoost) is a scalable DT ensemble method simi-
lar to RF that, is designed for performance and speed. Unlike RFs that use the
bagging ensemble technique, XGBoost uses, as the name suggests, a boosting en-
semble technique instead. This technique, instead of creating several parallels
DTs and averaging the result of each to obtain a result like the RF, works itera-
tively. This means that the model (a DT) will initially predict something and use
the prediction errors for the following DT, thus it will give more weightage to the
data points in which it made a wrong prediction in the next iteration, or in other
words, it particularly targets samples with higher uncertainty, explains Abedi et
al.[1]. This process continues until all DTs are built, and a result is forecasted.
Unlike a RF that uses subsets of data for each DT, XGBoost utilizes the whole
dataset for each.

Artificial Neural Networks

In the former subsection, we explored how regression algorithms can help hu-
mans in construction cost estimation tasks. Here we take a look at a more recent
approach: ANNs. Neural networks can not only fairly accurately estimate con-
struction projects costs by considering physical attributes of the project, but can
also model complex and frequently misconceived interrelationships that might
exist between variables [12]. In the work of Alex et al.[3] explain that ANN
models are very useful for solving complex cost estimation problems, this is very
much the case because ANN models are capable of:
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1. Modelling the interdependencies that invariably arise between input data,
unlike regression models which are an "a priori" model.

2. easily handling nonlinear relationships among parameters.

3. handling incomplete data sets, which are the norm when it comes to the
practical reality of cost estimation data.

The classic ANN model is inspired by the structure and performance of the bi-
ological neural network. Although biological neural networks are much more
complex, and we still do not fully understand them, ANNs show some of the
biological network’s characteristics, explains Yegnanarayana et al.[48].

A ANN consists of several interconnected Processing Units (PU), also known as
neurons, these units incorporate two main components, a summing part and an
output part. The unit’s summing part receives multiple weighted input variables
and computes a weighted sum, commonly referred to as the activation value.
The output part later uses this activation value to calculate a signal based on a
selected activation function [48]. A visual representation of an example Process-
ing Unit (PU) can be seen in Figure 3.1, here an activation value x is calculated
using a weighted sum of M input values ai, the output signal s later uses the ac-
tivation value x in the activation function f (x). These activation functions are
usually nonlinear, with three of the most commonly used being binary, sigmoid
and ReLU, states Karlik et al.[21].

Figure 3.1: McCulloch-Pitts Model of a PU [48]

To complete a pattern recognition task, a ANN connects multiple of these PUs
according to a specified topology. Dependent on the topology of the ANN the
inputs of a PU may be the outputs from another PU. The strength of a connec-
tion between two PU affects the output of one PU, this strength is represented
in the weight value associated with the connecting link between the two PUs,
states Yegnanarayana et al.[48]. The weights of all connections are normalized
and stored in a structure named weight vector. These weights are constantly
adjusted in the learning process so that the given patterns may be stored in the
ANN [48]. The weight of a particular PU in a moment t + 1 is determined by the
equation below:
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w(t + 1) = w(t) + ∆w(t), (3.4)

where ∆w(t) corresponds to the change to be applied to the weight [48].

According to multiple different learning laws, such as Hebb’s Law, Delta Law,
and Widrow-Hoff LMS Learning Law, there are many possible approaches to ex-
ecute this change to weight values of PU connections.

Ordinarily, ANNs are divided into layers of PUs. A layer’s PUs is comparable in
that they all have the same activation function. A Layer then can either connect
with other layers, known as interlayer connection or, in some specific topologies,
connect with itself, an intralayer connection.

There are two primary families of ANNs, Feedforward Neural Network (FFNN)
and Feedback Neural Network (FBNN) wherethe FFNN is the most popular type
of ANN. FFNNs are a type of ANN that only allows signals to travel one way:
from input to output. This type of ANN is ordered into layers where the first
layer is the input layer, the last layer is the output layer and every other layer
in between these two are hidden layers. Figure 3.2 shows us a FFNN with one
hidden layer.

Figure 3.2: Feedforward neural network comprised of three layers [43]

In order for a FFNN to learn, a back-propagation training algorithm is used. In
this algorithm, after each forward pass through the network, a backward pass
is performed in order to adjust the weights of the ANN. In this step the back-
propagation algorithm evaluates the predicted output given by the output layer
when compared again the expected output, this happens through a cost function.
The cost function can vary a lot, it can range from a simple mean squared error
to a more complex cross-entropy function. Based on this evaluation, the model
can adjust its weight parameters to get closer to the expected output. The ANN,
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using back-propagation, aims to minimize the cost function. This minimization
is typically done employing a gradient descent [36].

A FFNN with multiple layers is called a Multi-Layer Perceptron (MLP) and they
are the most widely studied and used ANN in practice, as explained by Yegna-
narayana et al.[48].

3.2.2 Time Series Forecast

Seasonal Autoregressive Integrated Moving Average

Seasonal AutoRegressive Integrated Moving Average (SARIMA) is a statistical
model that is used to analyze and forecast timeseries data. It combines three
types of models:

1. Autoregressive (AR): a type of model that uses lagged values of the time-
series to predict future values. For example, if the value of a timeseries
at time t is correlated with the value at time t − 1, then an autoregressive
model would be appropriate.

2. Integrated (I): a model that accounts for non-stationarity in a timeseries by
differencing the data. Non-stationarity refers to the fact that the statisti-
cal properties of a timeseries change over time. For example, the mean of
a non-stationary timeseries may increase over time, or the variance may
change. By taking the difference of the timeseries at different points in time,
a stationary timeseries is obtained, which makes it easier to model.

3. Moving Average (MA): a model that uses the residual errors from a predic-
tion made using an autoregressive model to predict the next value in the
series.

The combination of these three models gives us an AutoRegressive Integrated
Moving Average (ARIMA) model. If the system has a seasonality component,
it is necessary to use a SARIMA. This SARIMA model also includes a seasonal
component, which takes into account the fact that certain patterns in the data may
repeat at regular intervals (e.g. monthly, quarterly, etc.). The seasonal component
is characterized by the period of the seasonality (e.g. 12 for monthly data), and
the number of lags (e.g. 4 lags for quarterly data).

Recurrent Neural Networks

Recurrent Neural Networks (RNN) are a type of FFNN that allow previous out-
puts to be used as inputs while generating the output. This makes RNNs suitable
for tasks that involve sequential data, such as language modeling, translation,
and timeseries forecasting, which is the problem that we have at hand.
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A RNN takes in a sequence of input data and produces a sequence of output
data. At each step in the sequence, the RNN processes the current input and the
previous hidden state to produce a new hidden state and output. The hidden
state contains information about the past inputs processed by the RNN, allowing
it to capture dependencies between time steps. It is a very deep FFNN that has a
layer for each time step and its weights are shared across time, explains Sutskever
et al.[42].

Although RNNs are a great tool for timeseries forecasting, because of their non-
linear iterative nature, they are intrinsically difficult to train, particularly on tasks
with long-range temporal dependencies [42]. This is because the hidden state
must be propagated through the entire sequence, which can make it difficult for
the gradients to flow back through the network. Additionally, RNNs may strug-
gle to capture long-term dependencies in the data, especially if the data has a
complex structure, states Zaremba et al.[49].

In the Figure 3.3 we can observe the traditional structure of this model, where
each time step t has an activation a<t> and an output y<t>.

Figure 3.3: Architecture of a traditional RNN

Gated Recurrent Unit

Gated Recurrent Units (GRU) are a type of RNN. Like other RNNs, GRUs process
a sequence element-by-element, maintaining an internal state that encodes infor-
mation about the elements seen so far. However, GRUs differ from other RNNs
in the way they update their internal state, which allows them to better capture
long-term dependencies. GRU aims to solve the vanishing gradient problem,
which comes with a standard RNN, as said by Cho et al.[6].

As one can see from Figure 3.4, GRU have two gates: a reset gate and an update
gate. The reset gate determines what information to discard from the previous
state, while the update gate determines what information to store. These gates are
controlled by the current input and the previous hidden state, and are computed
using sigmoid activation functions, states Chung et al.[7].

The output of the GRU is a weighted combination of the previous hidden state
and the current input, where the weights are determined by the update gate. This
allows the GRU to selectively choose what information to keep from the previous
state and what information to incorporate from the current input, affirms Chung
et al.[7].
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Figure 3.4: Architecture of a Gated Recurrent Unit

Long Short-Term Memory

Long Short-Term Memory (LSTM) is, like GRU, a type of RNN. One of the key
features of LSTM is its ability to remember information for long periods of time,
which makes it particularly useful for tasks that require long-term memory [7].

Similar to GRUs, LSTMs have the update and reset gate. Where they differ is that
LSTM have two further gates: the forget gate, that determines which information
should be discarded from the cell state and the output gate, which controls the
flow of information out of the LSTM unit. By controlling the flow of information
through these gates, LSTMs can selectively remember or forget information, and
they can use this information to make predictions about future events, asserts
Cho et al.[6]. These gates interactions can be seen in Figure 3.5
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Figure 3.5: Architecture of a Long Short-Term Memory unit

Temporal Convolutional Neural Networks

Temporal Convolutional Neural Networks (TCNN) are a type of deep FFNN sim-
ilar to Convolutional Neural Networks (CNN) that is designed to process sequen-
tial data, such as timeseries, instead of image data, in short, they are designed to
operate on sequences of data rather than grids of pixels.

Because, TCNNs are a derivation of CNNs. In order to understand them, it is
important to understand CNNs. As stated before, CNNs are primarily used for
patterns recognition within image data, hence, its input will consist of images.
CNNs are comprised of three main types of layers [31], as follows:

1. Convolutional layers: Applies a set of filters to the input data in order to
extract features. The filters are learned during the training process and are
designed to detect specific patterns in the input data, such as edges, shapes,
and textures. The output of a convolutional layer is called a feature map.
Afterward, it is usually applied an activation function (e.g., sigmoid, hy-
perbolic tangent, rectified linear unit - ReLU) The layers parameters focus
around the use of learnable kernels that have small spatial dimension, but
are spread over the entire depth of the input, reveals O’Shea et al.[31].

2. Pooling layers: Used to reduce the spatial dimensions of the feature maps.
It does this by applying a pooling operation, such as max pooling or average
pooling, to each subregion of the feature maps [31]. This helps to reduce the
amount of computation required by the network by reducing the number
of parameters that need to be learned.
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3. Fully-connected layers: Standard neural network layer that connects all
the input neurons to all the output neurons [31]. This allows the network to
learn a rich set of features from the previous layers and make a prediction
or classification of the input.

An example architecture of these layers can be seen in the in Figure 3.6.

Figure 3.6: Architecture of a simple five layered Convolutional Neural Network
[31]

TCNNs, on the other hand, are designed to process sequential data, such as time-
series. They also consist of a series of convolutional layers, but they are applied
to sequences of 1D data rather than grids of pixels. CNNs are able to capture
context by stacking multiple convolutional layers, each of which extracts features
from a larger window of the input data. In contrast, TCNNs use of dilated con-
volution, which allows them to capture context by effectively skipping over time
steps, allowing it to capture longer-term dependencies in the data, affirms Pel-
letier et al.[33]. Dilated convolution is similar to traditional convolution from
CNNs but with a few key differences. In this technique, the filter is also applied
to a small window of the input data, but the spacing between the input values
is increased, states Pandey et al.[32]. This spacing is controlled by a parameter
called the dilation rate. How this process works can be observed in Figure 3.7.
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Figure 3.7: An example of dilated causal convolution [32]

3.3 Evaluation Metrics

Because both our objectives in this thesis are regressions, we can use the same
evaluation metrics for both. The evaluation metrics will allow us to better un-
derstand the overall performance of our models, specially when we use multiple
metrics at the same time. The metrics that are discussed in this section are:

• Mean Absolute Percentage Error (MAPE)

• Mean Square Error (MSE)

• Root Mean Square Error (RMSE)

• Root Mean Square Percentage Error (RMSPE)

• R2

3.3.1 Mean Absolute Percentage Error

Mean Absolute Percentage Error (MAPE) measures the average magnitude of
the error in percentage terms, calculated as the average absolute percentage error
over the test, train or validation set.

Its formula is:

22



State of the Art

MAPE =
1
n
·

n

∑
t=1

∥∥∥∥At − Ft

At

∥∥∥∥ (3.5)

where:

• n is the number of samples in the test set

• Ai is the actual value of the target variable for sample i

• Fi is the forecasted value of the target variable for sample i

In order to interpret the MAPE value, a lower value would indicate a better fit of
the model to the data, as explains Naser et al.[29]. A value of 0 would mean that
the model is a perfect fit, with no error at all. In practice, it is very rare to achieve
a MAPE of 0.

Even though MAPE is a great evaluation metric, it has its drawbacks, for one,
it can only be used when the quantity to predict is known to remain well above
zero, as it cannot be used if there are actual zero or negative values [29].

3.3.2 Mean Square Error

Mean Square Error (MSE) measures the average squared difference between the
predicted values and the true values.

To calculate MSE, it is necessary to calculate the difference between the predicted
value and the true value for each sample in your dataset. These differences are
called the residuals. Each of these residuals is squared, and the average resulting
value is used, Vishwakarma et al.[44].

Mathematically, the MSE is calculated as:

MSE =
1
n

n

∑
t=1

(Ai − Fi)
2 (3.6)

where n, Ai and Fi mean the same as their counterparts in MAPE.

MSE is commonly used as it is easy to calculate and interpret, and it penalizes
large errors more heavily than small ones. Because of this, MSE is sensitive to
outliers, since larger errors can significantly increase the overall MSE. As a result,
it is often used in conjunction with other metrics that are less sensitive to outliers,
explains Vishwakarma et al.[44]. It is also highly dependent on which fraction of
data is used, with very different depending on the data, because of this it has a
low reliability, states Shcherbakov et al.[39].
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3.3.3 Root Mean Square Error

Root Mean Square Error (RMSE) is a measure of the difference between the fore-
casted values and the actual values in a dataset. It is one of the most used metrics
in regression models, explains Vishwakarma et al.[44].

RMSE is very similar to the already described MSE, the only difference is that
with RMSE the squared root of MSE is used. Because of this, its formula is:

RMSE =
√

MSE (3.7)

or

RMSE =

√
1
n

n

∑
t=1

(Ai − Fi)2 (3.8)

The popularity of RMSE is mainly due to its easiness to understand and because
it is in the same units as the original data. A lower RMSE indicates a better fit of
the model to the data [39].

Due to its similarities with MSE it is impossible not to compare them. RMSE is
generally better because it uses the same units as the original data, this makes it
easier to compare different models or to compare a model to a baseline model.
But RMSE doesn’t come with its drawbacks, since it can be biased if the data is
not normally distributed. In this case, MSE may be a more appropriate metric
[44]. Similarly to MSE, RMSE is also sensitive to outliers [39].

3.3.4 Root Mean Square Percentage Error

Root Mean Square Percentage Error (RMSPE) is the percentage error equivalent
of RMSE, it is calculated as the root mean square (RMS) of the percentage er-
ror between the predicted values and the true values. The percentage error is
calculated as the absolute error divided by the true value, and is expressed as a
percentage [44].

Hence, RMSPE formula is:

RMSPE =

√
1
n

n

∑
t=1

(
Ai − Fi

Ai
)2 (3.9)

The RMSPE is a useful metric because it takes into account the relative size of
the error. For example, if the true value is 100 and the predicted value is 105, the
absolute error is 5. However, if the true value is 1000 and the predicted value
is 1005, the absolute error is still 5, but the RMSPE would be lower because the
relative size of the error is smaller [39]. Because of the stated, RMSPE is scale
independent and Can be used to compare predictions from different datasets, as
said by Naser et al.[29].
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3.3.5 R2

R2 is the coefficient of determination or the square of the correlation coefficient
R. Unlike other metrics described before, the goal is to maximize the R2, hence
maximizing R2 towards the upper limit of 1.0 is comparable to minimizing MSE
or RMSE, states Vishwakarma et al.[44]. R2 values close to 1.0 indicates a strong
correlation, therefore values below 0 indicate that there is a negative correlation
or a relationship between the forecasted and the actual values is such that as
the value of one increases, the other decreases. In practice, R2 will be negative
whenever the model’s predictions are worse than a constant function that always
predicts the mean of the data [29].

The formula for R2 is:

R2 = 1 − ∑n
t=1(Fi − Ai)

2

∑n
t=1(Ai − Amean)2 (3.10)

It is important to note that the R2 is sensitive to the number of independent vari-
ables in the model, and can be artificially inflated when adding variables that are
not relevant to the model [4].

3.4 Related Work

Since our two objectives are not relatively new in the Artificial Intelligence (AI)
scheme, it is important that we highlight and discuss the previous related work
that are considered state of the art. By doing this, we will have a broader under-
standing of how the models perform in practice so that we can use this knowl-
edge to our advantage. The following subsections show the related work for both
our objectives.

3.4.1 Cost Estimation

Construction cost prediction of buildings based on 286 sets of data using multiple
linear regression models was explored in the work by Lowe et al.[25]. This paper
takes an unorthodox approach regarding cost estimation by rejecting the raw cost
as a dependent variable, instead, the models were developed for cost/m2, log of
cost and log of the cost/m2. The rejection of raw cost as a dependent variable is
mainly due to the results when compared with the other three approaches, hav-
ing very low effectiveness (R2 = 0.941) in predicting cost/m2 and a very high
average error in the predicted cost of a project (65.3%). Because of these rea-
sons, Lowe et al.[25] demonstrates that the raw cost as the dependent approach,
for this problem is hand, will not be effective for the project prediction. After
using forward selection to determine the best combination of variables, the best
model found was the cost/m2 model, both in predicting the cost and cost/m2 as
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is shown by their R2 scores, 0.944 and 0.668 respectively. The paper ends by com-
paring these results with an ANN approach. The best ANN is one that utilizes
all variables available and a voting system using 100 different networks. This ap-
proach had a R2 value of 0.789 for the predicted cost, slightly surpassing the best
linear regression model, concluding that for this type of problem in particular
an ANN approach tends to be superior. Even though regression models can be
outperformed by more advanced techniques such as ANN, the models produced
compare favorably with traditional, non-AI oriented methods.

In the work by Li et al.[22] multiple linear regression was utilized to predict the
building cost of office buildings in Hong Kong. The data was collected from 14
office buildings, where 7 of them were selected randomly to construct the cost
model and the remaining 7 were used for cross-validation. The model showed
fairly good results, with R2 = 0.96 score in construction cost estimation after fea-
ture selection. Much like the other studies regarding cost estimation, it concludes
the great importance of multiple linear regression approaches when it comes to
supplementing the judgmental forecast of cost advisors in the early stages of con-
struction projects.

A great example for the visualization of the regression model development pro-
cess is presented in Figure 3.8 from the work of Alshamrani et al.[5], which ex-
plores construction cost prediction models for university buildings. This process
comprises three steps. The first step is preliminary data diagnostics, where pro-
cedures such as parameter selection are carried out, in this case study in partic-
ular the input parameters considered were building area, floor height, number
of floors and structure and envelope types. Secondly is the model development
process, in which the regression model is built, preliminary tests such as R2 are
undertaken and the residual values are analyzed. Lastly, the process of model
validation is performed, in this step Alshamrani et al.[5] compares the actual ob-
servation with the predicted values in order to validate each developed model.
The model validation process reveals fine results with an accuracy of 94.3%.
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Figure 3.8: Regression model development process [5]

In [15] a RF model and a XGBoost model were put side by side in order to com-
pare their forecasting abilities to predict the blood pressure of patients during
hemodialysis. It utilized 7180 blood pressure records for the training dataset and
2065 for the test dataset, a split of roughly 80% and 20% respectively. This study
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found that RF (R2=0.49, RMSE=16.24) had, surprisingly, a slightly better predic-
tive performance than XGBoost (R2=0.41, RMSE=17.65) on the testing dataset,
even though XGBoost had better performance on the training dataset (XGBoost
(R2=1.00, RMSE=1.83) versus RF(R2=0.95, RMSE=6.64)). These results are likely
an outcome of overfitting.

The study conducted by Zhang et al.[51], that tried to assess the basal heave sta-
bility for braced excavations in anisotropic clay, obtained the different results.
XGBoost (R2=0.995, RMSE=0.024, MAPE=0.009), as expected, performed better in
all metrics than the RF (R2=0.988, RMSE=0.040, MAPE=0.013) in the test dataset.
The study ends concluding that both XGBoost and RF models proved to be promis-
ing for the prediction problem at hand, but the lack of high-quality datasets for
this problem present a clear limitation.

As mentioned before, ANNs can be very useful in helping humans in construc-
tion cost estimates, this way reducing the enormous amount of internal resources.
In the work done by Sawhney et al.[38] an approach based on Probabilistic Neu-
ral Network (PNN)s was developed in order to develop a system (IntelliCranes)
to help specialists in the task of crane type selection for construction operations.
The type of crane used in the training data was based on previous work where
the cranes proved to be the best fit for the job. PNNs was the approach chosen
mainly because PNNs can learn fairly well even on small datasets, and, in this
case, there was insufficient data to train a classic neural network. Overall, accord-
ing to the authors, the system performed reasonably well. It showed promising
results given more available data, with an accuracy of 92.1% and most classi-
fication errors found to be in the two types of cranes with the least amount of
available data. It concludes by reiterating the importance of ANNs approaches
in construction projects.

A methodology for comparing the influence of feature selection in cost estimation
of construction projects is presented by Elhag et al.[13]. The data used comprised
information about the construction of 30 school projects. In this approach, two
ANNs models were developed, one utilized 13 of 14 available features (model I)
while the other only used 4 of them (model II). The procedure behind the feature
selection is not revealed in the paper. The number of PUs in the single hidden
layer also differs in between models, while model I has 13 PUs, model II contains
only 3, these were determined by trial and error, selecting the number of PUs
that gave the best result for each model. For metrics, the inverse of MAPE is
employed. In the testing phase, the ANN model I and II achieved average inverse
MAPE of 79.3% and 82.2% respectively. From these results, they concluded that
fewer, more relevant features is better for the generalization capabilities of a ANN
model.

In done by Adeli et al.[2] a ANN is elaborated in an effort to estimate the cost
of reinforced-concrete pavements. To overcome the problem of overfitting and
to improve the cost estimation outside the available data, [2] added a regulariza-
tion term to the standard error term as means to smoothen the approximation
function. The absolute error in the validation subset was found to be 7.22/m3

of pavement, with the average unit cost of the concrete pavement being around
39.2/m3. The authors of the paper attribute this error to the lack of sufficient data
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examples.

Lastly, Alex et al.[3] created a ANN model for water and sewer installation cost
estimation based on data from a 14-year period, accounting for over 800 data
entries. As one can see, Figure 3.9 illustrates a flowchart of the methodology used
in the development of the model. The approach considered as input parameters
project estimation data as well as geographical location and temperature forecast
data (obtained from a temperature forecast model). The best model demonstrated
a prediction accuracy (R2) of roughly 80%. This value was derived through the
testing of several network designs.

Figure 3.9: Research methodology flowchart [3]

One common problem found in almost every cost estimation problem for con-
struction projects is the lack of sufficient data entries to train the model and the
unpredictable factors that are bound to construction projects and are impossible
to avoid.

3.4.2 Time Series Forecast

In the study conducted by Sahoo et al.[37] the authors explored the suitabil-
ity of RNNs and its variant LSTMs for low-flow hydrologic timeseries forecast-
ing, caused by rainfall and water level in a river as well as physical proper-
ties. The results of this study let the authors conclude that LSTM model vari-
ant (R2=0.943, RMSE=0.487) outperformed the vanilla RNN model (R2=0.935,
RMSE=0.516). They also conclude that LSTM can be used as a reliable technique
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for low-flow hydrologic forecasting.

In the work done by Zhang et al.[50], vanilla-RNNs, LSTMs and GRUs models
were compared for short-term load electricity forecasting. The results show that
the LSTM (MAPE=1.09) and GRU (MAPE=1.06) methods are slightly better than
the vanilla-RNN (MAPE=1.66) according to the average results, with very similar
results in the test dataset. The authors considered that the model is very effective.

The study done by Wan et al.[45] compared the effectiveness of LSTMs and TC-
NNs for weather forecasting using timeseries data across a multitude of weather
parameters such as rain, temperature, humidity, wind speed etc. The authors did
not disclose the actual values of the metrics (MSE) for either models. However,
they disclosed the Figure 3.10. As Figure 3.10 illustrates, the TCNN provided bet-
ter results in 6 out of the 10 parameters, and in all 10 parameters the TCNN and
RNN outperformed than the standard linear regression.

Figure 3.10: Analysis of different techniques in predicting different weather pa-
rameters: SR (standard regression), LSTM, TCNN [45]

In the study conducted by Liu et al.[24], LSTMs, GRUs, TCNNs and traditional
ARIMA models, among many other models, were put side by side for stock clos-
ing price prediction, and 3 other timeseries datasets. The experimental results
show that the TCNN converge faster and have better performance than the other
models tested. For example, for the stock closing price dataset the TCNN had a
MAPE of 0.027 compared to 0.037 of LSTM, 0.035 of GRU and 0.36 of ARIMA. As
expected, the more traditional ARIMA model has the worst performance, by far,
out of the 4 models described.

Lastly, Dubey et al.[11] used SARIMA and LSTM were used in order to fore-
cast energy consumption. Amongst all metrics used, it is clear that the LSTM
(RMSE=0.231, MAPE=3.221) performed considerably better than SARIMA (RMSE=0.550,
MAPE=5.236). The authors reported that, as is to be expected, LSTM was found
to be more prominent with the increasing lags and input data and is best in com-
parison SARIMA with all the cases.
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Bridge Cost Estimation

This chapter is focused on the first objective stated in 1.3. The main goal is to
estimate a budget for a bridge construction project given a subset of features of
the construction budget. To do so we will begin by explaining the budgeting
datasets that we have access to, followed by the necessary data preprocessing
actions, model building and finally the results that we have achieved.

4.1 Datasets

We have two main sets of datasets. Firstly, we have the initial dataset, that is in
fact two similar datasets. These are the first data that we had access to and was
provided by BERD. The data was in a very raw state and a significant work was
put into the cleaning of these datasets. These datasets were later dropped as they
had no real value for building cost estimation models. Secondly, is the dataset
that was used for the model building and training, this dataset was not without
its problems but was in a much more usable state than the previous ones.

4.1.1 Initial Datasets

The initial datasets provided by BERD, were extracted from the company’s cur-
rent database system, have a tabular structure and are made available in two
different Excel files. These two datasets, are very similar but have overall distinct
structures. The datasets made available are a dataset for salaries and a dataset for
other and miscellaneous costs.

The datasets were not in any way ready for usage to train machine learning mod-
els. The data needed vast amounts of cleaning before being sent as input for AI
models. This process is described in 4.2. The columns of both datasets can be
seen in Table 4.1. Some columns had "N/A" signalized, which means not appli-
cable, this was the case because that column in particular was not available in
the corresponding dataset but was available in its counterpart dataset. As we
can see, they have very similar structures, with 30 columns in common, the main
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difference being that one was targeting salaries costs and the other was targeting
a multitude of different miscellaneous costs. The first is called "Salaries dataset"
whilst the second is the "Other costs dataset". They are as follows:

• Salaries dataset - This dataset contains the information of salaries of 61 dif-
ferent professions related to bridge construction. It ranges from cleaning
staff to architects and directors. The dataset has 25223 rows and 32 columns.

• Other Costs dataset -This dataset contains the information of salaries of 61
different professions related to bridge construction. It ranges from cleaning
staff to architects and directors. The dataset has 25223 rows and 32 columns.

In the following Table 4.1 we can see all columns of both datasets and the per-
centage of missing values by column.

A preliminary Timeseries exploration of the data for the cost of both databases
was performed. However, this was not very successful due to the lack of different
timestamps in the "Date" column for each different category of items present in
the "Original Description" column. Some categories of items had indeed only one
time stamp, with the average being only 3 time stamps. With this amount of data,
Timeseries visualization was not possible.

In Figure 4.1 is presented the category with the most variety of timestamps, "Na-
tional minimum hour wage", it spans from May 4th of 2020 to July 6th of 2020.
As we can clearly see it has a high standard deviation, this is mainly due to the
large amount of different countries this data is extracted from, all with different
wages.

Figure 4.1: Minimum hourly wage Timeseries

As we will later describe in Section 4.2 the datasets have a multitude of prob-
lems from incoherent units to missing values, to a lack of overall data, as shown
in its preliminary Timeseries exploration. Due to all these problems, even after
the whole data cleaning executed shown in 4.2, both of these datasets were later
dropped and not used in the training of the models.
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4.1.2 Construction Data

This data was extracted from the Kaggle data sharing platform and is organized
in tabular form in two CSV files. It contains construction costs for several projects,
where each row represents a different construction project and each column is
a construction item. In this way, each cell of these files is the quantity of the
item present for the construction of the project (except the cells present in the last
column that represent the total construction cost). In theory this dataset seems
excellent for the challenge this thesis tries to face, however, its lack of clarity and
explanation make the dataset not 100% reliable. It is, however, good for testing
the case study we have in hand.

The dataset contains two CSV files, the main one has the construction costs in the
format stated above, where each column represents a construction item and has
a code number, whilst the other information about each item’s code number like
description and unit of measure. Hence, both files had to be used in conjunction
for better interpretability.

4.2 Data Preprocessing

Data preprocessing is very important because it helps to ensure that the data
being used for analysis or modeling is in a format that can be effectively and effi-
ciently used, especially if the datasets are in such a raw state like the ones stated
below. For the initial datasets, multiple techniques were performed to possibly
salvage some of the data. However, the dataset could not been used for model
training, even after all these operations.

4.2.1 Initial Datasets

As mentioned before, the data supplied by the company is still in a very raw state.
Because of this, some data cleaning techniques were applied to both datasets in
order to create two clean versions of said datasets.

Firstly the datasets were imported from the Excel files to two different pandas
data-frames in python, to better auxiliate all further transformations to the data,
as this is a very useful library for data analysis and transformation, which allows
for powerful and easy-to-use operations.

In the following subsections, all these operations will be expanded upon and
explained.

Unifying Cost Columns

In the datasets supplied there is no single column regarding the cost of each item,
instead there are several different columns with this purpose. The "Other Value"
column is the most important column for the cost, as it is the exact cost for the
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item in the other costs dataset. One problem of this column is its high percentage
of missing values (55.0%).

To solve this problem, and to not lose more than half of the data, an aggregation
with the "Average" and "Median" column was pursued. Once these three columns
were joined, with priority firstly for the "Other Value" column, secondly for the
"Average" and lastly for the "Median", the newly created "Cost" column has only
6.2% of missing values in the other costs dataset. A similar approach was done for
the salaries dataset, but since the "Other Value" column is inexistent in this dataset
only the "Average" and the "Median" were used, this left the "Cost" column with
only 5.7% missing values in this dataset.

A diagram exemplifying this process can be seen in Figure 4.2.

Figure 4.2: Creation of a new cost column diagram

Treating Missing Values

As we can see from Table 4.1 there is a lot of data missing from a great amount
of columns, specially from the other costs dataset. The first step of this process
was to remove all the useless columns, in other words columns with 100% of the
values missing, or very close to this value.

The columns removed from the salaries dataset were: City, Expect. Max. Variat.,
Signs of speculation, Offer in the market and Scale Factor. In the other costs
dataset the removed columns were: Item, Brand/Company, Min, Q10, Q25, Q75,
Q90, Max, Average Bonus, Sample, Risk Profile. This left us with 27 columns in
the salaries dataset and 28 columns in the other values dataset.

After the process in 4.2.1 there were still 5.7% and 6.2% missing values in the
newly created column for the salaries and other costs datasets respectively. Be-
cause this data is very important and is not salvageable, these missing rows were
removed from their corresponding datasets. The same approach was executed
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for the missing values in the Source Description and Unit columns, as this were
the most important columns with missing values. This process could not be per-
formed the same way for all columns as we have a large amount of missing val-
ues throughout most columns and if done blindly this process would leave the
datasets completely empty.

Currency Conversion

When treating the "Currency" column, the first step was to deal with the missing
values, more specifically in the other costs dataset. This column has 9.7% missing
values, but these currencies can be inferred by the country column, as it has no
missing values. Each currency missing was deduced by its "Country" column,
this way the "Currency" column has no missing values.

The other costs dataset deals with 162 different currencies, whereas the salaries
dataset has 12. This can add an unwanted complexity to the system. Because of
this and to simplify the datasets for posterior AI model usage, the "Cost" column
values were converted to their correspondent values in Euros at the timestamp
available in the column "Date". This was done with the help of the "Exchange
rate Api" and the "CurrencyConverter" module for python when the currency
pair was not available in the former. Later the currency column was dropped
since all values were in Euros.

Quantity Normalization

In the other costs dataset, the quantity of items is very varied. To simplify, when
possible, this quantity value is normalized to 1, grouped by category given by
the "Original Description" column. This procedure is not always possible for all
categories, as some do not have linear costs. For example, the item with "Original
Description", "Trucks 40ft", the cost is dependent on more than one variable, it
is dependent both on the distance travelled by the truck and by the quantity of
material transported, either in "m3" or in "Ton". These cases need to be treated
separately as they are more complex.

Unit Unification

Each category of items is dealt with separately when unit normalization is con-
cerned. In the unit unification process, when more than one unit is available in
the "Unit" column for the same category of items, a transformation is done in
order to unify the units into a single one. When possible, International System
of Units (SI) units are used. For example, "gallons" were converted into "liters",
"tons" to "kilograms", etc.
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Treating Miscellaneous Data

Because the categories ("Original Description") vary so much between each other,
there was a need to perform data separation into many subsets of data based on
their category. This way we avoid many of the problems encountered when try-
ing to uniformize the whole datasets, more specifically the other costs dataset,
which has much more varied data. This way we avoid, for example, the enor-
mous problem that would occur with dealing with costs with and without "VAT",
as nearly 70% of the values do not have a "VAT" associated, and if we used both
values with and without "VAT" to train the same system it would develop an
inaccurate system. By dividing categories into subsets, we would also divide it
by whether it has a "VAT" associated with it. Later models developed for each
category would also be separate.

Despite all the data cleaning done, there were still much more needed to be done,
of which many of them needed to be manual. For example, misspelled errors
when inputting the data, like currency names "GBO" and "GPB" instead of "GBP"
for Great Britain Pound. And incoherence in the data, for example, sometimes a
"Unit" is written as "kilogram" and some other times it is written as "kg". Many
more miscellaneous errors like these were found throughout both datasets.

This dataset was later dropped and never used for any kind of model training.

4.3 Model Building

For the implementation of cost estimation regression models for the total cost of
building a bridge, the following models were chosen:

• Linear Regression

• Random Forest

• XGBoost

• MLP

The first objective is accomplished by using the Construction Data dataset, as it
has the cost of 1451 different construction projects. The data was also normalized
to facilitate the models training.

Feature Selection

This dataset has, however, 3393 different items (or features). This can seem like
a good thing at first, but this is not always the case when we are dealing with a
large quantity of features, as most of these features act as noise for the models and
cause them to have worse performance. As stated by Domingos in [10], a reduc-
tion in feature space can often lead to achieving better predictive performance.
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In order to determine which of the features had the most importance, we trained
a random forest regressor with 150 estimators and extracted a list of all features
sorted in descending order by importance. The 20 most important features can be
seen in Figure 4.3. As we can see from the figure, the importance of each feature
is very disproportional for estimating the cost of building projects.

Figure 4.3: The 20 most important feature in the Construction Data dataset

By selecting the features with the most importance, we are able to increase the
performance of our models. In order to do so, we used Forward Feature Selec-
tion (FFS). This process can be visualized from Figures 4.4 to 4.6. As explained
previously, we increase the number of features one by one, by feature importance,
until the standard deviation of the last 20 iterations is less than 0.005 or more than
120 features have been added. After that, the subset of features with the best per-
formance is selected. As we can see from the figures below, more features does
not always mean a better performance.

For the MLP we were not able to do the FFS duo to long duration of the training
for each iteration conjugated with the cross validation that was performed. How-
ever, we utilized the features that were selected by the FFS for the XGBoost, just
so we could have some feature selection rather than none.

Training and Optimization

The models were initially trained using the libraries default values provided for
each one, in order to allow for a preliminary comparison. The RF and XGBoost
were also trained using different numbers of estimators. The MLP, however,
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Figure 4.4: FFS of a linear regressor

underwent a process of hyperparameterization to better select the best possible
model. The hyperparameterization method chosen was a grid search.

Model Validation

Data is frequently divided into training data and test data in order to test the pre-
diction abilities of the generated model. Additionally, when comparing various
models, testing out various features, or fine-tuning hyperparameters, an addi-
tional split of the training data and the creation of a validation set can be used.
It’s known as holdout validation. Cross-validation is an additional validation
method. The data is divided into k equally sized segments or folds in the most
typical scenario, known as k-fold cross-validation. Then, k iterations of training
and validation are carried out, with each iteration holding out a different fold
of the data for validation while using the remaining k—1 folds for training the
model.

The trained models were compared using 5-fold cross-validation.

Scoring Metric

The chosen scoring metric for this task was the R2 metric. It was mainly chosen
because of its readability as its values range from 0 to 1, with a higher value
indicating a better fit of the model.
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Figure 4.5: FFS of a random forest

4.4 Results and Discussion

The following Table 4.2 presents the average R2 results for the 4 models devel-
oped, as well as its standard deviation in the 5-Fold cross validation. As it would
be expected, the MLP was the model with the best overall performance, with an
average R2 of 0.878, which is significantly better than the others. It is also worth
noting that the MLP model was the only one that had hyperparameterization
done, so the results could have been more alike had this been performed for all
other models. One surprise was that the XGBoost model was the worst perform-
ing one with only 0.686, whilst the more simple Linear Regressor (LR) was the
second best with 0.740, with very similar results to the RF, that averaged 0.738,
even though with a higher standard deviation. Most likely this is the case because
of lack of good parameters for the XGBoost, as a simpler model like the LR does
not need much parameterization.

These results are promising nevertheless, especially the MLP model. It shows
some potential for bridge cost forecasting, given the right dataset. But, in order
to have better results, some future work is needed. For instance, a grid search
should be performed on the parameters of the LR, RF and XGBoost. A broader
grid search should be performed on the MLP, and, given the time, a better feature
selection should be executed for it as well.
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Figure 4.6: FFS of a XGBoost regressor

40



Bridge Cost Estimation

Table 4.1: Percentage of missing values by column

Salaries dataset Other Costs dataset
Priority N/A 14.8%
Item 0.0% 100%
Code 0.0% 0.0%
Original Description 0.0% 0.0%
Source Description 0.0% 3.9%
Brand/Company N/A 85.1%
Currency 0.0% 9.7%
Min 71.1% 90.8%
Q10 59.0% 100.0%
Q25 65.4% 98.8%
Average 41.4% 56.8%
Median 25.9% 94.0%
Q75 65.4% 98.8%
Q90 59.0% 100.0%
Max 71.1% 93.2%
Average Bonus (Cur/year) 42.1% 100.0%
Sample 69.9% 94.3%
Other Value N/A 55.4%
Quantity N/A 53.4%
Risk Profile N/A 97.0%
Vat N/A 72.8%
Unit 0.0% 0.4%
Source 0.0% 1.2%
Registed By N/A 3.6%
Link 0.0% 3.6%
Country 0.0% 0.0%
State 25.9% 90.6%
Region N/A 80.6%
City 100.0% 64.7%
Date 0.0% 0.0%
Reliability index 0.0% 36.5%
Expect. Max. Variat. 100.0% 64.6%
Perfectly (Matches) 0.0% 1.2%
Signs of speculation 100.0% 64.6%
Offer in the market 100.0% 64.6%
Scale Factor 100.0% 58.8%
Time Factor N/A 69.3%
Last Updated 6.6% 1.5%
Observations 72.9% 74.7%
Pivot_Aux1 0.0% N/A
Pivot_Aux2 0.0% N/A
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Table 4.2: Cost estimation models performance

R2 σ
Linear Regressor 0.740 0.095
Random Forest 0.738 0.132
XGBoost 0.686 0.081
Multilayer Perceptron 0.878 0.098
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Time Series Forecasting

This chapter is focused on explaining the whole process of fulfilling the second
objective, time series forecasting. The goal is to create a forecasting system capa-
ble of forecasting the cost of an item chosen by the user for a specific date also
chosen by the user. In a more real scenario we will have to forecast the cost of
each item, hence, in order to be more precise with the budgeting, it is necessary
to forecast items that comprise the overall budget of a bridge. Because of this, if
we are able to have historical information of a given material, it should be possi-
ble to estimate a real budget at any given temporal point. Forecasting tests were
performed by having cost values of specific items of a real bridge budget conju-
gated with historical cost values available in a UK database. It is worth noticing
that the scenario is not real and not totally correct, as the UK database has the
cost values for the UK and the bridge budget is referent to Portugal values mas it
allows us to test our approach.

We will begin by explaining the datasets available, the model building process,
and discuss the results achieved.

5.1 Datasets

For this objective, we have three available datasets. We have a real bridge bud-
get dataset, that, we can use in conjunction with historical cost values of match-
ing items. The datasets containing those historical cost values can either be the
UK’s monthly building materials and components costs or the weekly costs of
petroleum products in European countries. Unfortunately, there is no match for
any petroleum product in the real bridge budget dataset, so we had to use only
the UK’s dataset.

In the following subsections, we will explain those datasets.

43



Chapter 5

5.1.1 Porto Bridge Budget

This dataset was also provided by BERD. It is perhaps one of the most important
datasets used in this study, since it is a real budget estimation for a real bridge of
the Porto metropolitan system over the Douro River with accesses between Porto
(Campo Alegre) and Vila Nova de Gaia (Candal). This data is, however, of a more
confidential nature than the previous ones, hence not a lot of information about
it can be disclosed.

Similarly to the other data made available by the company, this data is organized
in tabular form (Excel), which facilitates their interpretation. The main purpose
and usage of this dataset is, when combined with a Timeseries dataset, to allow
estimation of the cost of an item, that has a match in both datasets, for a given
date selected by the user.

5.1.2 Petroleum Products

This dataset was also made available in a tabular format, also an Excel file, and
refers to the price of 3 oil products (Automotive gas oil, Euro-super 95 and Fuel
oil - Sulphur less than 1%) over a period of 4 years (2018 to 2022) with a weekly
granularity for 10 European countries of interest (Belgium, Denmark, France,
Germany, Italy, Netherlands, Poland, Portugal, Spain and the United Kingdom).

Temporal Analysis

A temporal analysis was performed on this dataset. This analysis can be seen in
Figure 5.1, where one can clearly see the upward trend in price, in euros per 1000
liters, of Euro-super 95 fuel over time (yellow line) in Belgium.

Figure 5.1: Euro-super 95 price per 1000 liters in Belgium Timeseries and Trend
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5.1.3 Building Materials and Components: Monthly Costs

This dataset was collected from the official UK government statistics website and
contains monthly costs over a 13-year period (2009 to 2022) of various construc-
tion items.

The wide variety of items and a long sample period make this dataset quite useful
and essential for the challenge at hand. In this dataset, each column represents a
different item, while each row represents a different date.

This dataset contains information about 40 different items, however the main
items that we will be focusing as part of our study are Ready-mixed Concrete
and Fabricated structural steel, as they are the ones with the better item match
in the real bridge budget dataset.

The downside of this dataset is that its values do not represent an absolute cost
of the item temporally, but rather a relative cost index, indexed to the cost of
that same item in the year 2005. What this means is that the cost of that item in
January 2005 is 100 and every other cost is relative to that, i.e. if the price is 20%
more at any given date, then its value in the dataset would be 120. Either way, it
is enough when we combine it with the budget estimate data set provided by the
BERD.

Temporal Analysis

In Figures 5.2 and 5.3 we can observe the trend and seasonality of Ready-mixed
concrete, respectively. The slope of the trend line (yellow) allows us to have a
clear idea of how the cost of cement has increased over the years. What is not so
clear to extract from the timeseries in Figure 5.3 is its seasonality, however, once
we separate the timeseries seasonality and its noise we can quickly realize that
Ready-mixed concrete has a very evident annual seasonality of its cost. The same
analysis for fabricated structural steel can be seen in the Appendix A.
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Figure 5.2: Ready-mixed concrete timeseries and trend

Figure 5.3: Ready-mixed concrete seasonality

5.2 Data Preprocessing

The data preprocessing described in the subsection below was a necessary one.
Without this data preprocessing, it would be impossible to train any model on
the raw data. This is due to the data being separated in multiple files, some with
different formats between each other. Because of this, this was one of the most
important tasks for the second objective (time series forecasting)
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5.2.1 Building Materials and Components: Monthly Costs

The dataset is publically made available by the official UK government statistics
website, what makes this a very reliable data source. However, it is not without
its issues. The original data is divided in multiple Excel files (some with different
formats from each other), one file per month, and is updated every month.

The data is very useful for our use case, however, because this data was not avail-
able in one single dataset, in order to use it for time series model training pur-
poses a sort of gluing process had to be performed. Because of the irregularities
between Excel files (some had an item that another didn’t, an item had a slightly
different name or was located in a different place, etc.) this process had to be
done mostly manually and took a long time to perform, especially because the
quantity of Excel files that exist (one for each month for a period of 13 years, a
result 152 files).

This dataset had some missing values in certain items as well. Because of this,
in order to use those timeseries, some values had to be interpolated based on
previous and following values.

The train subset of the data was also normalized to facilitate the models training.

After all these preprocessing tasks were performed, the dataset was ready to be
used to train AI regression models.

5.3 Model Building

For this task in particular, a system capable of forecasting the cost of a selected
item for a specific date given by the user was developed. Essentially, the 3 fol-
lowing methods were established:

1. A method that trains a model given parameters by the user and makes a
forecast using that same model.

2. A method that trains a series of models using a grid search and makes a
forecast using the best model found.

3. A method that makes the forecast from a model that is already saved.

These 3 methods are divided into 2 different python files. The first and second
methods are contained into a training file, whilst the other is in a forecasting
file. The methods were separated so that if the user only wants to do a forecast
and already has a model saved, they will find a more user-friendly amount of
parameters.
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Experimental Setup

To use the system above explained, the user has two choices, they can either use
the command line to insert every parameter that they want to provide (default pa-
rameters are given if the user chooses not to change them, except for the manda-
tory parameters, as is for example the case of the target date for which to do the
forecast) or they can use the command line with the name of a configuration file
in a json format that contains the parameters to change.

The main parameters that can be changed, either by usage of a configuration file
or with the command line, can be seen in Table 5.1.

Training and Optimization

For the creation of time series forecasting models for specific items of a bridge
construction project, the following models were chosen:

• Recurrent Neural Network (Vanilla)

• LSTM

• GRU

• Temporal Convolutional Neural Network

All models were trained and optimized using the grid search hyperparameteri-
zation process stated above. This way, we can guarantee the best model possible
out of the given parameters for the grid search.

The parameters used in the grid searches can be seen in Table 5.1 and are in a list
format, values that are not in a list format are not part of the grid search but are
important parameters as well.

Model Validation

For model validation, we used a train-test split of the time series data. For the
train subset we used 80% of the data and the rest 20% was used for the test.

Scoring Metrics

We used 5 different scoring metrics to evaluate our models. By using more than
one metric, we can have a better understanding of the performance of the models.

The chosen metrics were:

• Mean Absolute Percentage Error
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Table 5.1: Time series system parameters and grid search values

Parameter Value
Item Ready-mixed concrete
Target Date 16/01/2023
Reference Date 01/07/2021
Dropout [0,0.1,0.2]
RNN Hidden Layer Dimensions [80,100,160]
Number of Hidden Layers [1,3,5,7,9]
Batch Size [16,32,64]
N. Epochs [100,300,600]
RNN Model Flavor ["LSTM","GRU","RNN"]
Output Chunk Length [1,3,6]
Periodicity 12
Train Begin Percentage 0
Train End Percentage 0.8
Dilatation Base [2,3,4]
Kernel Size [5,6,7]
N. Filters [4,8,10,12]

• Root Mean Squared Error

• Root Mean Squared Percentage Error

• R2

5.4 Results and Discussion

As previously stated, we try to forecast the cost of a specific item for a given date.
To do so, we have to choose what item to train our models on. We tried to find
the items that had the best match with items in the real bridge budget provided
by BERD. The two best matches were:

• Ready-mixed concrete

• Fabricated structural steel

In the following Tables 5.2 and 5.3 we present the performances of all models
trained for the validation subset. And in Figures 5.4 and 5.5 one can visualize the
best performing models for each item.

The results show that the models were capable of producing good prediction
capabilities. The TCNN and GRU as expected were the best performing models.
While TCNN was clearly better for the Ready-mixed concrete item, GRU performed
better for the Fabricated structural steel.

The remaining model forecasts can be seen in Appendix B.
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Figure 5.4: Ready-mixed concrete TCNN model forecast

Table 5.2: Ready-mixed concrete models performance

MAPE RMSE RMSPE R2

Vanilla RNN 3.609 0.051 0.056 0.720
LSTM 3.667 0.050 0.055 0.737
GRU 3.445 0.049 0.052 0.755
TCNN 2.972 0.046 0.049 0.777

It is important to note that the validation subset coincides with the COVID-19
period, this clearly influenced construction material costs as can be seen by the
large fluctuation in price over that period. This is more evident in Figure 5.5.
Even so, the models were able to predict good results.

BERD stated that an error below 10% is a good enough error. Keeping this in
mind, it is clear that the models performed very well.

Although these results are very promising, it is always possible and important
to improve them. In future work, one possibility is to expand the grid search, or
even use multiple time series for a more robust forecasting system.

5.4.1 Prediction Test

As previously stated, the whole objective of this system is to predict the cost of
an item for a specific date. In order to put that to the test, we ran a simulation.

Because we need to have a comparison between the real value and the predicted
value, we used the real value of Ready-mixed concrete in the real budget dataset
and the predicted for the same date.
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Figure 5.5: Fabricated structural steel GRU model forecast

Table 5.3: Fabricated structural steel models performance

MAPE RMSE RMSPE R2

Vanilla RNN 8.945 0.197 0.112 0.942
LSTM 9.285 0.220 0.119 0.928
GRU 6.731 0.134 0.092 0.974
TCNN 8.552 0.172 0.114 0.956

The real cost value of Ready-mixed concrete in the budget is €1528920 in July 1st
2021, whilst the model (TCNN as it was the best performing for this item), fore-
casted that the cost would be €1591152. This is an error of plus €62232, or plus
4.07%. This is a good forecast because it is way below of the 10% margin of error
that BERD considers to be a good compromise of acceptable error.
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Conclusion

The main obstacles of the first part of the thesis were the understanding of the
problem and its main objectives, the context and the data. This can be seen in the
rather significant work done in data cleaning the first dataset that ultimately led
to nothing.

From the study of the state of the art, it is safe to assume the importance that the
automation of bridge cost forecast can have for the success of the construction
project. This thesis demonstrates that it is possible to deploy Artificial Intelligence
(AI) models that can alleviate and accelerate a process that is mostly manual and
tedious. The main obstacle in this kind of project is the lack of good and useful
data that models can train upon.

Nevertheless, our results showed the capacity of these Artificial Intelligence (AI)
in producing good forecasts. Even if some models perform better than others, for
the most part, these models show a promising collaboration between experts in
budgeting and AI.

We tackled two different scenarios of bridge cost forecasting, and observed low
errors, even with low quality data on the first problem. This proves that it is
possible to use an approach of this kind for bridge cost forecasting.

In the time series forecast problem, we executed multiple exhaustive searches on
multiple models to better forecast two items that have an impact on the final bud-
get. We also delivered models that have guarantees of a relative low error. It is
worth noting that this system is a proof of concept and that some historical data
may not be accurate because the cost values are referent to UK’s costs and not
Portugal ones. This is also something that could be improved, given quality data
for Portuguese construction costs. Nevertheless, the system remains good at tem-
poral cost forecast. A possible next step would be the continuous collaboration
with a company like BERD, that can deliver quality data, and test the usefulness
of different models for the use case at hand.
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Appendix A

Time Series Analysis

Figure A.1: Ready-mixed concrete timeseries and trend
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Figure A.2: Ready-mixed concrete seasonality

Figure A.3: Fabricated structural steel timeseries and trend
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Figure A.4: Fabricated structural steel seasonality
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Time Series Forecasting

Figure B.1: Ready-mixed concrete GRU model forecast
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Figure B.2: Fabricated structural steel GRU model forecast

Figure B.3: Ready-mixed concrete LSTM model forecast
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Figure B.4: Fabricated structural steel LSTM model forecast

Figure B.5: Ready-mixed concrete Vanilla RNN model forecast
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Figure B.6: Fabricated structural steel Vanilla RNN model forecast

Figure B.7: Ready-mixed concrete TCNN model forecast
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Figure B.8: Fabricated structural steel TCNN model forecast
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