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Abstract

The search for a complete quantum theory of gravitation has been pursued for years. Gravity in

two dimensions becomes simpler. This triggered a large body of work, spreading over distinct ap-

proaches from continuum to discrete frameworks. It is expected that a comprehension of the lower

dimensional formulation will inspire the attempts to formulate quantum gravity in higher dimen-

sions. In this thesis, we focus on optimizing the application of the Functional Renormalization

Group to Matrix Models of two-dimensional gravity.

We begin by briefly contextualizing the problem of quantizing the gravitational interaction. Two-

dimensional quantum gravity is reviewed from the viewpoint of Polyakov’s summation over con-

tinuum worldsheet histories - Liouville Gravity - and also from the viewpoint of the summation

over discretized random surfaces - Matrix Models - and the equivalence between both frameworks

is established. The concept of critical exponents is introduced, together with the results taken

as benchmark for the remainder of the thesis. Then, the Renormalization Group approach to

Quantum Field Theory is briefly reviewed. A detailed account of the Functional Renormaliza-

tion Group and its applicability to the study of large scale phenomena and, in particular, the

Asymptotically Safe Gravity hypothesis is given. Then, the implementation of the Functional

Renormalization Group formalism to Matrix Models is presented, focusing on Hermitian Matrix

Models. An optimization of the results of the 2013 article by Eichhorn and Koslowski is worked

out. Stability of the results with respect to three quantities, namely the size of the effective

action’s truncation, the choice of regulator and the projection scheme, is evaluated. A projection

scheme, different from the original one, is found to reproduce the original results, opening up the

possibility of developing more general schemes. We introduce a new regulator that is able to solve

a problem of the original article. The results with the new regulator are found to be stable for

increasing truncation order, allowing us to postulate its asymptotic large-truncation behaviour.

Keywords: Quantum Gravity, Two-Dimensional Quantum Gravity, Liouville Gravity, Ma-

trix Models, Renormalization Group Flow, Functional Renormalization Group, Asymptotic Safety.
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Resumo

Uma teoria quântica completa da interação grav́ıtica tem sido objeto de investigação há

largos anos. A duas dimensões, a interação grav́ıtica torna-se mais simples. Tal originou um

repertório considerável de abordagens, tanto cont́ınuas como discretas, à gravidade bidimensional.

É esperado que a compreensão destas formulações bidimensionais possa inspirar as tentativas

de formulação de teorias quânticas da gravidade a maiores dimensões. Nesta tese, focamo-nos

na optimização da aplicação do Grupo de Renormalização Funcional a Modelos Matriciais de

gravidade bidimensional.

Começamos por contextualizar o problema da quantização da interação grav́ıtica. A gravi-

dade bidimensional é revista do ponto de vista da soma cont́ınua de Polyakov - Gravidade de

Liouville - bem como do ponto de vista da soma sobre superf́ıcies aleatórias discretizadas - Mode-

los Matriciais - e a equivalência entre as duas abordagens é estabelecida. É introduzido o conceito

de expoentes cŕıticos juntamente com os resultados utilizados como ponto de referência para o

restante trabalho. De seguida, a interpretação da Teoria Quântica de Campos sob o ponto de

vista do Grupo de Renormalização é brevemente revista. O Grupo de Renormalização Funcional

é apresentado em detalhe, bem como a sua aplicabilidade no estudo de fenómenos f́ısicos a largas

escalas e, em particular, no estudo da hipótese da Gravidade Assimptoticamente Segura. Posteri-

ormente, o formalismo do Grupo de Renormalização Funcional é aplicado aos Modelos Matriciais,

com foco particular no Modelo Matricial Hermı́tico. O objetivo principal prende-se com a opti-

mização dos resultados do artigo de 2013, de Eichhorn e Koslowski. A estabilidade dos resultados

é avaliada relativamente a três quantidades: o tamanho da truncação da acção efectiva, a escolha

de regularizador e o esquema de projecção. Os resultados originais são reproduzidos utilizando

um esquema de projecção distinto do original, abrindo a porta à possibilidade de se consider-

arem esquemas de projecção mais genéricos. Introduzimos, ainda, um novo regularizador que

resolve uma dificuldade do artigo original. Os resultados com o novo regularizador demonstram-

se estáveis para ordens de truncação crescentes, permitindo-nos conjecturar o seu comportamento

assimptótico para grandes truncações.

Palavras-Chave: Gravidade Quântica, Gravidade Quântica Bidimensional, Gravidade de

Liouville, Modelos Matriciais, Fluxo do Grupo de Renormalização, Grupo de Renormalização

Funcional, Segurança Assimptótica
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completo um mistério para mim e hoje... ainda misteriosa, mas (um pouco) menos desconhecida.

O projecto de investigação em que participei acabou por decorrer ao longo dos primeiros

meses da tese. Nesse sentido, devo um agradecimento particular ao Doutor Paulo Silva, sem a
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mãe e ao meu pai, que sempre me motivaram e ajudaram ao longo do meu percurso académico,

e sem os quais esta tese não existiria, nem eu poderia ter feito este curso, nem tampouco saberia

que este era o curso que queria estudar.

iii





Contents

List of Figures vi

List of Tables vii

Acronyms viii

Conventions ix

1 Introduction 1

2 The Quantization of Gravity 3

2.1 Perturbative Quantization of Gravity . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.2 Canonical Quantization of Gravity . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.3 Asymptotically Safe Gravity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3 Two-Dimensional Quantum Gravity 16

3.1 Liouville Gravity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3.2 Random Surfaces and Matrix Models . . . . . . . . . . . . . . . . . . . . . . . . . 24

4 Functional Renormalization Group 33
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1 Introduction

The twentieth century saw the rise of three remarkable theories: Quantum Mechanics[1], Special

Relativity[2] and General Relativity[3]. QuantumMechanics made it possible to describe physics at

very small scales, beyond those accessible with Classical Mechanics. On the other hand, Special

Relativity altered the understanding of Classical Mechanics at very high velocities. General

Relativity changed the view on the gravitational interaction, upgrading its Newtonian description.

Modern particle physics is grounded on three fundamental interactions: electromagnetism,

the weak force and the strong force. The Standard Model[4], based on quantum theoretical

methods (Quantum Field Theory) merging the principles of Quantum Mechanics and Special

Relativity, achieves a valid description of microscopic phenomena with high accuracy within

these three interactions. However, the Standard Model cannot be a complete theory as it does

not include the fourth interaction: gravitation. A major goal would be to take the next step, that

is, to merge the principles of Quantum Field Theory with those of General Relativity in order to

build a theory of Quantum Gravity. After decades of research[5][6][7], such a theory has not yet been

found. Conceptual and technical issues arise when one attempts to apply the same procedure used

in the construction of the Standard Model. Furthermore, there is a lack of empirical evidence of

quantum gravitational effects that could guide the construction of a theory of Quantum Gravity.

Gravity is a weak interaction, making the experiments probing quantum gravitational phenomena

extremely difficult, if not impossible, to realize. For example, the transition rate of spontaneous

emission of a graviton[8] - the gravitational quantum - by a hydrogen atom is suppressed by a

factor of 1047 when compared to the same process for a photon.

Frequently, theories become simpler in lower dimensions. That is the case with General

Relativity[9][10]. In particular, General Relativity is topological in two dimensions[11] - it has no

dynamical local degrees of freedom. However, being closely related to Liouville Field Theory[12],

a possible quantum theoretical framework for two-dimensional gravity is provided[13], serving as a

toy model of higher-dimensional gravity. Furthermore, two-dimensional quantum gravity is found

to be equivalently described by a discrete formalism - Matrix Models[14] - in which the problem

of quantizing gravity is treated as the problem of summing over random surfaces, discretized

with appropriate polygonal structures. The equivalence between the continuum and discrete

approaches can be shown, for example, by evaluating their large scale behaviour. In particular,

a set of quantities known as the critical exponents are shown to depend on the type of matter

1



under consideration[15]. Therefore, they help determine which Matrix Model (which restrictions

to the matrices’ properties) describes which type of matter.

Statistical Mechanics is a suitable tool to study large scale physics. In the 1970’s, Quan-

tum Field Theory and Statistical Mechanics were merged[16], giving rise to the Renormalization

Group[17] approach to Quantum Field Theory. Different frameworks exist within the Renormal-

ization Group approach. The Functional Renormalization Group[18] is one of them. It has an

underlying exact functional differential equation, the Wetterich equation[19], allowing for a con-

tinuous evaluation of the system’s scale evolution. Therefore, it can, in principle, be applied to

Matrix Models in order to study their large scale behaviour.

Our goal is to apply the Functional Renormalization Group to Matrix Models[20]. In partic-

ular, we extract their critical exponents, making use of the Wetterich equation. Although it is an

exact equation, its practical implementation requires some approximations. The exact values of

the critical exponents are known from other methods to solve Matrix Models. Herein, we optimize

the procedure set in the original article[20], aiming to reproduce those exact values.

The outline of this thesis goes as follows.

Section [2] makes a brief contextualization of the problem of building a theory of the quan-

tum gravitational field. A few approaches are mentioned, pointing out their distinct conceptual

frameworks, successes and unresolved problems.

Section [3] shifts the attention to the quantization of two-dimensional gravity, treating it

both in the continuum - Liouville Gravity - and in the discrete approach - Matrix Models. The

relationship between the two approaches is presented. Relevant quantities to the remainder of

the thesis, such as the critical exponents, are extracted.

Section [4] briefly walks through the ideas behind the Renormalization Group approach to

Quantum Field Theory. A close look is taken into the Functional Renormalization Group and its

underlying functional differential equation is derived in detail. The strict relation between the

Functional Renormalization Group and Asymptotic Safety is pointed out.

Section [5] describes the application of the Functional Renormalization Group to Matrix Mod-

els. Critical exponents are extracted in this setting and compared to known exact values. As the

Wetterich equation can only be solved approximately, several spurious quantities that the critical

exponents would not depend on (were the equation solved exactly) are introduced. Stability with

respect to these quantities is tested, working toward an optimization of the procedure.
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2 The Quantization of Gravity

Merging General Relativity and Quantum Mechanics is key in unfolding a fuller comprehension

of space and time. To that end, many distinct approaches have been tried over the years. This is

partly due to a lack of empirical evidence to guide the way for a theoretical construction but also

due to conceptual difficulties in the application of formerly successful frameworks. This chapter is

devoted to a brief overview of the rationale behind some of the first attempts to solve the problem

of the quantization of gravity, pointing out their successes and unresolved problems. Namely, we

discuss: the perturbative approach to the path integral; the canonical quantization of gravity

developed in the 60’s; the asymptotic safety scenario hypothesized in the late 70’s. At the end of

this chapter, it is the hope of the writer that the motivation behind the work developed in this

thesis becomes clearer.

2.1 Perturbative Quantization of Gravity

A very successful classical theory of the gravitational field has been established and tested for

over a hundred years. Solving Einstein’s General Relativity[3] equations,

Rµν −
1

2
gµνR+ Λgµν = 8πGNTµν , (2.1)

where Rµν is the Ricci curvature tensor, R is the Ricci curvature scalar, gµν is the metric tensor,

Tµν is the energy-momentum tensor, GN is Newton’s constant and Λ is the cosmological constant,

has provided us with a good model of classical gravity.

GR predicts numerous exciting gravitational effects[21], from the deflection of light rays to

gravitational waves, the Big Bang and black holes. The Big Bang and black hole singularities

signal a regime where Einstein’s theory loses its validity. It is conjectured that an understanding

of quantum gravitational effects at very short length scales might help remove these singularities.

However, the scale of such effects dwells below the Planck length scale, a distance scale that is

much smaller than the scales of the other fundamental interactions’ quantum theories. At modern

times, the Planck energy scale,
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PE =

√
ℏc5
GN

≈ 1019 GeV , (2.2)

is inaccessible (for instance, the LHC (Large Hadron Collider) runs at a maximal collision energy

of around 104 GeV[22]).

Furthermore, to start a quantization procedure, the degrees of freedom to be quantized

must be identified. In the particular case of the weak gravity limit of Einstein’s field equations,

in which gµν is perturbed around a fixed background metric (usually taken to be Minkowski’s

metric, ηµν = diag(−1, 1, 1, 1)) with a (weak) fluctuation field fµν ,

gµν(x) = ηµν + fµν(x), |fµν | << 1 . (2.3)

the physical degrees of freedom at play in GR can be identified. Plugging this solution into

equation (2.1) in the case of a vanishing cosmological constant (Λ = 0), a wave equation is

obtained. Choosing the harmonic gauge condition on the fluctuation field, fµν ,

∂νfµν −
1

2
∂µf

ν
ν = 0 , (2.4)

Einstein’s equations become[23]

□fµν = −16πGN [Tµν −
1

2
ηµνη

µνTµν +Oµν ] , (2.5)

where □ is the D’Alembertian operator associated with ηµν . Oµν gathers “higher-than-linear-

order” terms in fµν
[23]. They can be read as the fact that not only matter, Tµν , is a source

of gravity but gravity is a source of itself, as Einstein’s equations are non-linear in fµν . In the

linearized gravity (or weak fµν field) and matterless (vanishing Tµν) case, (2.5) turns into a wave

equation, whose solutions are plane waves. In the harmonic gauge, the solution[21] to source-

free linearized gravity reveals that the physical degrees of freedom of linearized gravity are the

polarization states of the wave,

fµν(x) =


0 0 0 0

0 0 0 0

0 0 f22 f23

0 0 f23 −f22

 eiw(x−t) . (2.6)
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If the polarization states of a plane wave transform as ϕ → eihθϕ under a θ rotation about

the axis of propagation, they have helicity ±h. The polarization states of the gravitational wave

transform accordingly with h = ±2. Although all that has been said is purely classical, in the

quantum theory this translates to the quantum of gravitation - graviton - being a spin 2 particle.

Let us now look at the Feynamn integral of the gravitational field,

Z =

∫
G(M)

D[gµν ]e
iSEH [gµν ] . (2.7)

The integration is taken over all distinct geometries, G, of the 4D manifold M. Due to the

freedom in the choice of coordinate system, some metrics are equivalent under the action of the

group of diffeomorphisms. Metrics equivalent to one another can be put in a set: a class of

metrics. Metrics in different classes are physically non-equivalent. Therefore, D[gµν ] is an explicit

reference to the integration measure being taken over the physical metrics only, that is, over

classes of metrics. SEH [gµν ] is the Einstein-Hilbert action[24],

SEH =
1

16πGN

∫
d4x
√

|g|(R− 2Λ) , (2.8)

which gives rise to Einstein’s equations (2.1). Let us consider, for simplicity, pure gravity (no

matter fields) and a vanishing cosmological constant. In particular, following the background-field

approach[6], where we decompose the metric gµν into a fixed background field - which we take to

be the Minkowski metric, ηµν - plus a fluctuation field, hµν ,

gµν(x) = ηµν + hµν(x) . (2.9)

Redefining the fluctuation field, as follows,

hµν =
√
16πGN h̃µν , (2.10)

the theory’s coupling constant is ∼
√
GN . Quadratic terms in the fields are thus independent

of the coupling constant. To proceed with a Feynman diagrammatic expansion of the graviton

building blocks, the Einstein-Hilbert Lagrangian is expanded in powers of the fluctuation field.

It reduces to the Fierz-Pauli Lagrangian[25],

5



Figure 1: Graviton propagator

LFP =
1

2
(∂σhµν)(∂σh

µν)− 1

2
(∂σh

µ
µ)(∂

σhνν)− (∂σhµν)(∂µhµν) + (∂σh
σµ)(∂µh

ν
ν) , (2.11)

plus higher-order terms in the fluctuation field. The appearance of the Fierz-Pauli Lagrangian as

the lowest-order polynomial in the fluctuation field is natural since the field equations of linearized

gravity (when hµν → fµν << 1) can be obtained from it. Furthermore, it is the only Lagrangian

invariant under diffeomorphisms[26], where ξµ is a small shift in the coordinate system,

δfµν = ∂µξν + ∂νξµ . (2.12)

By virtue of appropriate partial integrations, the Fierz-Pauli Lagrangian (2.11) can be cast

in the suitable form of a product of fields with an operator insertion, as follows:

LFP ∝ hρλM
ρλµνhµν . (2.13)

Similar to QED or QCD, the M matrix is not invertible since it has zero modes. To make

it invertible, the harmonic gauge condition, (2.4), may be introduced as a gauge-fixing term[27]

and the usual Fadeev-Popov method[28] can be carried out. Having done so[29], the first building

block of perturbation theory arises: the graviton propagator (figure (1)),

Dµ1ν1;µ2ν2(k) =
ηµ1µ2ην1ν2 + ηµ1ν2ην1µ2 − ηµ1ν1ηµ2ν2

k2 − iϵ
. (2.14)

Albeit technically involved, the higher-order terms in the couplings carry information about

the vertices associated with graviton self-interactions, like the three-vertex[7] (figure (2)), repre-

sented by the Feynman rule:

Vµ1ν1;µ2ν2;µ3ν3(k1, k2, k3) = k1k2η
µ1ν1ηµ2ν2ηµ3ν3 + kµ3

1 k
ν3
2 η

µ1µ2ην1ν2 + (...) , (2.15)

6



Figure 2: Graviton three-vertex

comprising all the six-index quantities that can be built from the momenta and the Minkowski

metric. (Naturally, if a non-flat background is chosen, the expressions are even more complex[30].)

This vertex gives a first taste of the complexity of this type of approach. However, technical

complexity is not the only (nor the main) issue. The perturbative path integral approach is not

a complete theory of the quantum gravitational field since it is not possible to renormalize the

theory within the standard perturbative renormalization procedures of QFT[31]. The divergences

in the theory cannot be absorbed in the parameters of the Lagrangian, requiring the addition of

counterterms to the Lagrangian at every order of the perturbative expansion. Each counterterm

carries a coefficient which is to be fixed experimentally. Hence, at arbitrarily high order, an infinite

number of counterterms ought to be fixed in order to renormalize the theory. As such, the theory

is deemed incomplete or non-predictive at high energies. (To be precise, the coefficients of the

divergent 1-loop order (pure gravity) terms coincidentally cancel out[32]. However, that is not the

case at higher loop orders[33][34][35].) This fact could have already been foreseen by looking at the

mass dimensions of Newton’s constant, [GN ] (and consequently the theory’s coupling constant),

√
GN ∼ 1

mPl

→ [GN ] = −2 . (2.16)

A momentum cut-off Λ is introduced to allow for finite integrations and then sent to infinity

to obtain a UV-complete theory. When computing the amplitude A - a dimensionless quantity

- of a physical process and reading its perturbative expansion in powers of the gravitational

coupling constant, one notices that the divergences increase with increasing order of the powers

of the coupling constant due to the negative mass dimension of
√
GN . Schematically, A depends

on powers (
√
GN)

aΛb and, in order for such an object to be dimensionless, b > 0 to cancel the

negative mass dimensions introduced by GN .
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The impossibility to renormalize the theory might, in fact, be rooted in a deeper conceptual

problem pertaining the split of the metric field into perturbations around the Minkowski (or any

other background) metric.

First, at strong gravitational limits, it might occur that the hµν field fluctuates in such

an unrestricted manner that it alters the metric signature (− + ++) of gµν (which would, for

instance, destroy the constraint of det(gµν) < 0). Some alternative decompositions of the metric

that restrict the behaviour of the fluctuation field have been studied[36][37] in an attempt to

circumvent this problem. Furthermore, the background-field method is an explicitly covariant

approach to quantum gravity in the sense that diffeomorphism invariance is preserved for the

(fixed) background field. The fluctuation field is considered to exist on the space-time defined by

the background metric. However, it is at the core of GR that space-time geometry and the full

metric field go hand in hand. Space-time is not determined by the background metric alone but by

the full metric - which is precisely the unknown variable. Quantum gravity should be defined in

a background-independent manner. The BRST symmetry[38] realizes background-independence

in QFTs. However, the perturbative non-renormalizability of GR raises some issues[39] regarding

the preservation of the symmetry order by order in the perturbative expansion, complicating the

use of the metric split as a tool in the quest for a quantum theory of the gravitational field.

In spite of this, perturbative quantum gravity has its use in the setting of an effective field

theory[40], valid up to an energy scale beneath that at which it breaks down. Within this frame-

work, some results have been obtained. Quantum corrections to the Newtonian potential have

been studied[41] as well as corrections to the Schwarzschild and Kerr metrics[42], and the ampli-

tudes of processes such as the graviton-graviton scattering have been computed[7]. These results

can serve as a benchmark to a complete theory of Quantum Gravity.

Some difficulties of the perturbative path integral attempt to quantize gravity have been

outlined above. The following subsection is devoted to another classic quantization procedure:

the canonical quantization of GR.

2.2 Canonical Quantization of Gravity

A possible approach in the canonical quantization of GR is the casting of the Einstein-Hilbert

action, (2.8), into Hamiltonian form. The focus here will be on ADM Gravity[43], a Hamiltonian

formulation of GR developed in the 1960’s by Richard Arnowitt, Stanley Desner and Charles
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Misner. To obtain it from the Einstein-Hilbert action, it is important to recall the definition of

the Hamiltonian density, H, as a Legendre transformation of the Lagrangian density, L,

H = πq̇ − L , (2.17)

where q denotes the chosen canonical variable, π denotes its canonically conjugate momentum

and the dot over q denotes the time derivative.

Hence, one must start by defining the appropriate canonical variable. Moreover, a “time”

variable must be singled out, with respect to which the evolution of the canonical variable is

evaluated. In order to do so, space-time is broken up into space plus time: the Hamiltonian

formalism explicitly breaks the space-time covariance of GR.

Let us start with a 4D topological differentiable manifold and a Lorentzian metric, (M, gµν).

If such a space-time is globally hyperbolic, M can be foliated, for each “time”, into Cauchy

hypersurfaces[29], and its topology is given by a direct product of the spatial 3D Cauchy hyper-

surfaces, Σt, and the global “time”,

M = R× Σt . (2.18)

A time flow vector field, tµ, can be associated to the global “time” function, t, where µ

refers to the 4D space-time indices. Note that this ”time” is still not endowed with any physical

meaning, as the metric field is still unknown. To understand the meaning of this “time” vector,

consider two infinitesimally close hypersurfaces as in figure (3). tµ is the vector that points along

the line identified with ds: it points from the point of coordinates (xa) in Σt to the point of

coordinates (xa) in Σt+dt (a references spatial indices). Since the two surfaces are, in general,

geometrically different from one another, the two (xa, t) and (xa, t+dt) do not lie normally above

one another. tµ can be decomposed into a normal and a tangential component, respectively,

tµ = Nnµ +Nµ , (2.19)

where nµ denotes the unit vector normal to Σt, pointing from (xa, t) to a point (ya, t+dt) normally

above it, Nµ is the shift vector, pointing from (ya, t + dt) to the point (xa, t + dt), and N is the

lapse function, such that ds = Ndt.
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Figure 3: Two infinitesimally close hypersurfaces

A three-dimensional metric is induced on each hypersurface, the spatial components of which,

hab = gab + nanb , (2.20)

constitute the canonical variable in the ADM formalism. gab can be expressed[44] in terms of the

geometrical quantities (hab, N,Na) as follows:

gab = hab −N−2(ta −Na)(tb −N b) . (2.21)

Therefore, the 10 degrees of freedom of the Lorentzian metric, gµν , (a 4×4 symmetric matrix)

are now expressed as 6 degrees of freedom from the induced spatial metric, hab, (a 3×3 symmetric

matrix), 1 degree of freedom from the lapse function, N , and 3 degrees of freedom from the shift

vector, Na.

The goal is now to rewrite (2.8), namely the volume element and the Ricci scalar, in terms

of these new variables. To that end, it is useful to introduce the concept of extrinsic curvature,

given in terms of a Lie derivative[29],

Kµν =
1

2
Lnhµν , (2.22)

where n is the normal to the surface. This tensor is purely spatial and its spatial components

can be written in terms of the new variables[45],
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Kab =
1

2N
(ḣab −DaNb −DbNa) (2.23)

where Da is the spatial covariant derivative.

The Ricci scalar and the volume element are given, respectively, as follows (see Wald[44] or

Kiefer[29] for details),

R = R(3) +K2 −KabK
ab − 2Rµνn

µnν = R(3) −K2 +KabK
ab , (2.24)

√
−g = N

√
h , (2.25)

where R(3) is the 3D Ricci scalar and K is the trace of the extrinsic curvature.

With (2.8), (2.24) and (2.25), one obtains the ADM form of the Einstein-Hilbert action[45],

SEH =

∫
dtd3x

16πGN

N
√
h(R(3)−2Λ−K2+KabK

ab) =

∫
dtd3x

16πGN

N(GabcdK
abKcd+

√
h(R(3)−2Λ)),

(2.26)

where the DeWitt super-metric[5] (a “metric” in the space of all metrics) has been introduced,

Gabcd =
1

2
√
h
(hachbd + hbchad − habhcd) . (2.27)

The Lagrangian density does not depend on times derivatives of either N or Na: they do not

play the role of dynamical variables. Their canonically conjugate momenta (generically given by

π = ∂L
∂q̇
) vanish. On the other hand, the canonical momentum associated to the induced metric,

πab, is non-vanishing, given as follows[45]:

πab =
1

16πGN

GabcdK
cd =

√
h

16πGN

(Kab −Khab) . (2.28)

In order to apply the Legendre transformation, (2.17), ḣab must be expressed in terms of the

canonical momentum. To that end, one inverts (2.28) in order to express Kab in terms of πab and

plugs it into (2.23). This leads to:
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ḣab =
32πGNN√

h
(πab −

1

2
πabh

abhab) +DaNb +DbNa . (2.29)

This is the first set of the Hamiltonian equations of motion, formally given by ḣab =
δH
δπab . The

(rather lengthy) expression for the second set of the Hamiltonian equations of motion, π̇ab = − δH
δhab ,

can be found, for example, in Wald[44].

The Hamiltonian density of GR can now be written,

H = 16πGNNGabcdπ
abπcd −N

√
h(R(3) − 2Λ)

16πGN

− 2NbDaπ
ab , (2.30)

and the Einstein-Hilbert action can be rewritten as follows:

SEH =
1

16πGN

∫
dtd3x(πabḣab −NH⊥ −NaHa) . (2.31)

As previously pointed out, N and Na are non-dynamical variables. They are called Lagrange

multipliers. From their equations of motion, δS
δN

= 0 and δS
δNa = 0 → H⊥ = 0 and Ha = 0.

H⊥ and Ha are called constraints. Therefore, this is a constrained Hamiltonian formulation of

GR, one in which, aside from the Hamiltonian equations of motion, there are two constraints on

the Hamiltonian: the diffeomorphism (or momentum) constraint and the Hamiltonian constraint,

respectively,

Ha = −2Dbπ
b
a = 0 , (2.32)

H⊥ = 16πGNGabcdπ
abπcd −

√
h(R(3) − 2Λ)

16πGN

= 0 . (2.33)

In the 1970’s, the formulation developed by Hojman et al.[46], known as geometrodynamics,

shone new light on the meaning of these objects. The approach is based solely on the algebra of

surface deformations and, under some general principles, it is shown that (2.32) and (2.33) are the

generators of such surface deformations. (A review of the approach can be found in Kiefer[29].)

The constraints restrict the degrees of freedom of the theory. (2.32) and (2.33) sum up to 4

(one scalar and one vectorial) constraints on each point of phase space, 4×∞(3). Subtracting that

12



from the 6×∞(3) degrees of freedom coming from the pair (hab, πab) of canonical variables, one is

left with 2×∞(3) degrees of freedom, in line with the two polarization states of the gravitational

wave of (2.6). The existence of the constraints is an indication that the configuration space

is not yet narrowed down to the physical one. The diffeomorphism constraint (2.32) can be

eliminated[44] by taking as canonical variable the set of equivalence classes of hab - the set of

all physically non-equivalent metrics (up to diffeomorphisms of Σt). This configuration space

is known as superspace[47]. However, a configuration space that can eliminate the Hamiltonian

constraint (2.33) is not known.

The constraints represent an obstacle to the quantization of ADM Gravity. The problem

can be posed as follows. Should the constrained classical theory be quantized and then some

quantum mechanical reduction of the degrees of freedom be performed or should the classical

degrees of freedom be reduced and then the unconstrained classical theory be quantized? Is there

a guarantee of the equivalence of the two modi operandi?

In general, the equivalence between the two approaches cannot be guaranteed. In practice,

the quantization of the unconstrained classical theory is based on a much more complicated

configuration space and is rarely attempted. The quantization of the constrained classical theory

can be done through the quantization procedure set up by Paul Dirac[48]. A comprehensive

step-by-step discussion of the procedure can be found in Kiefer[29]. For the current purposes the

following statement suffices: the classical constraint is promoted to an operator equation that

restricts the physical states,

ϕa = 0 → ϕ̂a|ψ⟩ = 0 . (2.34)

However, there is no general recipe to predict the behaviour of constraints after quantization.

Consider, for example, two classical constraints, ϕa = 0 and ϕb = 0, such that they satisfy the

usual Poisson brackets, {ϕa, ϕb} = f c
abϕc = 0. The Poisson brackets should then be promoted to

[ϕ̂a, ϕ̂b]|ψ⟩ = 0. As f c
abϕc is subject to quantization, a factor-ordering problem arises: it could be

that f c
abϕc → f̂ c

abϕ̂c but it could also be that the order of the products turns out to be different.

Due to [ϕ̂a, ϕ̂b]|ψ⟩ = 0, constraints other than the classical ones would then be imposed on (already

physical) degrees of freedom. The classical symmetry would be broken at the quantum level and

a gauge anomaly would arise. This is why one cannot guarantee the equivalence of the procedures

outlined above. Different degrees of freedom of either approach might lead to different quantum

constraints and anomalies that are present in one quantization scheme might not be present in
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the other. Hypothetical experimental evidence of the existence/nonexistence of such anomalies

could be of use in this setting.

The simplest quantum promotion of (2.33) is given by promoting hab → ĥab, πab → π̂ab =
δ

δĥab
(a functional derivative with respect to ĥab) and assuming the operator ordering where all

momenta appear to the right of their respective term. The equation is known as the Wheeler-

DeWitt equation[5],

Ĥ⊥|ψ⟩ = (−16πGNℏ2Gabcd
δ2

δhabδhcd
−

√
h

16πGN

(R(3) − 2Λ))|ψ⟩ = 0 . (2.35)

As it stands, there is no general solution to this equation. It has, however, been studied in

cosmological models[49][50]. Even before solving the equation, an interesting question is raised by

it: the question of the meaning of time. If one is to interpret it as a Schrödinger-like equation,

iℏ d
dt
ψ = Ĥ⊥ψ = 0, then nothing is happening dynamically to the system. The question of

the nature of time in QG has been addressed many times, both from a philosophical and a

mathematical viewpoint and many great reviews on the subject can be found[51][52][53].

In the 1980’s, in an attempt to simplify the equations of motion and constraints of ADM

Gravity, Abhay Ashtekar proposed the adoption of a new set of canonical variables[54], inspired

by the possibility of writing the metric hab in terms of a set of orthonormal vectors known as

triads, such that hab = eai e
b
i . The new index i, referent to the internal symmetry of the vectors,

gives rise to a new gauge (SU(2)) symmetry of the metric. This prompted Lee Smolin and Carlo

Rovelli to formulate GR as a gauge theory in 1990[55]. This formulation gave rise to the modern

day canonical approach to the quantization of gravity, known as Loop Quantum Gravity. Many

exciting predictions are made in this formalism[56][57] and research is highly active.

2.3 Asymptotically Safe Gravity

Having discussed the perturbative and canonical approaches to QG, this subsection discusses

another approach, doing so very lightly, as the ideas put forth here will be made more concrete

in sections further along the thesis.

The idea of (Gravitational) Asymptotic Safety was introduced by Steven Weinberg[58] in

the end of the 1970’s. As we have seen in subsection [2.1], the perturbative QFT approach to

GR fails at delivering a UV-complete theory. The goal of the Asymptotic Safety scenario is a
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rather simple one: to make a perturbatively non-renormalizable QFT UV-complete by means of

non-perturbative techniques.

Scale symmetry is an important feature of classical field theories as the theory’s couplings are

constant and thus independent of the energy scale, k. This means that the theory is consistent

at all energy scales. However, scale symmetry is broken upon quantization (often due to the

measure of the path integral) and, as such, divergences in the theory’s couplings, uα, may appear

at high energy scales, where the theory is no longer consistent. The way that couplings vary

with the energy scale is portrayed by the couplings’ beta functions, β(uα). In order for scale

symmetry to be recovered at the quantum level, one should then find a set of values for the

couplings, {uα, α = 1, 2, ...} = u∗, known as a fixed point, at which β(uα) = 0 - that is, the

couplings cease to have a scale dependence. If the fixed point has all coordinates, uα, equal to

zero, it is called a Gaussian Fixed Point, and one speaks of Asymptotic Freedom. If the fixed

point has some non-vanishing coordinate(s), it is called a Non-Gaussian Fixed Point (NGFP),

and one speaks of Asymptotic Safety. The goal of Asymptotically Safe Gravity is thus to define a

quantum gravitational theory whose UV limit (k → ∞) is a fixed point, such that at arbitrarily

high energy scales the theory is (asymptotically) safe from divergences.

Evidence[18][59][60][61] for the existence of such a fixed point for 4D gravity is not definitive but

enough to make a good case for it and to still be pushing active research in the field. However,

lower-dimensional versions of GR are generally simpler and easier to explore[9][10]. Therefore, they

can be looked at as possible starting points for lower-dimensional models of a quantum theory of

the gravitational field.

In this thesis, we will focus specifically on the quantization of 2D gravity. We will show that

2D Quantum Gravity (2DQG) is equivalent to a matrix formulation - Matrix Models - to which

we will apply the necessary procedures in order to evaluate the hypothesis of Asymptotic Safety

in such models. The hope is that the results found in a 2D setting can serve as a toy model

for higher-dimensional settings to be tackled afterwards. The following chapter is thus devoted

to the quantization of 2D gravity and to presenting the results relevant for the work developed

further along the thesis.
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3 Two-Dimensional Quantum Gravity

Two-dimensional gravity - with one temporal and one spatial dimension - is a topological field

theory, as the 2D Einstein-Hilbert action leads to non-dynamical equations for the metric field.

It is thus classically trivial. However, in two dimensions, Einstein’s field equations are equivalent

to Liouville’s equation. Liouville’s equation can be generalized to be the equation of motion of a

2D Conformal Field Theory, appropriately named Liouville Field Theory, which can thus provide

a framework for a quantum theory of gravity - Liouville Gravity. The quantum theory turns out

to be non-trivial due to the presence of a conformal anomaly. Furthermore, Liouville Gravity is

shown to be equivalently described by Matrix Models: different types of matter interactions are

described by different types/restrictions to the matrices. This chapter is devoted to presenting

these two approaches: Liouville Gravity, Matrix Models and the bridge between them.

3.1 Liouville Gravity

The Einstein-Hilbert action (2.8) in two-dimensions leads to no dynamical field equations for the

metric tensor due to the fact that the corresponding Lagrangian, −
√

|g|R, is a total divergence.

Another way of looking at it is that Einstein’s tensor identically vanishes in two dimensions,

Gµν = Rµν −
1

2
gµνR = 0 , (3.1)

and, as such, any metric is a solution of the equations of motion.

To obtain the Liouville equation from the Einstein-Hilbert action[11][12] additional fields must

be introduced, known as Liouville modes. Liouville Field Theory had long been (classically)

established and studied as a 2D conformal field theory but its quantization is far from trivial.

Alexander Polyakov’s seminal paper[13] of 1981 paved the way for the path integral quanti-

zation of Liouville Gravity. In it, inspired by the fact that the amplitudes of free particles are

given by the sum of all possible paths in the particle’s history, the author outlined a model for

summing over all possible surfaces along which free strings (the model’s analogue of particles)

would move. This is ultimately the problem of QG: the summation over metrics - or surfaces -

modulo diffeomorphisms and over topologies, as stated in equation (2.7).
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Following Polyakov[13], one can start with the purely bosonic string action, describing the

2D worldsheet of a D-dimensional bosonic string,

SM(X, g) =
1

8π

∫
d2ξ

√
ggabhij∂

aX i∂bXj , (3.2)

where h is the metric of the D-dimensional target manifold, g is the metric field of the worldsheet,

Σ, a 2D Riemannian genus h surface (where the genus is, intuitively, the number of holes of the

surface), and X is the bosonic D-dimensional matter field. X⃗(ξ) specifies the embedding of Σ into

the D-dimensional space-time. Choosing to work in flat D-dimensional Euclidean space, (3.2) is

simplified,

SM(X, g) =
1

8π

∫
d2ξ

√
ggab∂

aX i∂bX i . (3.3)

The a, b indices refer to the 2D worldsheet and i refers to the D-dimensional embedding space.

The action is invariant under a conformal/Weyl transformation of the metric,

gab → g′ab = eσgab , (3.4)

where σ is the Liouville mode. The quantum theory, however, is not invariant under (3.4),

The partition function, where µ0 is an explicit bare cosmological constant and the configura-

tions related by diffeomorphisms of the 2D surface Σ are divided out, is written as follows,

Z =

∫
DgDgX

vol(diff)
e−SM (X,g)−µ0

2π

∫
d2ξ

√
g . (3.5)

An anomaly arises due to the integration measures, and conformal invariance is broken upon

quantization. While the integration measures are invariant under diffeomorphisms of the surface

Σ - hence the division by the volume of the diffeomorphism group - they depend on the metric by

their very definition[13][62] in a way that makes them non-invariant under the Weyl rescaling of the

metric, (3.4). The integration measures are determined by requiring they respect the following

constraints,
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∫
DgδXe

−||δX||2g = 1 ,∫
Dgδge

− 1
2
||δg||2g = 1 ,

(3.6)

where the norms are defined as follows, δg and δX being metric/matter fluctuations on Σ,

||δX||2g =
∫
d2ξ

√
gδX iδX i , (3.7)

||δg||2g =
∫
d2ξ

√
g(gacgbd + 2gabgcd)δg

abδgcd , (3.8)

The dependence on the metric in equation (3.7) means the matter field integration measure

is not conformally invariant. The anomaly is given by

Dg′X = e
D
48π

SL(σ)DgX , (3.9)

where D is the dimension of the flat space-time in which the 2D surface Σ is embedded and SL(σ)

is the Liouville action,

SL(σ) =

∫
d2ξ

√
g

(
1

2
gab∂

aσ∂bσ +Rσ + µeσ
)

. (3.10)

The metric integration measure also carries a conformal anomaly. To integrate over the metric

field, one must get rid of the degeneracies and integrate only over the non-equivalent metrics. The

space of metrics on a surface Σ modulo diffeomorphisms and Weyl transformations (3.4) is a finite

dimensional compact space named moduli space[14], Mh, whose dimensions depend on the genus

of the surface. With a representative fiducial metric, ĝ, for each point τ of the moduli space,

the full space of metrics on Σ can be recovered via the action of the diffeomorphism and Weyl

groups’ generated orbits on the fiducial metric, ĝ. Hence, the metric can be parameterized by a

diffeomorphism f and a Weyl scaling ϕ,

f ∗ g = eϕĝ(τ) . (3.11)
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The metric integration is thus split into an integration over the vector fields, va, that generate

infinitesimal diffeomorphisms, an integration over the Liouville mode, ϕ, and an integration over

moduli space. The definition of the partition function (3.5) divides out the diffeomorphisms and

one is left with the integration over the Liouville mode and over the moduli space. The Fadeev-

Popov method[28] can be used to extract the Jacobian for the change of variables by taking

convenient advantage of the complex coordinate language of 2D CFT[14] (see appendix [A]). The

Jacobian is given by

J(ϕ, ĝ) =

∫
DbDcDb̄Dc̄e−

∫
d2ξ

√
g(b∇̄c+b̄∇c̄) , (3.12)

where b (b̄) and c (c̄) are the ghosts (and anti-ghosts). The anomaly associated to the ghost

integration measure (from here on out abbreviated to D(bc)) is finally extracted:

Deσg(bc) = e−
26
48π

SL(σ)Dg(bc) . (3.13)

This is Polyakov’s seminal result[13]: the origin of the critical D = 26 dimension in string

theory. At this value of D, the conformal invariance of the classical theory is preserved upon

quantization and the Weyl transformation, (3.4), is a gauge symmetry of the theory. However, at

any other value, the anomaly impedes the division of the integration measure by the volume of

Weyl transformations and one has to integrate over the Liouville mode.

The partition function can thus be rewritten,

Z =

∫
[dτ ]DgϕDg(bc)DgXe

−SM (X,g)−Sgh(b,c,g)−
µ0
2π

∫
d2ξ

√
g . (3.14)

The main problem from now on is how to deal with the Liouville mode integration measure.

As first pointed out by Distler and Kawai[62], having constructed this measure to be explicitly

diffeomorphism invariant, the norm is dependent not only on the metric but also on the Liouville

mode itself in a non-trivial manner due to the fiducial decomposition, (3.11),

||δϕ||2g =
∫
d2ξ

√
g(δϕ)2 =

∫
d2ξ
√
ĝeϕ(δϕ)2 . (3.15)

If the exponential of the Liouville mode were absent from the expression above, the Liouville
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mode integration measure would reduce to that of a free field, and everything would be facilitated;

that is, if the norm took a form akin to (3.7),

||δϕ||2ĝ =
∫
d2ξ
√
ĝ(δϕ)2 . (3.16)

To transform from (3.15) to (3.16), one would have to find the Jacobian of such transfor-

mation. In Distler and Kawai’s paper[62], the form of the Jacobian was assumed to be that

of an exponential of a renormalizable local action, diffeormorphism and conformally invariant,

J(ϕ, ĝ) = e−S(ϕ,ĝ). As pointed out in Ginsparg and Moore[14] and in Nakayama’s review[63] of

Liouville Field Theory, there have been attempts[64][65] to justify this assumption. Furthermore,

canonical formulations of Liouville Gravity also validate this assumption[14]. The action that

respects these requirements is a Liouville-like action, akin to (3.10), with arbitrary coefficients

attached to each term. The integration measures are now dependent only on the fiducial metric,

Z =

∫
[dτ ]DĝϕDĝ(bc)Dĝ(X)e−SM (X,ĝ)−Sgh(b,c,ĝ)−

∫
d2ξ

√
ĝ(αĝab∂

aϕ∂bϕ+QR̂ϕ+µeγϕ) , (3.17)

where µ is a combination of µ0 and some term µ1 analog to that of the Liouville action. Hence,

µ can be set to zero due to the freedom to adjust the bare cosmological constant µ0. All that is

left is to determine the arbitrary coefficients. To do so, two further aspects are essential. First,

the theory ought to be dependent on the metric alone and not on the particular choice of fiducial

metric. It should thus be invariant under the following simultaneous transformations,

ĝab → ĝ′ab = eσĝ || ϕ→ ϕ′ = ϕ− σ

γ
. (3.18)

Applying the infinitesimal version of these transformations to (3.17) and upholding the the-

ory’s invariance under them, one finds

Q =
25−D

48π
|| α =

1

2
Q . (3.19)

The Liouville field can be rescaled in order to obtain a standard kinetic term, ∼
∫
(∂ϕ)2. The

definition of Q is altered accordingly:
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Q =

√
25−D

3
. (3.20)

Second, in order for the theory to be conformally invariant, the total central charge (see

appendix [A]) must vanish. Recalling the matter (3.9) and ghost (3.13) anomalies, one can

extract the central charge for the Liouville mode,

cmatter + cghosts + cliouville = D − 26 + cliouville = 0 ⇔ cliouville = 1 + 3Q2 . (3.21)

Due to the rescaling of the Liouville mode, the physical and fiducial metric are related via

g = eγϕĝ , (3.22)

which means the area of the surface is now given by

A =

∫
d2ξ
√
ĝeγϕ . (3.23)

Conformal invariance demands that eγϕ behaves as a tensor of conformal weight (see appendix

[A]) (h, h̄) = (1, 1)[62]. The last coefficient of (3.17) is thus obtained:

γ± = − 1√
12

(
√
25−D ∓

√
1−D) . (3.24)

As duly noted by Ginsparg and Moore[14], before rescaling the Liouville mode, the Liouville

action’s effective coupling in (3.17) goes with ∼ 1
25−D

. Therefore, the classical limit of the Liouville

action is obtained with D → −∞, which will take the effective coupling to zero. The root that

carries this classical behaviour γ → 0 is the + root.

Distinct regimes appear depending on the value of the matter central charge. At D ≤ 1, both

γ and Q are real; this is the range in which the cosmological constant is real, and where Liouville

Gravity is well defined. At D = 1 a phase transition might occur; above this value of the matter

central charge, Liouville’s model of gravity is incomplete. Particularly at D = 25, Q = 0 and

γ is purely imaginary, which means the reality of the metric is lost. A conjecture can be made:
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to account for this, one can perform a Wick rotation on ϕ → iϕ, which reverses the sign of the

kinetic term, making it as though ϕ is a timelike dimension; in this sense, the noncritical string

propagating in a 25-dimensional Euclidean space is analog to the critical string propagating in

a 26-dimensional Minkowski space. At D > 25, both Q and γ are purely imaginary, and the

reversal of the Liouville mode kinetic term sign still occurs. Despite being undisclosed in the

Liouville formalism of 2DQG, it is this regime that could model higher-dimensional QG[66].

An important quantity to establish the link between Liouville Gravity, Matrix Models and

the FRG is the string susceptibility, Γstr, an exponent that governs the behaviour of the partition

function for large areas of the surface. This quantity was first conjectured by Knizhnik, Polyakov,

Zamolodchikov[15] for genus zero surfaces, working in the light-cone gauge, and then formally

derived by Distler and Kawai[62] and David[67] for arbitrary genus, working in the conformal

gauge, (3.11) - the one that’s been followed throughout this section. Consider the partition

function for the theory for a fixed area A of the Riemannian surface,

Z(A) =

∫
DϕDψe−Sδ

(
A−

∫
d2ξ
√
ĝeγϕ

)
, (3.25)

where Dψ conveniently encompasses the matter, ghost and moduli integration measures. Follow-

ing Ginsparg and Moore[14], we define the string susceptibility in terms of the Euler characteristic,

χ = 2− 2h , (3.26)

where h is the genus of the surface, as follows:

Z(A) ∼ A
χ
2
(Γstr−2)−1 . (3.27)

Consider a shift ϕ → ϕ + ρ
γ
, where ρ is a constant, similar to the second transformation in

(3.18). The Liouville mode integration measure is invariant under such a transformation. The

only variation will thus come from the integrand of (3.25), particularly from the Liouville rescaled

action,

Q

8π

∫
d2ξ
√
ĝR̂ϕ→ Q

8π

[∫
d2ξ
√
ĝR̂ϕ+

ρ

γ

∫
d2ξ
√
ĝR̂

]
, (3.28)

and from the δ term,
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δ

(∫
d2ξ
√
ĝeγϕ − A

)
→ e−ρδ

(∫
d2ξ
√
ĝeγϕ − e−ρA

)
. (3.29)

Therefore, (3.25) is shifted to the following form:

Z(A) =

∫
DϕDψe−Se−

Q
8π

ρ
γ

∫
d2ξ

√
ĝR̂e−ρδ

(∫
d2ξ
√
ĝeγϕ − e−ρA

)
. (3.30)

Upon identifying the Gauss-Bonnet formula,

∫
d2ξ
√
ĝR̂ = 4πχ , (3.31)

and setting A = eρ[68] on the remaining expression,

Z(A) = e−
Qρχ
2γ

−ρZ(e−ρA) , (3.32)

the dependence of the partition function on the area of the surface is found,

Z(A) ∼ A−Qχ
2γ

−1 . (3.33)

Finally, equating (3.27) and (3.33), the expression for the string susceptibility for a genus

zero surface is retrieved. The generalization for higher genus comes from an extra dependence on

the genus in the integrand shift (3.28). The general formula is given as follows[62][67]:

Γstr = (1− h)
D − 25−

√
(25−D)(1−D)

12
+ 2 . (3.34)

Due to its dependence on the dimension of the embedding space, or, equivalently, the matter

field central charge, the string susceptibility plays a crucial role in determining which Matrix

Model describes which type of conformal matter. At the time of the discovery of (3.34), the

agreement of the formula with exact results obtained from the Matrix Model[69][70][71][72] point of

view helped strengthen the validity of both approaches.

The string susceptibility is the quantity that guides the work developed in this thesis. How-

ever, it is not the only quantity that acts as a scaling law. The conformal weight of a field
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operator is changed after coupling (dressing) to gravity. The relationship between dressed, h,

and bare, h0, conformal weights was first extracted in the light-cone gauge[15] and later in the

conformal gauge[62] formulation, through arguments similar to the ones employed in the previous

derivation of the string susceptibility. The dressed conformal weight is found to be dependent on

the dimension of the embedding space[62],

h =

√
1−D + 24h0 −

√
1−D√

25−D −
√
1−D

, (3.35)

and, acting as a scaling law, it can also help determine which Matrix Model describes which type

of conformal matter. We will, however, not make use of this quantity and thus refer to the original

articles[15][62] for a detailed discussion.

Due to the lack of empirical evidence to support the results of quantum gravitational models,

it is important that more than one approach achieves the same outcomes. Quantities such as the

string susceptibility are crucial in the identification of the connection between Liouville Gravity

and Matrix Models - which will be carried out in the following subsection.

3.2 Random Surfaces and Matrix Models

In the previous subsection devoted to Liouville Gravity, the computation of the integral over

metrics of two-dimensional surfaces has been studied. In higher dimensions, this integral is even

more difficult to evaluate[73]. Therefore, the interest in an equivalence between Liouville Gravity

and Matrix Models is two-fold. First, it can ground Liouville Gravity’s results in the face of

absent empirical data. Second, if there is an equivalence in a 2D setting, there is a possibility

that such an equivalence holds at higher dimensions. If so, and if a higher-dimensional “Matrix”

Model - to be precise, Tensor Model - is easier to solve than its “Liouville counterpart”, more

results pointing toward a theory of 4DQG might be obtained. A similar situation occurs, for

example, with Yang-Mills theories: calculations in the continuum and lattice simulations are

different perspectives of the same problem.

Integrating over the metric is, geometrically, integrating over all possible configurations of a

given surface. This can be realized by considering a zero dimensional string theory, that is, the

propagation of strings in non-existent embedding space, creating a 2D pure worldsheet without

any additional matter. This random surface can then be divided into a set of polygons, glued

24



together, which will transform the integral over the metric into a discrete sum of the polygonal

structures,

∫
Dg = lim

continuum

∑
polygons

. (3.36)

These polygons can then be related to their dual graphs[74] and, using the equivalence of

Statistical and Quantum Mechanics, these graphs can be dealt with like Gaussian integrals.

However, in the case of QG, it is not the graphs alone that are of interest. The graphs must be

promoted to maps[75][76] - in simple terms, they serve as a generalization of graphs that are aware

of the topology of the surface they belong to. These maps can still be dealt with like Gaussian

integrals but the integration is now performed over matrices. This is where the idea of Matrix

Models stems from.

Consider the following partition function for such a zero dimensional string theory,

Z =
∑
h

∫
Dge−βA+γχ , (3.37)

where the sum is performed over topologies (represented by a summation over the genus h of the

surface), A is the area of the surface and χ is the Euler characteristic previously defined in (3.26)

and (3.31). (Note: the coupling constants β and γ are not related to the β and γ quantities used

in the previous subsection.) This partition function is reminiscent of the classical Einstein-Hilbert

action (2.8).

Consider also a one degree of freedom system with a quartic interaction term,

Z =

∫
dx√
2π
e−

x2

2
+ g

4
x4

=
∑
n

gn

n!

∫
dx√
2π
e−

x2

2

(
x4

4

)n

. (3.38)

From the equivalence between such quantum formulations and their statistical counterparts[77],

(3.38) is known to be equivalent to a partition function that counts the number of graphs of va-

lency 4 (4 lines leaving the vertex) and n vertices, divided out by Γ(G), the automorphism of the

graph (the number of ways it can be invariantly symmetrized),
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Figure 4: One possible way of connecting two vertices of valency four

Z =
∑

n vertices graphs of valency 4

gn
1

Γ(G)
. (3.39)

Such an equivalence can be made concrete upon adding a source to the problem:

∫
dx√
2π
e−

x2

2 x2k =
∂2k

∂J2k

∫
dx√
2π
e−

x2

2
+Jx|J=0 =

∂2k

∂J2k
e

J2

2 |J=0 . (3.40)

The first derivative on the source pulls out a J outside the exponential, which is why only an even

number of derivatives gives terms that don’t vanish upon setting J = 0. Each pair of vertices is

thus linked through lines known as the propagator, such as those seen in figure (4).

This is simply the Feynman diagrammatic approach to QFT[31]. However, such graphs are

insufficient when dealing with graphs on a topological surface with arbitrary genus and a gener-

alization to maps must be performed. For example, when choosing a certain polygon to fill out

the surface, one readily knows the number of vertices and edges of the map by design; however,

although in a genus zero surface the number of faces might be easy to infer, it is generally not

trivial to do so in a higher genus setting. This is important in quantities such as the the Euler

characteristic, (3.26), which can be related to the vertices, V, the edges E, and the faces, F, of a

map,

χ = V + F − E . (3.41)

To deal with this problem, graphs such as the one in figure (4) are widened into ribbons by

doubling the points where the propagators link to the vertices - figure (5). With this construction,

one can calculate the number of faces of a map and, combining (3.26) and (3.41), extract the

genus of the map.

26



Figure 5: From propagator to ribbon, from graph to map

Figure 6: Face count of two different graphs built from a single valency-four vertex

To obtain the number of faces consider, for example, a single valency-four vertex, and two

different ways of connecting it, as in figure (6). Both maps are of a single vertex. Hence, on

the expansion of (3.39), both contribute with a power-one g coupling. In order to count the

number of faces, one counts the closed loops of the map. Each closed loop (identified in figure

(6) with a different colour) is equivalent to saying that one has N ways for the index of that

loop to be chosen. Thus, the left-hand map has weight gN3 and the right-hand map has weight

gN1. Counting the closed loops is essentially counting the number of boundaries of the faces:

this is why one can extract the number of faces of each map by looking at the powers of N of

each map[78]. To represent the ribbons and the extra index structure, the integration in (3.38) is

upgraded from an integration over a scalar to an integration over matrices as follows:

Z =

∫
DMe−

1
2
tr(M2)+ g

4
tr(M4) . (3.42)

The propagator is upgraded to a 4-tensor,
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Figure 7: Random triangulation of a surface - figure taken from F. David, Simplicial quantum gravity and random

lattices

⟨MijMkl⟩ = δikδjl , (3.43)

and Wick’s theorem is still valid in extracting the maps created by the interaction term - such

as, for example, the one in figure (5):

⟨tr(M4)⟩ = ⟨MijMjkMklMli⟩

= ⟨MijMjk⟩⟨MklMli⟩+ ⟨MijMkl⟩⟨MjkMli⟩+ ⟨MijMli⟩⟨MjkMkl⟩

= 2N3 +N .

(3.44)

Many great and more detailed reviews on the combinatorial and graphical approach to quan-

tum field theories can be found[79][75][76][80]. However, for the purposes of this thesis, these notions

suffice.

Having made the transition from graphs to maps, we can now establish the contact between

(3.37) and the partition function for a matrix model. To that end, the polygons with which to

discretize the surface must be chosen to make a connection with the coupling constants β and γ

in (3.37). While some polygons might be practically more suitable to implement, any polygon

(or general mixture of polygons) can, in principle, reproduce the continuum result. It is usual to

consider random triangulations of the surface, as in figure (7), taken from F. David’s review on

random surfaces[74]. The dashed lines are the dual complex of the discretized manifold: the dual

of a triangle (or another polygon) is a point, the dual of an edge is a line segment and the dual

of a vertex is a polygon.

Consider, in particular, the scenario in which all the triangles are equilateral. Then, with

six triangles joined by a common vertex, this construction is intrinsically flat, as each angle, α,
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of each triangle is measured at π/3. To endow the surface with (Gaussian) curvature one can

remove or add a certain number of triangles to the vertex: in the first case, one gains a deficit

angle (positive curvature) and, in the second case, one gains an excess angle (negative curvature).

The deficit angle is given simply by

δ = 2π −
∑
i

αi , (3.45)

where the sum is labelled over the triangles i sharing a common vertex v.

With this approach of fixed edge lengths, one sums over the ways of gluing together equilateral

triangles with different deficit angles, counting all such configurations. A different approach could

be followed. In particular, one where the edge lengths are left as variables and the overall display

of the triangles with relation to one another is held fixed; one would thus set a configuration

globally and sum over all the ways of creating that particular configuration. The latter is inspired

by Regge calculus[81]. A striking difference between the two approaches is that the first one sums

over all different manifolds created with fixed triangle edge lengths - that sum is, in general,

discrete - while the second one sums over all edge lengths - naturally, a continuous sum. At the

classical level, the sum over edge lengths is more suitable. However, at the quantum level, where

one wants to sum over different geometries, the sum over configurations with fixed edge lengths

is the most sensible[82].

In analogy with (3.42), one can write a matrix model partition function for the specific case

of a triangulated surface.

Z =

∫
dMe

− 1
2
tr(M2)+ g√

N
tr(M3)

(3.46)

Recall, however, that (3.46) generates both connected and disconnected surfaces, of which

we want only the connected surfaces to make the identification with (3.37). Therefore, it is the

free energy of the matrix model that is equivalent to the 2DQG partition function,

Z = ln(Z) . (3.47)

Following Di Francesco et al.[68], one can set the area of each triangle to be unitary. Hence,

the area of the surface is given by the number of triangles or, equivalently, the number of vertices
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n - the power of the coupling in the expansion of the cubic term of (3.46). Thus, one can make

the identification g = e−β. Furthermore, performing a change of variables M → M
√
N , the

partition function becomes (in its diagrammatic expanded form):

eZ =
∑
n

∫
dMe−

1
2
Ntr(M2) g

n

n!
Nn(tr(M3))n . (3.48)

With this change of variables, the power of N (previously identified as the number of indices,

or equivalently the matrix size) associated to any diagram can be extracted. The propagator

(edge) is given by the inverse of the quadratic term and, as such, contributes with a power N−1.

Due to Nn, each vertex contributes with a power N . And, as discussed after figure (6), each face

contributes with a power N . Hence, each diagram carries a factor NV+F−E = Nχ. Thus, one can

make the identification N = eγ. At last, the formal identification between the continuum limit of

the matrix model and the zero dimensional string partition function that governs 2DQG is made:

Z = ln

∫
dMe−

1
2
Ntr(M2)+gNtr(M3) continuum−→

limit

∑
h

∫
Dge−βA+γχ . (3.49)

More information can be extracted about the continuum limit of the matrix model. In the

previous paragraphs, it has been established that the coupling g counts the number of vertices,

V, and the matrix size N counts the number of faces, F. There is a behaviour of the following

type:

ln(Z) ∝ gVNF . (3.50)

The relation between the number of vertices and edges can be defined for a fixed polygon. For

example, with triangles, each edge connects two vertices and the vertices are cubic. Therefore,

V = 2E
3

and, from (3.41), F = 1
2
V − (2h− 2). Hence, one can rewrite (3.50) as the product of a

term dependent on the vertices and a term dependent on the genus of the surface,

ln(Z) ∝ (gN
1
2 )V

1

N2h−2
. (3.51)

The term independent of the genus is called the ’t-Hooft coupling[78], λ. The matrix model

partition function (or its associated free energy) can thus be written as a sum over topologies.
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For each genus, there is a term, Zh, that gathers the contributions of all the possible maps of

vertices V in surfaces of that genus,

Z =
∞∑
h=0

1

N2h−2
Zh =

∞∑
h=0

1

N2h−2

∑
V

λV . (3.52)

Higher genus maps can be read to have a smaller contribution to the partition function. In

the limit where N → ∞, only the genus zero, Z0, contribution survives. Z0 itself can be expanded

in a perturbation series in the coupling g [79], which, for large n, is given as follows,

Z0(g) ∼
∑
n

nΓstr−3

(
g

gc

)n

∼ (gc − g)2−Γstr , (3.53)

and the expectation value of the area of the surface can be extracted[68] from this expansion,

⟨A⟩ = ⟨n⟩ ∼ 1

g − gc
, (3.54)

where gc is the critical value of the coupling at which (when g → gc) n → ∞. With an infinite

number of triangles/vertices, their individual areas must be sent to zero in order for the area of

the (continuum) 2D Riemannian surface to remain finite.

The remaining Zh(g) also diverge at the same critical value of the coupling, gc. Their large

n expansion is given by[68]

Zh(g) ∼
∑
n

n(Γstr−2)χ
2
−1

(
g

gc

)n

∼ (gc − g)
(2−Γstr)

2
χ , (3.55)

which, finally, makes the contact between the Matrix Models’ continuum limit and the results for

the critical exponents ((3.27), (3.34)) derived for large area partition functions in the Liouville

Gravity approach. It is relevant to single out the quantity known as the critical exponent,

θ =
2

2− Γstr

, (3.56)

which appears in the exponent of 1/(g − gc) in (3.55). This will be a reoccurring quantity

throughout the remainder of this thesis. In particular, for Euclidean 2DQG, it is found that[68]
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Γstr = −1

2
. (3.57)

In the previous paragraphs, it has been seen how the N → ∞ limit suppresses higher genus

contributions to the partition function of Matrix Models. However, from the right-hand side

of (3.55) and the definition of the Euler characteristic, (3.26), one can notice that when g → gc

contributions from higher genus - and, consequently, smaller χ - will give rise negative powers and,

as such, larger contributions to the partition function. Higher genus contributions are suppressed

as N → ∞ and, in contrast, are enhanced as g → gc. This leads to the abandonment of the naive

continuum limit of N → ∞ in exchange for the double scaling limit, where N → ∞ and g → gc

are taken together in a correlated manner, such that

N(g − gc)
−θ = constant , (3.58)

in order for the effects of non-spherical topologies to be taken into account[83][84]. This is the

limit that is of interest, in general, to the construction of Matrix Models and, in particular, to

the results obtained in the work developed in this thesis.

Several methods have been developed in order to solve the Matrix Models. It is not the

purpose of this subsection to give a detailed account of the existing approaches (Di Francesco

et al.[68] provides a good review on the subject). Naturally, the reason for the existence of an

array of methods is that there is neither an easy nor a perfect one. The sum over genus (3.52)

is problematic in most perturbative methods[85]. Non-perturbative methods exist - and can

even obtain precise differential equations[86] - but are practically very difficult to implement. Of

course, there is an advantage to the discrete (matrix) approach: even when analytical solutions

are impossible or impractical to obtain, computational power can be utilized due to the large

body of work on computational Statistical Mechanics - for instance, Monte Carlo methods can

be applied to Matrix Models[87].

The work developed in this thesis employs the Functional Renormalization Group as the

tool to study Matrix Models. We will attempt to mimic results established analytically - in

particular, the critical exponents (3.56) - making use of this formalism. To do so, the Functional

Renormalization Group must be introduced. We do so in the next chapter.
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4 Functional Renormalization Group

The perturbative renormalizability of a theory is no longer seen as a guarantee of its UV-

completion. An illustrative example is that of QED, which is simultaneously a perturbatively

renormalizable theory and a UV-incomplete theory, ill-defined at arbitrarily high energies. At the

same time, the perturbative non-renormalizability of a theory does not render it useless or wrong.

In general, there are two ways of approaching such theories. First, valuable information may be

extracted within an Effective Field Theory setting, as pointed out in [2.1]. Second, a picture

larger than perturbative renormalizability may be pursued through non-perturbative approaches.

The Renormalization Group (RG) approach to QFT provides one such approach. Within it,

several frameworks exist. The Functional Renormalization Group (FRG) is one such framework,

particularly suited to the study of several concepts previously introduced, such as UV-completion

and asymptotic safety. This chapter is devoted to presenting the Functional Renormalization

Group. First, the idea and process behind the RG approach to QFT, as well as some of its core

concepts, are laid out. Second, the way the FRG (in particular) conveys those very concepts (and

how they are of use to our work) is studied in detail.

4.1 Quantum Field Theory à la Wilson

In subsection (2.1), GR was treated in the setting of perturbative QFT. In that setting, divergences

appear at every order of the perturbative expansion, making it necessary to introduce a set of

renormalized quantities to take care of them. The divergences are, in a sense, covered by the

relation between the bare and renormalized couplings. The relation is determined experimentally

by matching computations in the QFT - performed at some energy scale, Λ - with experimental

data. Having determined the relation, the QFT can make predictions for further experiments at

energy scales below Λ. The process is then repeated for higher and higher Λ in order to access

higher energy physics.

A different view of QFT, however, was proposed early on[88]. In it, the evolution of the

renormalization of the bare coupling constant could be evaluated with respect to the energy scale,

Λ, as the solution of a differential equation. The idea was made possible due to the introduction

of ideas from Statistical Mechanics to QFT.

In the 1980’s, Kenneth Wilson[17] noted that the divergences were of physical nature. The
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renormalized couplings have contributions from not only a single energy scale but from a range of

momenta up to Λ or, conversely, a range of distances from a short distance cut-off, a(=1/Λ), to a

large macroscopic correlation length, ξ. If the short-distance cut-off is read as a lattice spacing,

the connection to Statistical Mechanics arises and taking Λ → ∞ is equivalent to taking the

continuum limit, a → 0, of a discretized theory, defining it at progressively smaller UV scales.

Wilson then realized that for the continuum limit to exist in a QFT, the field theory must be

tuned to a specific (critical) value of its couplings at which the macroscopic length, ξ, diverges,

such that ξ >> a. Finding the regime in which ξ is divergent is, however, precisely the problem

of finding a continuous phase transition in Statistical Mechanics. This viewpoint is the so called

Renormalization Group approach to QFT.

This is, naturally, the idea from Statistical Mechanics that long-distance physics should not

be sensitive to short-distance fluctuations. A procedure must be implemented to sum over the

short distance degrees of freedom, averaging them out into a renormalized theory for the long

distance degrees of freedom. The FRG is one such procedure. Before studying it, it is worth briefly

mentioning Kadanoff’s[89][16] block-spin transformations as they provide an intuitive picture of

the idea of RG transformations in general.

4.1.1 Block-Spin Transformations

Consider the simple Ising model, defined on a square lattice with lattice spacing a; on each site,

an Ising spin, s, pointing up or down (±1) exists. The partition function is given by the sum over

all possible configurations of the Ising spins, {s},

Z =
∑
{s}

e−S(s)/T , (4.1)

where S is the action, given by the interaction of nearest neighbour spins, and T is the tempera-

ture. Now, consider a new lattice in which the lattice spacing is doubled to 2a, as the following

image indicates.

The shaded area is a cell. For each cell, C, an effective degree of freedom is defined[77],

s′ =

∑
i∈C s(i)

||
∑

i∈C s(i)||
, (4.2)
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Figure 8: Coarse-graining procedure

where the sum is performed over the lattice sites of the cell C. The number of degrees of freedom

on the new lattice is half the original one. The next step is to define a block-spin transformation,

B[s′, s], demanding that
∑

s′ B[s′, s] = 1[77], such that the partition function (4.1) can be rewritten

as follows:

Z =
∑
{s}

e−S(s)/T =
∑
{s′}

∑
{s}

B[s′, s]e−S(s)/T . (4.3)

The procedure gives rise to a block-spin effective action,

e−Seff (s
′) =

∑
{s}

B[s′, s]e−S(s)/T . (4.4)

The new coarse-grained system’s partition function is defined with respect to this action. The

procedure is repeated until the quantities measured by the block-spin effective action stabilize.

Then, the point is reached in which the effects of short (UV) distance fluctuations are so diluted

that they have no impact on the long distance physics. (Naturally, since B[s′, s] is a technical

choice, stability with respect to the block-spin transformation must also be taken into account.)

4.1.2 Beta Functions and Fixed Points 1.0

Now consider a general theory. Assume that it can be defined in terms of a set of local operators,

Oα,

S(s) =
∑
α

uαOα(s) , (4.5)
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where uα are the coupling constants. The set must be complete - that is, it is the set of all possible

local operators generated under the action of the RG transformation. If it is complete, then the

coarse-grained system is defined by the same set of operators,

Seff (s
′) =

∑
α

ūαOα(s
′) , (4.6)

where ūα are the renormalized coupling constants. Having performed the coarse-graining, the

couplings acquire a non-trivial scale dependence. The beta function is defined as the measurement

of the rate of change of the bare couplings with respect to the change in scale,

β ≡ ūα − uα
ln(r)

, r =
a′

a
, (4.7)

where a′ is the lattice spacing after coarse-graining. Let the relationship between the bare and

the renormalized coupling be given by a homogeneous scale transformation, as follows[77],

ūα = rγαuα , (4.8)

(Remember that there is freedom in the choice of block transformation, (4.3); therefore, it can be

generally chosen such that (4.8) is respected.)

The Wilsonian viewpoint on the large energy limit of QFT is the identification of the limit

in which the coarse-grained macroscopic length diverges, that is, r → ∞. In that limit, operators

can be categorized in terms of their γα exponent by reading (4.8). When r → ∞, operators

with γα < 0 have vanishing contribution to the theory - they are appropriately named irrelevant

operators. Operators with γα > 0 and γα = 0, on the other hand, contribute to the theory

and are named relevant and marginal operators, respectively. Wilson[17] proposed the existence

of theories that are invariant under the RG transformations. Therefore, a general renormalized

theory has the form of a fixed point action, S∗, plus a set of relevant (and marginal) operators:

S = S∗ +
∑
α

uα

∫
dDxOα(s(x)) . (4.9)

A theory defined on a fixed point retains (quantum) scale symmetry. As such, it does not

depend on the UV cut-off a (or Λ) and each fixed point defines a renormalizable QFT. Before
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going deeper into how to reach a fixed point with RG transformations, let us introduce a specific

RG transformation: the Functional Renormalization Group.

4.2 Functional Renormalization Group

We have now understood the principles of the Wilsonian RG approach to QFT. The partition

function of a field theory,

Z = e−Γ[ϕ] =

∫
Dϕ e−S[ϕ] , (4.10)

(where S[ϕ] is the bare action and Γ[ϕ] is the renormalized (effective) action) is evaluated at

different values of the UV cut-off, Λ, varying it as exemplified in the block-spin coarse-graining

procedure, [4.1.1]. When the lattice spacing is doubled, the UV cut-off is halved, and a new action

- the Wilsonian Effective Action - arises as the result of the integration over the momentum shell

[Λ′, Λ]. Performing this procedure repeatedly, the space of all possible actions - theory space - is

covered by the RG flow.

The FRG has an additional characteristic. Instead of a variable UV cut-off parameter, Λ, an

additional IR cut-off parameter, k, is introduced. The functional integral (4.10) is thus performed

in the range k < p < Λ, instead of integrating over all field modes below Λ. The functional

defined with this “double cut-off” is the scale-dependent Effective Average Action (EAA), Γk.

In the limit k → Λ, the EAA recovers the bare action, Γk → S; in the limit, k → 0, the EAA

recovers the renormalized action, Γk → Γ. This formulation is particularly advantageous as the

EAA’s dependence on k can be cast in the form of an exact RG flow - the Wetterich equation [19].

Therefore, the functional integration over momentum shells is replaced by a functional differential

equation governing the change in the action with the variation of the cut-off.

We will now analyze the Effective Average Action and its underlying Wetterich equation in de-

tail, following closely Codello[90], Reuter and Saueressig[61] and Berges, Tetradis and Wetterich[91].

4.2.1 Effective Average Action

Following Codello[90], consider the case of a single scalar field, ϕ on a manifoldM with Riemannian

metric gµν and a gauge connection Aµ - considered fixed external fields. The generating functional
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of correlation functions is defined by adding the usual auxiliary currents, J , to the partition

function (4.10) as follows:

Z =

∫
Dgϕ e

(−S[ϕ,A,g]+
∫
ddx

√
gJ ·ϕ) . (4.11)

Z generates connected and non-connected correlation functions. It is the free energy,

W = ln(Z) , (4.12)

that generates only connected correlation functions. They are given by taking functional deriva-

tives of W and setting the source, J , to zero:

⟨ϕ(x1) ... ϕ(xn)⟩C =
δ

δJ(x1)
...

δ

δJ(xn)
W [J ]

∣∣∣∣
J=0

. (4.13)

The simplest of the correlation functions is the vacuum expectation value of the ϕ in the

presence of the source, J , φJ , given as follows:

δW (J)

δJ(x)
= ⟨ϕ(x)⟩J = φJ(x) . (4.14)

The effective action, Γ[φ], is a functional of φJ , defined by obtaining Jφ(≡ J(φ)) from (4.14)

and taking a Legendre transformation of W , as follows:

Γ[φ] =

∫
ddx

√
gJφ · φ−W [Jφ] . (4.15)

(It is straightforward to see that the effective action generates the current associated with the

vacuum expectation value of the field, δΓ[φ]
δφ(x)

= Jφ(x).)

In order to make the generalization from the effective action to a scale-dependent effective

action, an IR regulator (or cut-off) mass-like term, ∆Sk,

∆Sk[ϕ,A, g] =
1

2

∫
ddx

√
gϕRkϕ , (4.16)
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is added to the bare action, where Rk is an operator whose role is the suppression of field modes

below the cut-off scale, k. The modes above the cut-off scale are integrated without suppression.

In spite of freedom in the choice of Rk, its limiting behaviours are set[61],

lim
k→0

Rk(p
2) = 0 ,

lim
k→∞

Rk(p
2) = k2 .

(4.17)

Then, (4.11) is generalized to a scale-dependent generating functional,

Zk =

∫
Dgϕ e

(−S[ϕ,A,g]−∆Sk[ϕ,A,g]+
∫
ddx

√
gJ ·ϕ) , (4.18)

and the scale-dependent generating functional of connected correlation functions is given - in line

with (4.12) - by the free energy of Zk,

Wk = ln(Zk) . (4.19)

The Effective Average Action is the scale-dependent generalization of the effective action,

obtained through the modified Legendre transform as follows,

Γk[φ,A, g] =

∫
ddx

√
gJφ · φ−Wk[Jφ, A, g]−∆Sk[φ,A, g] , (4.20)

where Jφ is now obtained, in line with (4.14), from δWk

δJ
= φJ .

It is possible to cast the EAA in the form of an integro-differential equation, akin to (4.10).

To do so, one can invert (4.19), Zk = eWk , and isolate Wk in (4.20), plugging it in (4.18), which

leads to (omission of the external fields is understood)

e−Γk[φ] =

∫
Dgϕ e

−S[ϕ]e−∆Sk[ϕ]+∆Sk[φ]e
∫
ddx

√
gJφ·(ϕ−φ) . (4.21)

Moreover, (4.20) can be differentiated with respect to the vacuum expectation value of the

field, as follows:
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δΓk

δφ(x)
+
δ∆Sk

δφ(x)
=

∫
ddy

√
g

(
δJφ
δφ(x)

φ+ Jφ
δφ(y)

δφ(x)

)
− δWk

δφ(x)
. (4.22)

δφ(y)
δφ(x)

= δxy is readily identified - δxy stands for the Kronecker delta. Furthermore, expanding
δWk

δφ(x)
=
∫
ddy

√
g δWk

δJφ

δJφ
δφ

and identifying δWk

δJ
= φJ , the first and third terms of (4.22) are seen to

cancel out and one finds that (4.22) reduces to

δΓk

δφ(x)
+
δ∆Sk

δφ(x)
=

∫
ddy

√
gJφ(y)δxy = Jφ(x) . (4.23)

Plugging (4.23) into (4.21) and introducing the fluctuation field, χ = ϕ − φ, the integro-

differential equation for the EAA is expressed as follows:

e−Γk[φ] =

∫
Dgχ e

−S[φ+χ]e−∆Sk[φ+χ]+∆Sk[φ]e
∫
ddx

√
g
(

δΓk[φ]

δφ
+

δ∆Sk[φ]

δφ

)
χ
. (4.24)

The IR regulator terms can be further rewritten by taking the following functional derivative

into account,

δ

δφ

∫
ddx

√
gχ
δ∆Sk

δφ
χ =

∫
ddx

√
g

(
δχ

δφ

δ∆Sk

δφ
χ+ χ

δ∆Sk

δφ

δχ

δφ
+ χ

δ2∆Sk

δφ2
χ

)
. (4.25)

Notice that, by definition of the fluctuation field, δχ
δφ

= −1. Furthermore, in the small

fluctuation limit, one can approximate derivatives with differences,

∆Sk[φ+ χ]−∆Sk[φ]

χ
=
δ∆Sk[φ]

δχ
=
δ∆Sk[φ]

δφ

δφ

δχ
→ −∆Sk[φ+χ]+∆Sk[φ] = χ

δ∆Sk[φ]

δφ
. (4.26)

With these two ingredients, the IR regulator terms in (4.24) are rewritten as follows:

−∆Sk[φ+ χ] + ∆Sk[φ] +

∫
ddx

√
g
δ∆Sk[φ]

δφ
χ = −1

2

∫
ddx

√
gχ
δ2∆Sk[φ]

δφ2
χ . (4.27)

By definition, (4.16) is quadratic in the field, ϕ, and, as such, it is also quadratic in φ.

Therefore, differentiating twice with respect to φ will eliminate the field dependence and leave
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only the Rk operator, that is, −1
2

∫
ddx

√
gχ δ2∆Sk[φ]

δφ2 χ = −1
2

∫
ddx

√
gχRkχ = −∆Sk[χ]. The final

form of the integro-differential equation satisfied by the EAA is achieved,

e−Γk[φ] =

∫
Dgχ e

−S[φ+χ]−∆Sk[χ]+
∫
ddx

√
g
δΓk[φ]

δφ
χ . (4.28)

As previously stated, the IR regulator term suppresses modes below the cut-off scale, p2 < k2,

and leaves modes above the cut-off scale, p2 > k2, unaffected. Let us analyze the two limiting

cases, (4.17), k → ∞ (p2 << k2) and k → 0 (p2 >> k2). Rk → 0 when p2 >> k2; therefore,

∆Sk[χ] vanishes from (4.28) and the integro-differential equation satisfied by the EAA, (4.28),

reduces to the one satisfied by the effective action in the IR limit,

lim
k→0

Γk[φ,A, g] = Γ[φ,A, g] . (4.29)

Low momentum modes are suppressed by the IR regulator. (Notice that, due to the negative

sign accompanying ∆Sk in (4.28), ∆Sk > 0.) The simplest cut-off operator would be Rk = k2 for

p2 << k2. In general, the IR regulator behaves as[61] Ck2
∫
ddx

√
gχ2 in the k → ∞ limit, where

C is a constant dependent on the cut-off operator chosen. Using a redefinition of the fluctuation

field, χ → χ/
√
Ck, and noticing, from (4.16), that ∆Sk[χ/

√
Ck] = ∆Sk[χ]/Ck

2, (4.28) can be

rewritten as follows:

e−ΓK [φ] =

∫
Dgχ e

−S[φ+χ/
√
Ck]e−∆Sk[χ]/Ck2e

1√
Ck

∫
ddx

√
g
δΓk
δφ

χ
. (4.30)

When k → ∞, the third exponential vanishes (assuming the current stays finite). Moreover,

χ/
√
Ck → 0, leading (4.30) to

e−Γk[φ] −−−→
k→∞

e−S[φ]

∫
Dgχ e

−∆Sk[χ]/Ck2 = e−S[φ]

∫
Dgχ e

−
∫
ddx

√
gχ2

. (4.31)

The remaining functional integral is Gaussian and is thus equal to a constant. The integro-

differential equation satisfied by the EAA, (4.28), reduces to the bare action in the UV limit,

lim
k→∞

Γk[φ,A, g] = S[φ,A, g] . (4.32)
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We have thus demonstrated, as previously stated, that the EAA interpolates between the

effective (renormalized) action in the IR limit and the bare action in the UV limit.

4.2.2 Wetterich Equation

Following Codello[90], consider φ to be a multiplet of fields, whose components are labeled by

(i, j, ...). To obtain the differential equation governing the scale dependence of the EAA, consider

the differentiation of (4.24) with respect to the RG “time” parameter,

t = ln k/k0 , (4.33)

where k0 is an arbitrary scale:

e−Γk∂tΓk =

∫
Dgχ

[
−∂t∆Sk +

∫
ddx

√
g

(
∂t
δΓk

δφi

)
χi

]
e−S−∆Sk+

∫
ddx

√
g
δΓk
δφ

χ . (4.34)

By definition, the expectation value of an operator O is given as follows:

⟨O[ϕ]⟩ = 1

Z

∫
Dgχ O[χ]e

−S[φ+χ]−∆Sk[χ]+
∫
ddx

√
g
δΓk[φ]

δφi
χi . (4.35)

Therefore, (4.34) can be rewritten as

∂tΓk[φ] = −⟨∂t∆Sk[χ]⟩+
∫
ddx

√
g∂t

δΓk[φ]

δφi

⟨χi⟩ . (4.36)

By construction, ⟨χi⟩ = 0, since it is a quantum fluctuation. Then,

∂tΓk[φ] =
1

2

∫
ddx

√
g⟨χiχj⟩∂tRkij , (4.37)

where the symmetry of the cut-off operator in the indices i and j was used[90]. The relationship

between the non-connected and connected two-point correlation functions is given generically by

⟨ϕiϕj⟩ = ⟨ϕiϕj⟩C + ⟨ϕi⟩⟨ϕj⟩. Given the vanishing vacuum expectation value of the fluctuation

field, ⟨χi⟩ = 0, ⟨χiχj⟩ in (4.37) can be taken to be the connected one. Furthermore, from (4.13),
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⟨χiχj⟩ = δ2Wk[J ]
δJ(xi)δJ(xj)

. Moreover, there is a general inverse proportionality relation between the

Hessian of the connected piece generating functional and the Hessian of the effective action:

δW [J ]

δJ(xi)
= φ(xi) →

δ2W [J ]

δJ(xi)δJ(xj)
=
δφ(xi)

δJ(xj)
,

δΓ[φ]

δφ(xj)
= J(xj) →

δ2Γ[φ]

δφ(xi)δφ(xj)
=
δJ(xj)

δφ(xi)
.

(4.38)

Therefore, from the definition of the Legendre transformation of the EAA, (4.20),

⟨χiχj⟩ =
δ2Wk[J ]

δJ(xi)δJ(xj)
=

(
δ2 (Γk[φ] + ∆Sk[φ])

δφiδφj

)−1

=

(
δ2Γk[φ]

δφiδφj

+Rkij

)−1

. (4.39)

Plugging (4.39) into (4.37), the Wetterich equation is obtained,

∂tΓk[φ] =
1

2
Tr

[(
δ2Γk[φ]

δφ2
+Rk

)−1

∂tRk

]
, (4.40)

where Tr is a functional trace, condensing the integration over space-time,
∫
ddx

√
g, the trace

over the space-time indices and the trace over the internal symmetry indices.

4.2.3 Beta Functions and Fixed Points 2.0

As done in (4.5) and (4.6), Γk[φ] may be expanded in a basis of functionals, {Oα}, as follows[92]:

Γk[φ] =
∞∑
α=1

ūαOα[φ] . (4.41)

Inserting (4.41) into (4.40), the scale dependence of the dimensionful (renormalized) cou-

plings, ∂tūα, can be extracted. From the right-hand side of (4.40), it is readily identified that

each ∂tūα depends, in general, on all {ūα, α = 1, 2, ...}. As such, a system of infinitely many cou-

pled differential equation for the dimensionful couplings arises. Therefore, in practice, truncations

to (4.41) must be applied in order for results to be extracted.
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However, we are interested in finding fixed points. It is the dimensionless (bare) couplings,

uα, that tend to a constant, u∗α, at a fixed point[93]. Indeed, from the relationship between

dimensionful and dimensionless couplings,

ūα = kdαuα , (4.42)

where dα is the canonical mass dimension of ūα, one can read that the dimensionful couplings

keep running with k, ūα = u∗αk
dα , at a fixed point. We are thus interested, in particular, in the

dimensionless couplings. (In a standard QFT, couplings can be related to physically measurable

quantities, such as cross sections, and it is the dimensionless ratio of couplings that must re-

main finite in such scattering processes[93][94].) Therefore, the beta functions are defined by the

dimensionless scale derivatives (it can be read as a “continuous framework upgrade” of (4.7)):

∂tuα = βα(u1, u2, ...) . (4.43)

From the very definition of the beta function, a fixed point is obtained simply by finding the

values of the (dimensionless) couplings at which all beta functions vanish,

βα|u⃗=u⃗∗ = 0, ∀α . (4.44)

Let us now finish the discussion we halted in [4.1.2]. As stated in [2.3], the fixed point of

the Asymptotic Safety Scenario is a Non-Gaussian Fixed Point (NGFP), one in which there is

at least one non-vanishing coordinate, u∗α. Knowing the coordinates of the NGFP and the scale

evolution of the couplings, an RG flow that emanates from the (UV) fixed point towards the IR

is defined. That flow defines an asymptotically safe theory, that is, a renormalizable QFT. The

set of points in theory space that are pulled into the NGFP by the inverse RG flow is the critical

hypersurface[92], SUV . Around the fixed point, the beta functions can be linearized, resulting in

a linear differential equation for each coupling,

βα = βα|u⃗=u⃗∗ +
∑
σ

∂βα
∂uσ

∣∣∣∣
u⃗=u⃗∗

(uσ − u∗σ) =
∑
σ

∂βα
∂uσ

∣∣∣∣
u⃗=u⃗∗

(uσ − u∗σ) , (4.45)

and the solution to (4.45) is given as follows,
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uα(k) = u∗α +
∑
I

CIV I
α

(
k

k0

)−θI

, (4.46)

where k0 is the scale at which the generic trajectory enters the linearized regime, CI are the

constants of integration, V I
α are the eigenvectors of the stability matrix, ∂βα

∂uσ

∣∣∣
u⃗=u⃗∗

, and −θI are

the eigenvalues of the stability matrix.

In principle, infinitely many CI must be known in order for a generic trajectory to be de-

termined. However, some conditions arise from the existence of a UV fixed point[95]. As the

RG flow is taken to the IR - k/k0 → 0 - eigenvectors with θI < 0 have vanishing contribution

to the values of the couplings. The directions defined by these eigenvectors are the irrelevant

directions we mentioned previously in [4.1.2]. As k → ∞ and SUV is approached, the parameters

CI corresponding to irrelevant directions - θI < 0 - are accordingly set to zero, ensuring that

uα tends to a constant. Conversely, eigenvectors with θI > 0 lend a growing contribution to the

values of the couplings as the flow is taken to the IR. The associated CI are thus called relevant.

RG flows on SUV are determined solely by the relevant directions, reducing the number of free

parameters, CI , from an infinite (non-predictive) to a finite (predictive) one.

Lastly, let us mention that the critical exponents, θI , are universal quantities, as they char-

acterize the universality class a system belongs to when certain parameters are tuned to their

critical values. This means they are independent of FRG artifacts, such as the choice of regulator.

Naturally, since truncations must be applied to theory space in order for calculations to be carried

out, the stability of the critical exponent with respect to the regulator is a good indicator of the

results’ quality. On the other hand, the coordinates of the fixed points are not universal. There-

fore, our focus is the calculation of the critical exponents when applying the procedure generically

discussed in the last few pages to Matrix Models.
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5 FRG and Matrix Models

Having introduced the FRG formalism for the evaluation of the RG flows of a QFT, this chapter

is devoted to the implementation of the FRG to Matrix Models. As discussed previously, Matrix

Models reproduce Liouville Gravity. In applying the FRG to Matrix Models, we attempt to

mimic the results for the critical exponents known from exact calculations. To do so, this chapter

begins by outlining the differences between the FRG in a standard QFT setting and the FRG in

the framework of a Matrix Model. After doing so, we proceed with the calculations. The work

developed in this thesis and, in particular, in this chapter, is directly influenced by the article by

Eichhorn and Koslowski from 2013[20] which, inspired by previous works[96][97] dedicated to the RG

analysis of Matrix Models, builds the tools necessary to an FRG analysis of Matrix Models.

5.1 The Absence of a Standard Scale

A kinetic operator is an essential part in the Lagrangian of a standard QFT. A Matrix Model,

such as (3.42) or (3.46), is substantially different from a standard QFT in that regard: it has

no kinetic operator (or it can be said to be trivial). As such, it has no fundamental notion of

momentum (or energy) scale and therefore of RG flow. Without it, there is no standard canonical

mass dimension to govern the change in the couplings under scale transformations, (4.42), and

the Wetterich equation, (4.40), cannot be evaluated as formulated in [4.2.2].

In essence, there is no fundamental identification of IR and UV. The identification can,

however, be implemented by hand, utilizing the indices of the N × N matrices as a scale. The

simplest way to do so is to define the upper-left corner of the matrices, with indices below a cut-off

scale, as IR and, conversely, the lower-right corner of the matrices as UV. Therefore, the matrix

size works as the scale, expressed in the RG “time” parameter, (4.33), now written as t = lnN .

The cut-off is introduced via an IR regulator identical to the one introduced in (4.16),

∆SN [ϕ] =
1

2
ϕabR

abcd
N (a, b)ϕcd , (5.1)

where the latin indices refer to the matrix entries. Similarly to (4.28), matrix entries in the

“IR” block, a, b < N , are suppressed whereas entries in “UV” block, a, b > N , are integrated

out unaffectedly. The arguments follow in line with those presented in [4.2.2] and the Wetterich
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equation, (4.40), is formally the same,

∂tΓN =
1

2
Tr

[(
Γ
(2)
N +RN

)−1

∂tRN

]
, (5.2)

with k → N and the trace now only over the matrix entries. δ2ΓN/δϕ
2 was abbreviated to Γ

(2)
N .

Despite the absence of a fundamental energy scale with respect to which the scaling of

couplings can be evaluated, the couplings do have an inherent dimensionality that determines

their scaling with N . In the continuum space-time limit, N → ∞, this inherent N -dimensionality

can be said to give rise to the standard canonical mass dimension. Consider an effective average

action comprised of single-trace terms,

ΓN =
ZN

2
Tr
(
ϕ2
)
+
∑
i

ḡiTr
(
ϕi
)

, (5.3)

where ZN is a renormalization factor. To extract the N -dimensionality of the couplings, the

argument used in [3.2] (around (3.48)) in order to connect the matrix model, (3.46), with 2DQG,

(3.37), is utilized. The fields are rescaled, ϕ→
√
Nϕ, and theMM ≡ 2DQG connection is made.

Furthermore, performing a second rescaling, ϕ → ϕ/
√
ZN , in order to set the kinetic term to its

canonical coefficient, 1/2, (5.3) is rewritten as follows,

ΓN = N

(
1

2
Tr
(
ϕ2
)
+
∑
i

ḡiN
i−2
2 Z

−i/2
N Tr

(
ϕi
))

, (5.4)

and the N -dimensionality of the couplings is expressed in the relationship between their dimen-

sionless and dimensionful counterparts:

gi = ḡi
N

i−2
2

Z
i/2
N

. (5.5)

Accordingly, the beta functions have two terms next to the quantum fluctuations are taken

into account: the canonical term and the anomalous term (due to the running of the renormal-

ization factor),
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βgi =
i− 2

2
gi +

i

2
ηgi + (...) , (5.6)

where (...) refers to quantum fluctuation terms and η is known as the anomalous dimension,

η = −∂t lnZN . (5.7)

Let us make two more comments on the N -dimensionality of the couplings. The aim is to

find NGFPs of the FRG flows with the matrix size, N , that correspond to the double scaling

limit, (3.58), where N → ∞ and one (and only one) coupling is tuned to its critical value, g → gc.

The first condition is another way of fixing the couplings’ N -dimensionality, since it requires

that the N -dimensionality is such that all beta functions are 1/N -expandable (in order for the

limit N → ∞ to be taken). The second condition means that only NGFPs with one (and only

one) relevant critical exponent are of interest in this case. Quantum fluctuations work as a push

toward/away from relevance. From (5.5), one can read that the most relevant coupling for a

single-trace action, g4, is irrelevant before quantum fluctuations are taken into account, since it

has negative N -dimensionality, −1. Hence, quantum fluctuations must shift this coupling (and

only this one) into relevance. Let us now see how to obtain the quantum fluctuations by solving

the Wetterich equation, (5.2), for the case of a Euclidean (single-)matrix model.

5.2 Hermitian Matrix Model

The starting point for the work to be developed from now on is the single-trace action, (5.3),

where we additionally restrict the analysis to even powers of the matrix, ϕ,

ΓN =
ZN

2
Tr
(
ϕ2
)
+
∑
i

ḡ2iTr
(
ϕ2i
)

. (5.8)

Therefore, aside from the U(N) symmetry of the model, there is an additional Z2 symmetry, as

it is invariant under ϕ→ −ϕ. The Wetterich flow generates infinitely many operators compatible

with the model’s symmetries. Naturally, it also generates operators beyond the original theory

space since the presence of the IR regulator breaks the U(N) symmetry due to the introduction of

a mass-like term to the functional generator below N . We will only consider single-trace operators

allowed by the original symmetry, as indicated by the second term on the right-hand side of (5.8).
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5.2.1 Flow Setup

The setup considered here is the one put forth in Eichhorn and Koslowski’s work[20]. The matrix,

ϕ, is considered to be Hermitian (which corresponds to the case of orientable Feynman diagrams,

[3.2]). Therefore, one can take advantage of its decomposition into a real symmetric matrix, A -

Aab = Aba - and a real anti-symmetric matrix, B - Bab = −Bba:

ϕab = Aab + iBab . (5.9)

Another appropriate decomposition is employed. In order to evaluate the Wetterich equation,

(5.2), the P−1F expansion is used, in which the inverse regularized propagator is split as follows,

Γ
(2)
N +RN = PN + FN , (5.10)

where PN is the (field-independent) inverse propagator and FN is the fluctuation matrix, gathering

all field-dependent contributions. Plugging it into (5.2), the P−1F expansion is readily obtained

by expanding the geometric series, as follows:

∂tΓN =
1

2
Tr
[
(Γ

(2)
N +RN)

−1∂tRN

]
=

1

2
Tr
[
(1−

(
−P−1

N FN

)
)−1 (∂tRN)P−1

N

]
=

1

2
Tr

[
(∂tRN)P−1

N +
∞∑
n=1

(−1)n (∂tRN)P−1
N

(
FNP−1

N

)n] . (5.11)

Let us take a more detailed look at the derivation of (5.11), explicitly taking into account

the Hermitian decomposition, (5.9). According to it, Γ
(2)
N takes the form of a matrix of matrices:

Γ
(2)
N =

(
Γ
(2)
(AA) Γ

(2)
(AB)

Γ
(2)
(BA) Γ

(2)
(BB)

)
. (5.12)

Since Γ
(2)
(AB) and Γ

(2)
(BA) contain only terms with odd powers of B, they vanish due to the

anti-symmetry of B[20] (see [B] for an illustrative example). This diagonal structure facilitates

calculations.
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The components of the propagator for the matrix modes can be obtained considering the

quadratic term of (5.8), Γquad
N = ZN

2
Tr(ϕ2). Upon plugging the Hermitian decomposition, (5.9),

into it, Γquad
N = ZN

2
(Tr(A2)− Tr(B2)). Given the derivatives,

δ

δAab

Acd =
1

2
(δadδbc + δacδbd) ,

δ

δBab

Bcd = −1

2
(δadδbc − δacδbd) ,

(5.13)

it follows directly that:

δ2Γquad
N

δAabδAcd

=
ZN

2
(δadδbc + δacδbd) ≡ ZN1

sym
abcd,

δ2Γquad
N

δBabδBcd

= −ZN

2
(δadδbc − δacδbd) ≡ ZN1

asym
abcd ,

δ2Γquad
N

δAabδBcd

=
δ2Γquad

N

δBabδAcd

= 0 .

(5.14)

The regulator components are chosen as follows,

R
(A)
Nabcd

= ZN1
sym
abcdRN(a, b, c, d) ,

R
(B)
Nabcd

= ZN1
asym
abcd RN(a, b, c, d) ,

(5.15)

where RN(a, b, c, d) is the cut-off function. (The terminology of (5.12) has been (and will, from

now on, be) abbreviated from (AA) and (BB) to (A) and (B), respectively, since there is no

ambiguity with the mixed matrix modes, (AB) or (BA) - as they vanish.) Therefore, from (5.10),

PN =
δ2Γquad

N

δϕ2 + RN , and the form of the propagators for the two matrix modes comes readily as

follows:

P−1
(A)abcd

=
1

ZN(1 +RN(a, b, c, d))
1sym
abcd ,

P−1
(B)abcd

=
1

ZN(1 +RN(a, b, c, d))
1asym
abcd .

(5.16)

Having defined these structures, the right-hand side of (5.2) can be expanded. Firstly,
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Γ
(2)
N +RN =

(
Γ
(2)
(AA) 0

0 Γ
(2)
(BB)

)
+

(
R

(A)
N 0

0 R
(B)
N

)
=

(
P(A) 0

0 P(B)

)
+

(
F(A) 0

0 F(B)

)
, (5.17)

and, consequently,

(
Γ
(2)
N +RN

)−1

=

((
P(A) 0

0 P(B)

)[
1+

(
P−1

(A) 0

0 P−1
(B)

)(
F(A) 0

0 F(B)

)])−1

. (5.18)

Therefore,

∂tΓN =
1

2
Tr


[
1− (−1)

(
P−1

(A)F(A) 0

0 P−1
(B)F(B)

)]−1(
P−1

(A) 0

0 P−1
(B)

)(
∂tR

(A)
N 0

0 ∂tR
(B)
N

) , (5.19)

which, upon identifying the geometric series, becomes

∂tΓN =
1

2
Tr

{∑
n

(−1)n

(
P−1

(A)F(A) 0

0 P−1
(B)F(B)

)n(
P−1

(A) 0

0 P−1
(B)

)(
∂tR

(A)
N 0

0 ∂tR
(B)
N

)}
=

1

2

{
tr
(
P−1

(A/B)∂tR
(A/B)
N

)
− tr

(
P−1

(A/B)F(A/B)P−1
(A/B)∂tR

(A/B)
N

)
+ (...)

}
,

(5.20)

where
(
P−1

(A/B)∂tR
(A/B)
N

)
abbreviates

(
P−1

(A)∂tR
(A)
N

)
+
(
P−1

(B)∂tR
(B)
N

)
- and equivalently for the

remaining terms of the expansion.

It is now clearer how to proceed with the evaluation of the flow equation. F(A) and F(B) are,

schematically, of the form
∑

i ḡ2iF
(2i)
(A)/(B). For example, upon derivation, ϕ4 terms feedback into

the running of ϕ2 terms at order n = 1 - that is, the beta function of ZN depends on g4; at order

n = 2, they contribute to the running of (ϕ2)2 = ϕ4 - that is, the beta function of g4 depends on

g24; and so on.

Naturally, it is impossible to obtain results for the complete infinite-dimensional theory space.

In practice, the action must be truncated. Once a truncation of ΓN is chosen, it is possible to

know the highest order of n of interest for the beta functions. Stability of the results with respect

51



to the truncation is one of the key ingredients in evaluating the quality of the results. We call

these ingredients spurious in the sense that they are mathematical artifacts upon which the results

for the critical exponents should depend as lightly as possible. Two others of such ingredients

exist. One is the subspace on which the matrices are projected (after the derivations). In the

present thesis, we begin by employing the same projection scheme of the original article[20], in

which we project onto a subspace of purely symmetric diagonal matrices,

Aab = aδab ,

Bab = 0 ,
(5.21)

where δab is the Kronecker delta. The other is the cut-off function, RN , introduced above, (5.15).

We choose it to be slightly different from the one used in the original article[20],

RN(a, b, c, d) =

(
(2N)r

ar + br
− 1

)
Θ

(
1− ar + br

(2N)r

)
, (5.22)

where r is a real parameter and Θ is the Heaviside step function,

Θ (x) =

{
1, x > 0

0, x < 0
. (5.23)

The exact critical exponent for Euclidean 2DQG is known[68]; from (3.56) and (3.57),

θMM =
4

5
. (5.24)

In the work[20] that inspires this thesis, despite good accuracy of the critical exponent for

very simple truncations, it was reported that there existed a barrier, θ = 1, below which it was

impossible to break for the chosen regulator/projection scheme, regardless of the truncation size.

We attempt to optimize this result. We do so by allowing the r parameter in the cut-off function,

(5.22), to vary as a real number, and see whether the barrier can be broken.

The procedure is, in essence, a simple one, despite possibly lengthy mathematics in performing

the flow equation derivatives. The quantum fluctuation terms are obtained and added to the

theory’s beta functions, (5.6); then, a set of fixed points, (4.44) is derived, from which the one(s)

corresponding to the double scaling limit, (3.58), are chosen; then, the linearized regime of the
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beta functions, (4.45), around the fixed point is studied, and the stability matrix is diagonalized

in order to extract its eigenvalues, (4.46), from which the critical exponents, (3.56), are readily

obtained.

Presenting the full derivation of all the terms in all the beta functions would originate many

and long pages. We refrain from doing so and point to appendix [B] where the extraction of a

few terms is exemplified - the process is similar for all of them. All terms in the beta functions

can be generically written as follows,

∂tg2i ∝
[
(−1)n

1

2
× (2i)× c× ζ(p, r)

]
(g2j...g2l) , (5.25)

where (−1)n 1
2
comes from the Wetterich equation itself, (5.20), 2i comes from the left-hand side

of the Wetterich equation, ∂t(g2i/2i), c is a numerical coefficient coming from the FN derivatives

and ζ(r) is the contribution from the trace,

1

Zp−1
N

ζ(p, r) =
∑
a,b

(P−1
N )p(∂tRN) , (5.26)

where p = n + 1. Notice that, due to the projection scheme, (5.21), FN does not contribute to

the summation.

In practice, as in the original work[20], we approximate the sum by an integral - which is valid

to leading order in 1/N - whose limits are set by the Heaviside function of the cut-off function.

Notice that

∂t =
∂

∂ lnN
=

∂N

∂ lnN

∂

∂N
=

(
1

N

)−1
∂

∂N
, (5.27)

and, consequently,

∂t

[
(2N)r

ar + br

]
= r

(2N)r

ar + br
,

∂t

[
Θ

(
1− ar + br

(2N)r

)]
= p

ar + br

(2N)r
δ

(
1− ar + br

(2N)r

)
.

(5.28)

Therefore, one can write down the derivative,
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∂t (ZNRN(a, b, c, d)) =

[
(∂tZN)

(
(2N)r

ar + br
− 1

)
+ ZNr

(2N)r

ar + br

]
Θ

(
1− ar + br

(2N)r

)
+ ZN

(
(2N)r

ar + br
− 1

)
δ

(
1− ar + br

(2N)r

)
, (5.29)

and, consequently, the integral ζ(r) is defined (notice that the δ term in (5.29) vanishes upon

integration):

ζ(p, r, η) =
1

ZN

∫ 2N

0

db

∫ ((2N)r−br)
1
r

0

da

 1(
(2N)r

ar+br

)p [∂tZN

(
2N

a+ b
− 1

)
+ ZN

2N

a+ b

}
=

1

N2

∫ 2N

0

db

∫ ((2N)r−br)
1
r

0

da

{[
ar + br

(2N)r

]p−1

(−η + r) + η

[
ar + br

(2N)r

]p}
.

(5.30)

The integrals can be solved numerically for each p. For all p, they return a conditional

expression for r > 0.

5.2.2 Flow Analysis: r-dependence

The smallest truncation,

ΓN =
ZN

2
Tr(ϕ2) +

ḡ4
4
Tr(ϕ4) , (5.31)

is simple enough that analytical expressions for the critical exponents can be found for a generic

r, which give a good preview of their r-dependence for larger truncations. The beta functions are

given as follows:

η = 2g4ζ(2, r, η) , (5.32)

βg4 = (1 + 2η)g4 + 4g24ζ(3, r, η) . (5.33)

Aside from the trivial Gaussian fixed point (g∗4 = 0), there are two NGFPs,
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g∗4 =
−10u− 8v − 8ur − 12vr ±

√
−32uvr + (10u+ 8v + 8ur + 12vr)2

16uvr
, (5.34)

where u and v are given by the following expressions,

u =
21−

2
r
√
πΓ[1

r
]

r(1 + r)Γf [
3
2
+ 1

r
]
,

v =
21−

2
r
√
πrΓf [1 +

1
r
]

(2 + 3r)(1 + r)Γf [
1
2
+ 1

r
]
,

(5.35)

where Γf [x] is the gamma function.

The critical exponents are obtained via (4.46). Their limiting behaviours are clearly distinct.

Let θNGFP1 be the critical exponent related to the −√
solution of (5.34) and θNGFP2 be the one

related to the +
√

solution of (5.34). Then,

lim
r→+∞

θNGFP1 = +∞ ,

lim
r→+∞

θNGFP2 = 1 ,
(5.36)

and, at r = 1,

θNGFP1(r = 1) = 16.137 ,

θNGFP2(r = 1) = 1.066 .
(5.37)

At r < 1, θNGFP2 grows away from its value at r = 1. On the other hand, θNGFP1 tends

to a smaller value than the one it holds at r = 1. However, it does not do so fast enough and

it does not get sufficiently close to (5.24) before numerical issues arise from the proximity of

r = 0. Hence, it is θNGFP2 that is closer to matching (5.24). Its value at r = 1 is, indeed, the

one reported in the original article[20]. However, the problem stands with regards to the θ = 1

barrier.

We proceed by enlarging the truncation up to ḡ12, to determine whether a combination of

high r parameter and larger truncations can break the barrier. The beta functions are given as

follows (the anomalous dimension, (5.32), stands unaltered):
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βg4 = (1 + 2η)g4 + 4
(
−g6ζ(2, r, η) + g24ζ(3, r, η)

)
, (5.38)

βg6 = (2 + 3η)g6 + 6
(
−g8ζ(2, r, η) + 2g4g6ζ(3, r, η)− g34ζ(4, r, η)

)
, (5.39)

βg8 = (3+4η)+8
(
−g10ζ(2, r, η) +

(
g26 + 2g8g4

)
ζ(3, r, η)− 3g24g6ζ(4, r, η) + g44ζ(5, r, η)

)
, (5.40)

βg10 = (4 + 5η) + 10
(
− g12ζ(2, r, η) + (2g4g10 + 2g6g8) ζ(3, r, η)

−
(
3g24g8 + 3g4g

2
6

)
ζ(4, r, η) + 4g34g6ζ(5, r, η)− g54ζ(6, r, η)

)
, (5.41)

βg12 = (5 + 6η) + 12
( (

2g4g12 + 2g6g10 + g28
)
ζ(3, r, η)−

(
g36 + 3g24g10 + 6g4g6g8

)
ζ(4, r, η)

+ (6g24g
2
6 + 4g34g8)ζ(5, r, η)− 5g44g6ζ(6, r, η) + g64ζ(7, r, η)

)
. (5.42)

In the following plots, we report the evolution of the critical exponent’s relevant direction,

θ, with growing r, in the range r ∈ [1, 10] for four growing truncations: {ϕ2, ϕ4, ϕ6} (n = 3),

{ϕ2, ϕ4, ϕ6, ϕ8} (n = 4), {ϕ2, ϕ4, ϕ6, ϕ8, ϕ10} (n = 5) and {ϕ2, ϕ4, ϕ6, ϕ8, ϕ10, ϕ12} (n = 6), respec-

tively. In the table that follows the graphs, we report, in particular, on the value for r = 1000.

As noted in the original article[20], the difference in the critical exponent’s relevant direction

between subsequent truncation orders, n, becomes smaller in every step. Therefore, an extrap-

olation of n → ∞ yields θ → 1. We observe that the same happens between subsequent values

of the r parameter - this is quite clear in figures (9), (10), (11) and (12). Combined with the

analytical functions of r obtained for the {ϕ2, ϕ4} truncation, this constitutes evidence that an

extrapolation of r → ∞ also yields θ → 1. The θ = 1 barrier cannot be resolved by the new

cut-off function, (5.22), for positive r. Despite that, the new regulator shows itself useful. Notice,

for example, that, with r = 10, the smallest truncation’s critical exponent’s relevant direction

is already closer to the exact value, (5.24), than the critical exponent reported in the original

article for the truncation up to ϕ14 - θ = 1.022. Calculations for {ϕ2, ϕ4} with r = 10 are much

simpler than the ones necessary for larger truncations, even at r = 1. This points to a practical

advantage of (5.22) over its “predecessor”[20].
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Figure 9: θ(r) in the n = 3 truncation Figure 10: θ(r) in the n = 4 truncation

Figure 11: θ(r) in the n = 5 truncation Figure 12: θ(r) in the n = 6 truncation

Truncation r=1 r=10 r=1000

{ϕ2, ϕ4} 1.066 1.0131 1.00015

{ϕ2, ϕ4, ϕ6} 1.046 1.0096 1.00011

{ϕ2, ϕ4, ϕ6, ϕ8} 1.036 1.0076 1.00009

{ϕ2, ϕ4, ϕ6, ϕ8, ϕ10} 1.029 1.0064 1.00007

{ϕ2, ϕ4, ϕ6, ϕ8, ϕ10, ϕ12} 1.025 1.0060 1.00005

Table 1: Critical exponent: evolution with growing r and truncation
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5.2.3 Flow Analysis: Negative r

The integrals, (5.30), return conditional expressions for r > 0. In the previous analysis we have

restricted to this regime. However, within it, it is not possible to resolve the θ = 1 barrier problem.

Therefore, we decide to perform an “analytic continuation” of the integrals to negative r values.

To do so, it is important to note that the first integral,
∫
da, returns a conditional expression

for r > −1/p (which was irrelevant in the previous subsection since r > 0). Moreover, the

integrals up to p = 7 (equivalently, ϕ10) return an expression ∼ 1
1+r

. For p = 2, there is also an

r = 0 pole. We should thus be careful with the singularities and ill-behaved points in the range

r ∈ [−1, 0] as they can spoil the results.

We start, once again, by analyzing the smallest truncation, (5.31), with its two NGFPs, (5.34).

Because we have an analytical expression for r, we can set their respective critical exponents to

0.8 and see which value of r respects the equality. The following r values are found,

θNGFP1 = 0.8 → r ≈ −1.063 ,

θNGFP2 = 0.8 → r ≈ −2.133 ,
(5.43)

which do occur outside the [−1, 0] regime. However, it is noted that slightly below r = −1, the r-

dependence is quite unstable and the values - and even the nature - of the critical exponents change

rapidly. For instance, while at r ≈ −1.063, θNGFP1 describes the double scaling limit accurately

and is equal to (5.24), at r ≈ −1.08, θNGFP1 is not even a real quantity. The proximity to the

r = −1 singularity might still have an unwanted effect on the critical exponents, such that we

disregard this value of r.

The limiting behaviours of both critical exponents are, once again, quite distinct. At r ≈
−1.7, θNGFP1 becomes real but negative. From then on, it grows in magnitude and thus never

goes back to a positive regime. θNGFP2 grows toward an asymptotic behaviour, similar to that of

its positive r evolution:

lim
r→−∞

θNGFP1 = −∞ ,

lim
r→−∞

θNGFP2 = 1 ,
(5.44)

The points made in the previous paragraphs bring our focus to the r∗ ≈ −2.133 value of
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the r parameter, in which we have successfully broken the θ = 1 barrier and obtained a single

NGFP suitable for the double scaling limit that matches the exact critical exponent, (5.24), for

the simplest truncation, (5.31). We now expand the truncation order step by step in order to

evaluate the stability of the results.

For the {ϕ2, ϕ4, ϕ6} truncation, the r ∈ (−2,−1] range is notable for the absence of NGFPs

between r ≈ −1.17 and r ≈ −1.93. From r ≈ −1.93 down, they do exist and their qualitative

structure is stable. Specifically, we find a set of two NGFPs, one with two relevant directions,

θ⃗NGFP1, and one with a single relevant direction, θ⃗NGFP2. At r = −2.133, we find them to be

given as follows:

θ⃗NGFP1 = (1.093, 0.686) ,

θ⃗NGFP2 = (0.818, −0.681) .
(5.45)

Their limiting behaviours are distinct: θ⃗NGFP1 grows up to an asymptotic value with increas-

ing r and is thus never a suitable double scaling limit candidate for negative r; θ⃗NGFP2 reaches

the θ = 1 barrier from below once again for r → −∞:

lim
r→−∞

θ⃗NGFP1 = (2, 1) ,

lim
r→−∞

θ⃗NGFP2 = (1, −1) .
(5.46)

We should note that the limiting behaviours of (5.46) - and of subsequent truncation orders

- are not computed analytically but rather inferred by taking very large values of r, as large

as 10000000, perhaps one or two orders of magnitude below (depending on whether numerical

accuracy can be obtained for such a high r value).

Therefore, as for the smallest truncation, we find only one critical exponent, θ⃗NGFP2, suitable

to describe the double scaling limit. Moreover, remarkable numerical proximity to (5.24) is found.

Naturally, it does not precisely equal 0.8 since r ≈ −2.133 was specifically fine-tuned for {ϕ2, ϕ4}.
We can do the same fine-tuning for {ϕ2, ϕ4, ϕ6} and find that θ = 0.8 at r∗ ≈ −2.087. The

proximity to r∗ ≈ −2.133 inspires us to keep expanding the truncation.

For the {ϕ2, ϕ4, ϕ6, ϕ8} truncation, NGFPs are once again absent between r ≈ −1.29 and

r ≈ −1.82. At r = −2.133, we find the following set of fixed points,
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θ⃗NGFP1 = (0.481− 8.516i, 0.481 + 8.516i, −2.387) ,

θ⃗NGFP2 = (1.597, 0.764, 0.523) ,

θ⃗NGFP3 = (1.255, 0.713, −0.437) ,

θ⃗NGFP4 = (−1.344, 0.833, −0.770) ,

(5.47)

where θ⃗NGFP4 is identified as the one and only suitable candidate for the double scaling limit.

Like in the smaller truncation orders, the qualitative behaviour of the NGFPs is stable for r < −2.

θ⃗NGFP1, in its generic form (a−bi, a+bi,−c), stable throughout r < −2, appears to have a, b and

c grow unrestrictedly as r → −∞. The real critical exponents exhibit the following asymptotic

behaviours,

lim
r→−∞

θ⃗NGFP2 = (3, 2, 1) ,

lim
r→−∞

θ⃗NGFP3 = (2, 1, −1) ,

lim
r→−∞

θ⃗NGFP4 = (−2, 1, −1) ,

(5.48)

in line with the two smaller truncation orders. The fine-tuned value of r for {ϕ2, ϕ4, ϕ6, ϕ8} occurs

at r∗ ≈ −2.062.

For the {ϕ2, ϕ4, ϕ6, ϕ8, ϕ10} truncation, NGFPs are absent between r ≈ −1.39 and r ≈ −1.99.

At r = 2.133, the set of fixed points is given as follows,

θ⃗NGFP1 = (1.371, −0.917, 0.737, −0.579) ,

θ⃗NGFP2 = (−2.113, −1.374, −0.858, 0.845) ,
(5.49)

where only two NGFPs appear. The number of NGFPs varies within (roughly) r ≈ −2 and

r ≈ −4 between two and four NGFPs. However, as r grows in magnitude, it stabilizes at four

NGFPs. Their limiting behaviours are in line with the smaller truncation orders’ results:
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lim
r→−∞

θ⃗NGFP1 = (4, 3, 2, 1) ,

lim
r→−∞

θ⃗NGFP1 = (3, 2, 1, −1) ,

lim
r→−∞

θ⃗NGFP3 = (2, −2, 1, −1) ,

lim
r→−∞

θ⃗NGFP4 = (−3, −2, −1, 1) .

(5.50)

The fine-tuned value of r continues to exhibit good stability: θ = 0.8 occurs for r∗ ≈ −2.048.

For the {ϕ2, ϕ4, ϕ6, ϕ8, ϕ10, ϕ12} truncation, NGFPs are absent between r ≈ −1.47 and r ≈
−1.87. The number of NGFPs once again fluctuates until it stabilizes for slightly larger magni-

tudes of r - roughly between r ≈ −3 and r ≈ −10 - at six NGFPs. At r = −2.133,

θ⃗NGFP1 = (3.460− 11.652i, 3.459 + 11.652i, −0.634− 7.045i, −0.634 + 7.045i, −1.967) ,

θ⃗NGFP2 = (2.274, 1.206, 0.648, −0.343, −0.201) ,

θ⃗NGFP3 = (−1.479, 1.459, −1.165, 0.727, −0.612) ,

θ⃗NGFP4 = (−2.912, −2.024, −1.647, 0.849, −0.818) .

(5.51)

The stability of the single critical exponent suitable for the double scaling limit remains

noteworthy. The fine-tuned value of r at which θ = 0.8 occurs for r∗ ≈ −2.042.

It is difficult to infer the limiting behaviour of the critical exponents as numerical accuracy

issues arise at relatively low values of r. For example, at r = 100, the number of NGFPs drops

to three and, at r = 1000, it is already reduced to two.

The stability of the r value that leads to the exact double scaling limit with growing truncation

order is quite relevant. We can, however, identify a pattern: as the truncation order grows, the

r∗ value that corresponds to θ = 0.8 grows (slightly) toward zero. Furthermore, the difference

between values of r∗ of subsequent truncation orders becomes smaller in every step, as can be

seen in (13).

This points to the existence of an asymptotic behaviour or r∗ at arbitrarily high truncation

order, n. We conjecture that this asymptotic behaviour occurs at a value of r∗ before it reaches

−2. Indeed, for all the truncation orders presented above, we have noticed that, for r = −2, there

is always a single critical exponent suitable for the double scaling limit whose relevant direction
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Figure 13: Evolution of the fine-tuned r parameter, r∗, with respect to the truncation order, n

remains the same from {ϕ2, ϕ4} to {ϕ2, ϕ4, ϕ6, ϕ8, ϕ10, ϕ12}: θ(r = −2) = 3
4
. There is no indication

that this behaviour should change at higher truncation orders. Therefore, we conjecture that, for

arbitrarily high truncation order, one can always find a parameter r∗ ∈ (−2.133,−2) that leads to

θ = 0.8. This points to a remarkable stability of r∗. Furthermore, it points to the fact that r∗ is

always above the undesired range of singularities and ill-behaved r points mentioned previously.

5.2.4 Flow Analysis: Multi-Trace Terms

As made explicit in appendices [B] and [C], the theory space is not just composed of single-trace

terms. For instance, (B.8) and (B.9) show that g4 contributes to the running coupling associated

to Tr2(ϕ). Multi-trace terms of the form Tr(ϕi)...Tr(ϕl), with i and l even powers, are allowed by

the original symmetry of the model. Therefore, they must be considered alongside single-trace

terms in the process of filling out the theory space.

Herein, we consider only double-trace terms, Tr(ϕi)Tr(ϕj). With the addition of one trace,

the N -dependence of the beta functions is altered. In accordance, the canonical N -dimensionality,

(5.5), assigned to such terms must be altered in order to respect the 1/N -expandability of the beta

functions. A simple possibility is the assignment of an additional 1/N factor for each additional

trace[20], immediately cancelling the N factor introduced by the additional trace,

gi,j = ḡi,j
N

i+j
2

Z
i+j
2

N

. (5.52)

altering (5.6) accordingly. As pointed out by Eichhorn and Koslowski[20], terms with n− 1 traces

are generated from terms with n traces of the form Tr(ϕ2)Tr(ϕi)...Tr(ϕj). Therefore, Tr(ϕ2)Tr(ϕi)
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terms couple directly to βgi . We thus consider a truncation - {ϕ2, ϕ4, ϕ6, ϕ2ϕ2, ϕ2ϕ4} - including

the terms that couple directly up to g4: the two double-trace terms that couple directly to η and

βg4 , g2,2 and g2,4, respectively, and g6,

ΓN =
ZN

2
Tr(ϕ2) +

ḡ4
4
Tr(ϕ4) +

ḡ6
6
Tr(ϕ6) +

ḡ2,2
4

Tr(ϕ2)Tr(ϕ2) +
ḡ2,4
2

Tr(ϕ2)Tr(ϕ4) . (5.53)

The beta functions read

η = (2g4 + g2,2)ζ(2, r, η) , (5.54)

βg4 = (1 + 2η)g4 − (4g6 + 2g2,4) ζ(2, r, η) + 4g24ζ(3, r, η) , (5.55)

βg6 = (2 + 3η)g6 + 6
(
2g4g6ζ(3, r, η)− g34ζ(4, r, η)

)
, (5.56)

βg2,2 = (2 + 2η)g2,2 − (8g2,4 + 2g6)ζ(2, r, η) + (6g24 + 2g22,2 + 8g4g2,2)ζ(3, r, η) , (5.57)

βg2,4 = (3 + 3η)g2,4 + (12g4g6 + 4g2,2g6 + 12g4g2,4 + 2g2,2g2,4)ζ(3, r, η)

− (12g34 − 6g24g2,2)ζ(4, r, η). (5.58)

For r = 1, three NGFPs that can describe the double scaling limit are found:

θ⃗NGFP1 = (77.268, −49.896, −30.604, −2.250) ,

θ⃗NGFP2 = (16.983, −14.983, −9.655, −5.328) ,

θ⃗NGFP3 = (1.219, −1.883, −1.008, −0.685) .

(5.59)

θ⃗NGFP3 is the critical exponent indicated by Eichhorn and Koslowski[20]. Indeed, if we let r

vary as a positive number, the relevant directions of θ⃗NGFP1 and θ⃗NGFP2 are found to increase.

Therefore, for all r > 0, there are three NGFPs with (only) one relevant direction but only one

of them is sufficiently close to (5.24).

This truncation behaves qualitatively similar to the single-trace truncations with respect to

the positive r evolution, as shown in figure (14). However, the value of θ is higher, for r = 1, than

that of any one of the single-trace truncations evaluated previously. Therefore, a much larger
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Figure 14: r-dependence of θ in the {ϕ2, ϕ4, ϕ6, ϕ2ϕ2, ϕ2ϕ4} truncation

value of r is needed for θ → 1. In fact, it takes such a large value of r that numerical accuracy

issues arise before that limit can be realized. For example, at r = 20000, the critical exponent is

still relatively high, θ = 1.13, when compared to the results of the single-trace truncations.

We can perform an analysis similar to that of [5.2.3]. For our reference r value, r = −2.133,

there are two NGFPs suitable to describe the double scaling limit,

θ⃗NGFP1 = (319.594, −269192.008, −19035.228, −10.609) ,

θ⃗NGFP2 = (0.863, −1.668, −1.002, −0.679) .
(5.60)

Remarkably, θ⃗NGFP2 sits very close to the exact value, (5.24). At r = −2 we find the following

results,

θ⃗NGFP1 =

(
1, −3

2
, −1, −1

2

)
,

θ⃗NGFP2 =

(
3

4
, −3

2
, −1, −1

2

)
,

(5.61)

where we recognize θ(r = −2) = 3
4
, the value found for all the single-trace truncations examined

in [5.2.3]. Moreover, it is found that the relevant direction of θ⃗NGFP1 grows extremely fast with

growing r magnitude (notice, for example, the change from r = −2 to r = −2.133, (5.61) →
(5.60)). Therefore, it is θ⃗NGFP2 that is closer to (5.24) for r < −2. The fine-tuned value, r∗,

at which the relevant direction of θ⃗NGFP2 matches (5.24) is found at r∗ ≈ −2.042, once again

pointing to a good stability of r∗. If truncations with more multi-trace terms are found to have

an r∗ in the vicinity, r∗ ∈ (−2.133,−2), and the θ(r = −2) behaviour is replicated, then it would
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be safe to say that the form of the cut-off function, (5.22), with r = r∗, is not accidental.

5.2.5 Flow Analysis: Anti-Symmetric Projection

In order to evaluate the stability of the results with respect to the projection scheme, we adopt a

projection scheme opposite to (5.21) in which we project onto a subspace of purely anti-symmetric

matrices:

Aab = 0 ,

Bab = aεNab
,

(5.62)

where εN is a block-diagonal matrix, built from the 2D Levi-Civita symbol, ε,

εN =


ε 0 · · ·
0 ε · · ·
...

...
. . .

 , ε =

(
0 1

−1 0

)
. (5.63)

The relationship between the Levi-Civita symbol and the Kronecker delta,

εijεkl =

∣∣∣∣∣δik δil

δjk δjl

∣∣∣∣∣ = δikδjl − δilδjk , (5.64)

is useful in the derivation of the beta functions. Notice, from the Wetterich equation, (5.20), that

the change of projection only affects the FN functional derivatives. Therefore, it only changes

the c coefficient in the generic form of the beta functions, (5.25). In appendix [C], we zoom in on

the terms derived in appendix [B] under the new projection scheme as an example of the changes

that come about in the derivation of the beta functions.

We have concluded that the beta functions remain unaltered with respect to their form,

(5.32) and (5.38)-(5.42), in the symmetric projection, (5.21). The main point is that the c

coefficient in (5.25) remains the same whether a symmetric, (5.21) or an anti-symmetric, (5.62),

projection is employed. While this statement was verified only up to g12 order in the single-trace

truncation, the consistent behaviour of the 1/N expansion - as exemplified in the two terms

derived in appendix [C] - serves as an indication that the equivalence between symmetric and

anti-symmetric projection should hold at higher - presumably arbitrary - order.
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6 Conclusion and Outlook

The goal of this thesis was the optimization of the procedure[20] of the application of the FRG

formalism to Matrix Models describing 2D Euclidean (pure) Gravity. In the original article[20],

interesting numerical accuracy was found with small truncations. However, a barrier was found

for the value of the relevant critical exponent, θ = 1, below which it was not possible to break,

regardless of the effective action’s truncation size. It was important to resolve this issue, since the

exact value of θ lies below 1, specifically at 4/5. Furthermore, only one matrix projection scheme

was tested. It was also important to test the effect of a different projection scheme on the results.

We have been able to go beyond the θ = 1 barrier by introducing a new cut-off function,

inspired by the one utilized in the original article, with an additional variable r parameter. For

positive r, both the single-trace [5.2.2] and the multi-trace [5.2.4] truncations were unable to

break the θ = 1 barrier. The behaviour of the critical exponents with growing r was found to be

qualitatively identical to their behaviour with growing truncation order, n. However, relatively

small values of r are able to optimize the critical exponent to a degree that relatively large

truncation orders are unable to. The computational cost of integration with variable r is much

smaller compared to the computational cost of extending the truncation, making (5.22) interesting

in a practical sense. The true virtue of the new cut-off function is, however, found after performing

an analytical continuation of r to negative values. There, the θ = 1 barrier is finally crossed.

The value of r at which the critical exponent for the smallest effective average action truncation

order matched its exact value was found at r ≈ −2.133, serving as a guide for the expansion

in higher truncation orders. Remarkable stability of r was found with increasing single-trace

truncation order, with r ≈ −2.133 matching θ = 4/5 for the smallest truncation order (n = 2)

and r ≈ −2.042 matching θ = 4/5 for the highest truncation order studied (n = 6). Furthermore,

we conjectured that r should, in principle, tend asymptotically to r = −2 as n → ∞. The

evaluation of the simple multi-trace truncation in [5.2.4] strengthened this conjecture, as we

found the critical exponent’s relevant direction’s behaviour with r to be similar to that of the

single-trace truncations. More multi-trace operators ought to be included in the effective average

action in order for a more definitive conclusion to be made. These results’ relevance is two-fold.

First, the fact that r → −2 (from below) as n → ∞ places r away from the undesired range of

r ∈ [−1, 0], where several singularities occur. Second, the θ = 1 barrier was successfully crossed,

showing that the barrier was merely technical in nature, rather than rooted in some undisclosed

fundamental theorem.
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In the original article, stability of the procedure with respect to the matrix projection scheme

was not tested. In this thesis, aside from a purely symmetric projection, we have considered a

purely anti-symmetric projection. In the literature, projections are frequently purely symmetric

since they are very easily implemented in calculations. We found the beta functions to remain

unchanged with the anti-symmetric projection scheme (up to n = 6). This paves the way for

future work that can use more general projections mixing the symmetric and anti-symmetric

sides of the Hermitian matrices, rather than restricting to either one, broadening the projection

subspace.

As future work regarding the Matrix Model studied in this thesis, the inclusion of terms that

explicitly break the model’s symmetry is yet to be understood. Traces with odd powers of the

fields are generated by the flow of the couplings (for example, the flow of g8 generates terms

∼ Tr(ϕ3)Tr(ϕ3)). It would be useful to understand how to treat these quantum fluctuation terms.

It would also be interesting to see the new cut-off function’s behaviour in other Matrix Models.

The Benedetti-Henson (BH) Matrix Model[98] is a particularly simple model, which reproduces

Causal Dynamical Triangulations[99] (CDT) in 2D, thus introducing a notion of causality, neces-

sary in the transition from a Euclidean to a Lorentzian setting. In the original application of the

FRG to the (BH) Matrix Model[100], results were rather inconclusive. An optimization procedure

similar to the one applied in this thesis can help retrieve a critical exponent closer to the exact

one known for CDT[101].
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Appendices

A Conformal Field Theory

This appendix aims to provide a brief presentation of the concepts of scale(/Weyl/trace) anoma-

lies, central charges, conformal weights and scaling dimensions, found across [3.1].

Conformal Field Theories are QFTs (as they carry the Poincaré symmetry) with an additional

ingredient: conformal symmetry. Scale symmetry is a part of conformal symmetry. A Poincaré

transformation is a symmetry of flat space-time, leaving its metric invariant,

ηµνdx
µdxν = ηρσdx̃

ρdx̃σ → ηµν = ηρσ
∂x̃ρ

∂xµ
∂x̃σ

∂xν
, (A.1)

and the general linear transformation that solves it is given as follows[102],

x̃µ = aµ + Λµ
νx

ν . (A.2)

To generalize the Poincaré to the conformal algebra, a local rescaling of the line element is

introduced, such that the Poincaré isometry equation, (A.1), is upgraded to one that leaves the

metric conserved up to a local rescaling[102],

Ω2(x)ηµν = ηρσ
∂x̃ρ

∂xµ
∂x̃σ

∂xν
. (A.3)

Considering infinitesimal transformations,

xµ → x̃µ = xµ + ξµ(x) ,

Ω(x) = 1 + w(x) ,
(A.4)

and plugging them into the conformal isometry equation, (A.3), the Killing equations for the

vector field that generates the conformal transformations are found[103] (to first order in ξ),

∂µξν + ∂νξµ = f(x)ηµν =
2

D
(∂ρξ

ρ)ηµν → ∂µ∂ν∂λξρ = 0 , (A.5)
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whose general solution is given as follows[103]:

ξµ = aµ + Λµ
νx

ν + λxµ + bµx2 − 2xµb · x . (A.6)

The first two terms are identified as the Poincaré transformation (translation and rigid ro-

tation). The third term pertains to the scale transformation (dilation) and the last two terms

pertain to the special conformal transformation (SCT). The conformal generators can be extracted

from this[103] and, by taking the commutators, the conformal algebra is generated.

In particular, the dilation generator is given as follows[103],

D = ixµ∂µ . (A.7)

The Noether theorem[104] states that for every continuous symmetry there is an associated con-

served current. The dilation current, Dµ = T µνxν , where Tµν = 2√
g

δS
δgµν , reveals a feature of scale

invariance: the vanishing trace of the stress-energy tensor[105],

∂µD
µ = T µ

µ = 0 . (A.8)

(Note that T µ
µ = 0 does not imply conformal symmetry but every CFT has T µ

µ = 0.)

Quantum mechanically, however, the right-hand side of (A.8) gains a non-trivial anomalous

term. The theory’s coupling constants, u, acquire a non-trivial dependence on the energy scale,

k, and lose the invariance under a scale transformation,

u→ u+ β(u), β =
du

dk
, (A.9)

leading to a scale(/Weyl/trace) anomaly in the Noether conservation law[106],

⟨∂µDµ⟩ = β(u)
∂L
∂u

, (A.10)

where L is the Lagrangian density.
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The remaining concepts we wish to point out can be better understood in 2D. The (otherwise

finite) conformal algebra has an infinite number of generators at D=2[103]. This can be shown by

setting µ = ν = 1 and µ = ν = 2 in the conformal Killing equation (A.5), where one obtains

∂1ξ1 = ∂2ξ2 , (A.11)

and, setting µ = 1, ν = 2, where one obtains

∂1ξ2 = −∂2ξ1 , (A.12)

which are the so-called Cauchy-Riemann equations[107]. In 2D, one can harness the power of

complex coordinates,

z = x1 + ix2 ,

ξ = ξ1 + iξ2 ,

∂z =
1

2
(∂1 − i∂2) ,

(A.13)

and rewrite the Cauchy-Riemann equations as follows:

∂z̄ξ(z, z̄) = 0 . (A.14)

This equation states that a 2D conformal transformation is generated by a purely holomorphic

map, satisfying z → f(z). There is an infinite number of such mappings in 2D: ξ is an arbitrary

holomorphic function and the number of conformal generators in 2D is infinite. The 2D conformal

algebra is the DeWitt algebra[103], with the following generators,

ln = −zn+1∂z ,

l̄n = −z̄n+1∂z̄ ,
(A.15)

where n ∈ (−∞,+∞) and, in particular, l−1, l0 and l1 (and their anti-holomorphic counterparts)

generate the finite subalgebra of global conformal transformations: l−1 generates translations

on the complex plane, l0 generates scale transformations and rotations and l1 generates special

conformal transformations[103]. For n ̸= −1, 0, 1, one speaks of local conformal transformations.
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In CFT, operators can be split into two types[108]: primary operators, ΦA that transform as

tensors under conformal transformations, and descendants, which can be obtained from primaries

by taking derivatives of them, ∂µ . . . ∂νΦA. The energy-momentum tensor, particularly important

in CFT, is an example of a quasi-primary operator: it transforms as a tensor but only for global

conformal transformations. Under a (D-dimensional) conformal mapping, (A.3), a quasi-primary

transforms as follows[103],

Φ(x) → Φ̃(x̃) = J−
∆
DΦ(x) , (A.16)

where J is the Jacobian of the coordinate transformation. ∆ is known as the scaling dimension: it

governs the way an operator behaves under a scale transformation, (if x̃ = λx, Φ̃(x̃) = λ−∆Φ(x),

since J = λD). In 2D, with the suitable complex coordinates, z → w(z), the condition (A.16) is

generalized to[103]

Φ(z, z̄) → Φ̃(w, w̄) =

(
dw

dz

)−h(
dw̄

dz̄

)−h̄

Φ(z, z̄) , (A.17)

where h and h̄ are, respectively, the eigenvalues of l0 and l̄0, the (holomorphic and anti-holomorphic)

conformal weights. Since (l0 + l̄0) generates dilations and i(l0 − l̄0) generates rotations[103], the

scaling dimension is given by ∆ = h+ h̄ and the spin is given by s = h− h̄.

Lastly, let us show how to extract the central charge and its interpretation. To do so, let us

look at the energy-momentum tensor and its correlation function with itself. To that end, Tµν

must first be rewritten in complex coordinates, (A.13). The metric tensor is given as follows[109],

gµν =

(
gzz gzz̄

gzz̄ gz̄z̄

)
=

(
0 2

2 0

)
. (A.18)

The energy-momentum tensor is also a symmetric tensor. Therefore, in 2D, it has 3 indepen-

dent quantities: Tzz, Tzz̄ and Tz̄z̄. Its tracelessness, (A.8), implies[109] T µ
µ = Tµνg

µν = 0 → Tzz̄ = 0.

Furthermore, by its conservation law, ∂µT
µν = 0, one readily finds[109] ∂z̄Tzz = 0 and ∂zTz̄z̄ = 0,

which implies Tzz is purely holomorphic, Tzz = Tzz(z)(= T (z)) and Tz̄z̄ is purely anti-holomorphic,

Tz̄z̄ = Tz̄z̄(z̄)(= T̄ (z̄)). One can thus look at the holomorphic part only in what follows.

Consider a coordinate transformation generated by the energy-momentum tensor. Its asso-

ciated (holomorphic) current is given by the holomorphic part of Tµν and the infinitesimal trans-
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formation parameter, j(z) = T (z)ξ(z). The associated charge, Qξ =
∮
dzT (z)ξ(z), generates the

symmetry transformation on an operator Φ defined on a point w of the complex plane[77],

δξΦ(w) = [Qξ,Φ(w)] = lim
δ→0

[∮
|z|=|w|+δ

dzT (z)ξ(z)Φ(w)−
∮
|z|=|w|−δ

dzT (z)ξ(z)Φ(w)

]
=

∮
Cw
dzξ(z)T (z)Φ(w) ,

(A.19)

where, in the second line, we used the idea from complex analysis that the coincident parts of

both paths cancel out and one can perform solely the contour around w, Cw. Furthermore, if

Φ(w) is a primary, the (holomorphic) infinitesimal form of (A.17) is given as follows[77],

δξΦ(w) = ξ(w)∂Φ(w) + h∂ξ(w)Φ(w) . (A.20)

If (A.19) is non-vanishing, w must be a pole. Recalling Cauchy’s formula for the contour integral

around a pole z0,

∮
Cz0
dz

f(z)

(z − z0)(n+1)
=

1

n!
f (n)(z0) , (A.21)

and equating (A.19) and (A.20) with (A.21) in mind, one can readily read that, due to the

derivative ∂ξ on the right-hand side of (A.20), T (z)Φ(w) ought to have a double pole; due to the

linear ξ term, there ought to exist a single pole as well. Thus, it is of the following form,

T (z)Φ(w) =
h

(z − w)2
Φ(w) +

∂Φ(w)

(z − w)
, (A.22)

plus non-singular terms. This procedure is known as the operator product expansion (OPE)

procedure. It allows for the determination of the short-distance singular behaviour of a product

of operators, turning it into a sum of local operators. If the procedure is followed similarly when

Φ(w) is T (w) itself, the following OPE (modulo non-singular terms) is obtained[77],

T (z)T (w) =
c

2

1

(z − w)4
+

h

(z − w)2
T (w) +

∂T (w)

z − w
. (A.23)
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c is the central charge. It depends on the model under study and it is determined by the short-

distance behaviour of the model. Modulo the central charge term, (A.23) is equal to the OPE of a

primary, (A.22). The central charge functions as an anomalous term in the transformation law of

T (z) (the holomorphic part of (A.17)), acting as a measure of the conformal symmetry breaking

introduced in an otherwise conformal theory. One very illustrative result of the nature of c is

given by defining a CFT on a curved 2D manifold: scale invariance is broken by the curvature,

R, and the tracelessness (A.8) of Tµν no longer holds, with the scale anomaly being written in

terms of the central charge[103], ⟨T µ
µ ⟩ = c

24π
R.

For a deeper study of CFT, we refer to Di Francesco, Mathieu and Senechal[103], Polchinski[109]

and Fradkin[77].

B Derivation of Beta Functions

We explicitly derive the anomalous dimension flow equation, (5.32), and the g4 beta function,

(5.38), for the single-trace truncation, (5.8), (at least) up to ḡ6 in the symmetric projection,

(5.21).

First, it is straightforward to notice that ∼ g14 is the only term of the Wetterich equation

expansion, (5.20), that flows into the running of ZN since, after taking the functional derivatives, it

is the only term in which a ∼ ϕ2 term survives. The first step is thus the Hermitian decomposition,

(5.9), of ḡ4
4
Tr(ϕ4):

Tr(ϕ4) = ϕamϕmnϕnlϕla = (Aam + iBam) (Amn + iBmn) (Anl + iBnl) (Ala + iBla)

= Tr(A4) + 4iTr(A3B)− 4iTr(AB3)− 4Tr(A2B2)− 2Tr(ABAB) + Tr(B4)
(B.1)

As mentioned previously, the (AB) and (BA) modes of (5.12) vanish due to the anti-symmetry

of B. Let us see that explicitly for 4iTr(AB3). Making use of the derivatives defined in (5.13),

δ2

δAabδBcd

Tr(AB3) =
δ2

δBabδAcd

Tr(AB3) = −1

4
{BalBldδbc −BdnBnaδbc −BblBldδac +BdnBnbδac

−BblBlcδad +BcnBnbδad +BalBlcδbd −BcnBnaδbd +BcbBad −BcaBbd +BdbBac −BdaBbc},
(B.2)
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and the terms can be rearranged due to Bij = −Bji, leading to:

δ2

δAabδBcd

Tr(AB3) =
δ2

δBabδAcd

Tr(AB3) = −1

4
{BalBldδbc −BndBanδbc −BblBldδac +BndBbnδac

−BblBlcδad +BncBbnδad +BalBlcδbd −BncBanδbd +BcbBad −BcaBbd +BbdBca −BadBcb} = 0,

(B.3)

The remaining terms - 4iTr(A3B), 4Tr(A2B2) and Tr(ABAB) - follow similarly. Naturally,

Tr(A4) and Tr(B4) vanish instantly upon application of a mixed derivative.

For the (AA) and (BB) modes of (5.12), it is straightforward to see that, due to the choice

of a purely symmetrical projection, (5.21), terms in (B.1) with an odd number of B matrices

vanish. For the (AA) derivative, 4iTr(A3B) →∼ AB and, upon projecting B → 0, it vanishes.

The same reasoning is true for the (BB) derivative of 4iTr(AB3). Naturally, the (BB) derivative

of 4iTr(A3B) and the (AA) derivative of 4iTr(AB3) vanish. Tr(B4) also vanishes both after the

(AA) derivative - self-evidently - and after the (BB) derivative, due to the projection scheme.

Therefore, only three relevant terms remain,

ḡ4
4
Tr(ϕ4) → ḡ4

4
Tr(A4)− ḡ4Tr(A

2B2)− ḡ4
2
Tr(ABAB) , (B.4)

of which the first term is only non-vanishing for the (AA) mode and, due to the symmetric

projection scheme, the second and third terms are only non-vanishing for the (BB) mode. With

(5.13) in mind, it is straightforward to obtain the relevant derivatives,

δ2

δAabδAcd

( ḡ4
4
Tr(A4)

)
=
ḡ4
2
{AanAncδbd + AbnAncδad + AanAndδbc + AbnAndδac

+ AbdAac + AadAbc}, (B.5)

δ2

δBabδBcd

(
−ḡ4Tr(A2B2)

)
=
ḡ4
2
{AbnAndδac − AbnAncδad + AanAncδbd − AanAndδbc} , (B.6)

δ2

δBabδBcd

(
− ḡ4

2
Tr(ABAB)

)
= − ḡ4

2
{AadAbc − AacAbd} , (B.7)
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which, according to (5.20) and the definition of the propagator, (5.16), are now contracted with

1sym
abcd - in the case of (B.5) - and with 1asym

abcd - in the case of (B.6) and (B.7) - leading to, respectively:

1sym
abcd

δ2

δAabδAcd

( ḡ4
4
Tr(A4)

)
=
ḡ4
2
{AanAnaδbb + AbnAnaδab + AanAnbδab + AbnAnbδaa

+ AbbAaa + AabAba}, (B.8)

1asym
abcd

δ2

δBabδBcd

(
−ḡ4Tr(A2B2)

)
=
ḡ4
2
{AbnAnbδaa − AbnAnaδab + AanAnaδbb − AanAnbδba} , (B.9)

1asym
abcd

δ2

δBabδBcd

(
− ḡ4

2
Tr(ABAB)

)
= − ḡ4

2
{AabAba − AaaAbb} , (B.10)

Notice the terms ∼ AaaAbb in (B.8) and (B.10). They exhibit that g4 also feeds back into the

running of a ∼ Tr(ϕ)Tr(ϕ) term. Such a term does not exist in a single-trace truncation and we

discard those contributions. Applying the projection scheme, (5.21), we get the following:

Proj

[
1sym
abcd

δ2

δAabδAcd

( ḡ4
4
Tr(A4)

)]
= a2

ḡ4
2
{2δaaδbb + 3δaa} = a2

ḡ4
2
N2

{
2 + 3

1

N

}
, (B.11)

Proj

[
1asym
abcd

δ2

δBabδBcd

(
−ḡ4Tr(A2B2)

)]
= a2ḡ4 {δaaδbb − δaa} = a2ḡ4N

2

{
1− 1

N

}
, (B.12)

Proj

[
1asym
abcd

δ2

δBabδBcd

(
− ḡ4

2
Tr(ABAB)

)]
= −a2 ḡ4

2
δaa = −a2 ḡ4

2
N . (B.13)

The first term from (B.11) and the first term from (B.12) contribute to leading order in 1/N .

The remaining terms are all sub-leading order when N → ∞ and, therefore, vanish. We have

thus found c in (5.25) to be equal to (1 + 1). Ultimately, the flow equation for ZN

2
Tr(ϕ2) comes

as follows,
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∂t
ZN

2
Tr(ϕ2) = (−1)1

1

2
a2ḡ4(1 + 1)

N2

ZN

ζ(2, r, η) ⇔

∂t
ZN

2
Tr(A2) = −1

2
a2g4

Z2
N

N
(1 + 1)

N2

ZN

ζ(2, r, η) ⇔

∂tZNa
2N = −2a2g4ZNNζ(2, r, η) ⇔

η = 2g4ζ(2, r, η)

(B.14)

where (5.5) and (5.7) were used, as well as Tr(ϕ2) → Tr(A2) since Tr(ϕ2) = Tr(A2)− Tr(B2).

The g4 beta function is obtained in all too similar fashion. It depends on ∼ g6 and ∼ g24. We

can build on the previous results and extract the ∼ g24 portion readily:

∂t
ḡ4
4
Tr(ϕ4) ∝ (−1)2

1

2
(a2)2ḡ24(1 + 1)

N2

Z2
N

ζ(3, r, η) ⇔

∂t
ḡ4
4
Tr(A4) ∝ 1

2
a4g24

(
Z2

N

N

)2

(1 + 1)
N2

Z2
N

ζ(3, r, η) ⇔

∂tg4
Z2

N

N
a4N ∝ 4a4g24Z

2
Nζ(3, r, η) ⇔

βg4 ∝ 4g24ζ(3, r, η)

(B.15)

To derive the ∼ g6 term, ḡ6
6
Tr(ϕ6) is decomposed with (5.9):

Tr(ϕ6) = Tr(A6) + 6iTr(A5B)− 6Tr(A4B2)− 6Tr(A3BAB)− 6iTr(A3B3)

− 3Tr(A2BA2B)− 6iTr(B2A2BA)− 6iTr(A2B2AB) + 6Tr(A2B4)

− 2iTr(ABABAB) + 6Tr(ABAB3) + 3Tr(AB2AB2) + 6iTr(AB5)− Tr(B6) (B.16)

Using the same arguments previously laid out, the relevant terms are solely the following,

ḡ6
6
Tr(ϕ6) → ḡ6

6
Tr(A6)− ḡ6Tr(A

4B2)− ḡ6Tr(A
3BAB)− ḡ6

2
Tr(A2BA2B) , (B.17)

and application of the derivatives yields
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δ2

δAabδAcd

( ḡ6
6
Tr(A6)

)
=
ḡ6
2
{AbmAmnAnpApcδad + AamAmnAnpApcδbd + AbmAmnAnpApdδac

+ AamAmnAnpApdδbc + AbmAmnAncAad + AamAmnAncAbd + AamAmnAndAbc

+ AbmAmnAndAac + AamAmdAbnAnc + AamAmcAbnAnd}, (B.18)

δ2

δBabδBcd

(
−ḡ6Tr(A4B2)

)
=
ḡ6
2
{AbmAmnAnlAldδac − AamAmnAnlAldδbc

+ AamAmnAnlAlcδbd − AbmAmnAnlAlcδad}, (B.19)

δ2

δBabδBcd

(
−ḡ6Tr(A3BAB)

)
= − ḡ6

2
{AamAmnAndAcb − AbmAmnAndAca

− AamAmnAncAdb + AbmAmnAncAda}, (B.20)

δ2

δBabδBcd

(
− ḡ6

2
Tr(A2BA2B)

)
= − ḡ6

4
{AamAmdAcpApb − AbmAmdAcpApa

− AamAmcAdpApb − AbmAmcAdpApa}, (B.21)

after which contraction with 1sym
abcd - in the case of (B.18) - or 1asym

abcd - in the case of (B.19), (B.20)

and (B.21) - and projection onto the symmetric subspace, (5.21), lead to the following results,

Proj

[
1sym
abcd

δ2

δAabδAcd

( ḡ6
6
Tr(A6)

)]
= a4

ḡ6
2
{2δaaδbb + 5δaa} = a4

ḡ6
2
N2

{
2 + 5

1

N

}
, (B.22)

Proj

[
1asym
abcd

δ2

δBabδBcd

(
−ḡ6Tr(A4B2)

)]
= a4ḡ6{δaaδbb − δaa} = a4ḡ6N

2

{
1− 1

N

}
, (B.23)

Proj

[
1asym
abcd

δ2

δBabδBcd

(
−ḡ6Tr(A3BAB)

)]
= a4ḡ6δaa = a4ḡ6N, (B.24)

Proj

[
1asym
abcd

δ2

δBabδBcd

(
− ḡ6

2
Tr(A2BA2B)

)]
= a4

ḡ6
2
δaa = a4

ḡ6
2
N, (B.25)

where terms that couple onto the running of Tr3(A)Tr(A) and Tr(A2)Tr(A2) were omitted from

(B.22), (B.24) and (B.25). The ∼ g6 term in the g4 beta function comes as follows,
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∂t
ḡ4
4
Tr(ϕ4) ∝ (−1)1

1

2
a4ḡ6(1 + 1)

N2

ZN

ζ(2, r, η) ⇔

∂t
ḡ4
4
Tr(A4) ∝ −1

2
a4g6

Z3
N

N2
(1 + 1)

N2

ZN

ζ(2, r, η) ⇔

∂tg4
Z2

N

N
a4N ∝ −4a4g6Z

2
Nζ(2, r, η) ⇔

βg4 ∝ −4g6ζ(2, r, η) ,

(B.26)

thus concluding the derivation of (5.38). The remaining beta functions, (5.39)-(5.42), are obtained

in the same manner. A final word on them. The multiplicative factor in each term can be

understood simply in a combinatorial way. For example, in (5.41): the ∼ g4g10 and ∼ g6g8 have

a 2 factor from the fact that we can write their products in two different ways, g4g10 or g10g4 and

g6g8 or g8g6; the 3 factor in ∼ g24g8 comes from the possibility of writing g24g8, g4g8g4 or g8g
2
4, and

the same reasoning goes for ∼ g4g
2
6; g

4
4g6 can be written as g44g6, g

3
4g6g4, g

2
4g6g

2
4, g4g6g

3
4 and g6g

4
4,

hence the 5 factor; self-evidently, g12 can only be written in one way, and the same is true for g54,

meaning they simply have a 1 factor attached to them.

C Anti-Symmetric Projection

We explicitly derive the anomalous dimension flow equation and the g6 contribution to the g4

beta function, as in the previous appendix, but for the anti-symmetric projection scheme, (5.62).

With regards to the fact that the (AB) and (BA) modes of (5.12) vanish, nothing changes since

that does not depend on the projection scheme.

However, the relevant terms of (B.1) do change from (B.4). Now the situation reverses: only

terms with two A matrices will survive the anti-symmetric projection after the (AA) derivative

and only terms without A matrices will survive the anti-symmetric projection after the (BB)

derivative. Therefore, the relevant terms are the following,

ḡ4
4
Tr(ϕ4) → ḡ4

4
Tr(B4)− ḡ4Tr(A

2B2)− ḡ4
2
Tr(ABAB) , (C.1)

and the respective contracted derivatives come as follows,
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1asym
abcd

δ2

δBabδBcd

( ḡ4
4
Tr(B4)

)
=
ḡ4
2
{2BanBna − 2BanBnaδbb +BabBba −BaaBbb} , (C.2)

1sym
abcd

δ2

δAabδAcd

(
−ḡ4Tr(A2B2)

)
= −ḡ4 {BanBna +BbnBnbδaa} , (C.3)

1sym
abcd

δ2

δAabδAcd

(
− ḡ4

2
Tr(ABAB)

)
=
ḡ4
2
{BabBba +BaaBbb} , (C.4)

which, after applying the anti-symmetric projection scheme, (5.62), realizing that Tr(εkN ) =
N
2
Tr(εk) and taking (5.64) into account, becomes - omitting ∼ Tr2(B) terms:

Proj

[
1asym
abcd

δ2

δBabδBcd

( ḡ4
4
Tr(B4)

)]
= a2

ḡ4
2
{2εNanεNna − 2εNanεNnaδbb + εNab

εNba
}

= a2
ḡ4
2

N

2
{3εijεji − 2εijεjiδbb}

= a2ḡ4N
2

{
−3

1

N
+ 1

}
,

(C.5)

Proj

[
1sym
abcd

δ2

δAabδAcd

(
−ḡ4Tr(A2B2)

)]
= −a2ḡ4 {εNanεNna + εNbn

εNnb
δaa}

= −a2ḡ4
N

2
{εijεji + εijεjiδaa}

= a2ḡ4N
2

{
1

N
+ 1

}
,

(C.6)

Proj

[
1sym
abcd

δ2

δAabδAcd

(
− ḡ4

2
Tr(ABAB)

)]
= a2

ḡ4
2
εNab

εNba
= a2

ḡ4
2

N

2
εijεji

= −a2 ḡ4
2
N2

{
1

N

}
.

(C.7)

Maintaining the leading terms in 1/N , we obtain the anomalous dimension flow equation,
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∂t
ZN

2
Tr(ϕ2) = (−1)1

1

2
a2ḡ4(1 + 1)

N2

ZN

ζ(2, r, η) ⇔

−∂t
ZN

2
Tr(B2) = −1

2
a2g4

Z2
N

N
(1 + 1)

N2

ZN

ζ(2, r, η) ⇔

∂tZNa
2N = −2a2g4ZNNζ(2, r, η) ⇔

η = 2g4ζ(2, r, η) ,

(C.8)

where we used that −Tr(B2) → −Tr(ε2N) → a2N , when N → ∞.

The same procedure is applied to the contribution of g16 to the g4 beta function. First,

ḡ6
6
Tr(ϕ6) → − ḡ6

6
Tr(B6) + ḡ6Tr(A

2B4) + ḡ6Tr(ABAB
3) +

ḡ6
2
Tr(AB2AB2) , (C.9)

and, to abbreviate the content, (it follows just as the previous derivations) the contracted and

projected derivatives come as follows,

Proj

[
1asym
abcd

δ2

δBabδBcd

(
− ḡ6

6
Tr(B6)

)]
−−−→
N→∞

a4ḡ6N
2, (C.10)

Proj

[
1sym
abcd

δ2

δAabδAcd

(
ḡ6Tr(A

2B4)
)]

−−−→
N→∞

a4ḡ6N
2, (C.11)

Proj

[
1sym
abcd

δ2

δAabδAcd

(
ḡ6Tr(ABAB

3)
)]

−−−→
N→∞

a4ḡ6N
2

{
1

N

}
, (C.12)

Proj

[
1sym
abcd

δ2

δAabδAcd

(
− ḡ6

2
Tr(AB2AB2)

)]
−−−→
N→∞

1

2
a4ḡ6N

2

{
1

N

}
, (C.13)

leading to:

∂t
ḡ4
4
Tr(ϕ4) ∝ (−1)1

1

2
a4ḡ6(1 + 1)

N2

ZN

ζ(2, r, η) ⇔

∂t
ḡ4
4
Tr(B4) ∝ −1

2
a4g6

Z3
N

N2
(1 + 1)

N2

ZN

ζ(2, r, η) ⇔

∂tg4
Z2

N

N
a4N ∝ −4a4g6Z

2
Nζ(2, r, η) ⇔

βg4 ∝ −4g6ζ(2, r, η) .

(C.14)

The remaining terms follow in similar fashion.
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