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a b s t r a c t

This paper proposes a neo-Schumpeterian model in order to discuss how the mechanisms
of entry and exit contribute to industry productivity growth in alternative technological
regimes. Our central hypothesis is that new firms generate gains in aggregate productivity
by increasing both the productivity level and competition intensity. By assuming that firms
learn about the relevant technology through a variety of sources, and by allowing a con-
tinuous flow of entry and exit into the market, our study shows that firm exit and output
contraction take mostly place among less productive firms, while output expansion and
entry are concentrated among the more efficient ones. The greater is the competitive pres-
sure generated by new entrants, the higher is the expected productivity level of established
firms. Overall, our analysis suggests that micro analysis is the proper complement to aggre-
gate industry studies, as it provides a considerable insight into the causes of productivity
growth.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

In the past few years the study of productivity issues
has greatly shifted towards the understanding of the
operation of micro units, with a particular emphasis on
establishment- (and firm-) level reallocation. It has been
shown in particular that a large percentage of industry pro-
ductivity growth can be imputed to mobility of firms, with
low-productivity firms losing market share (or shutting
down) in favour of more productive incumbents and new
entrants (Carreira and Teixeira, 2008; Foster et al., 2001).
Furthermore, as shown by Aghion et al. (2009) and Falck
et al. (forthcoming), the contribution of new firms to aggre-
gate productivity growth is not only a direct one (through
higher productivity than incumbents), but also indirect, via
an increase in competitive pressure.

∗ Corresponding author. Tel.: +351 239790545; fax: +351 239790514.
E-mail address: ccarreir@fe.uc.pt (C. Carreira).

In order to provide a better understanding of the effects
of new firms on productivity growth, this study proposes
a neo-Schumpeterian model in which the role of firm
dynamics on the evolution of a mature industry is exten-
sively modelled. In a new departure from the original
Nelson–Winter evolutionary industry model (Nelson and
Winter, 1982; Winter, 1984), which was mostly focused
on technological change, we examine how the entry and
exit contribute to industry productivity growth. A central
assumption in our approach is that there are two poten-
tial channels through which new firms have an impact
on productivity growth: a direct one, as new firms may
be relatively more productive than incumbents; and an
indirect one, as new firms may generate a higher level
of competition. We show that the competitive pressure
induced by new firms generate sizeable firm reallocation
and, as a consequence, a higher aggregate productivity.
Surely, these effects would not be possible to be ana-
lyzed within a simple framework of a representative firm
in which the productivity level is, by definition, common
across firms.

0954-349X/$ – see front matter © 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.strueco.2011.01.001
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Another key aspect of our modelling is the full char-
acterization of the technological regime in which firms
operate.1 As in Winter (1984), two basic cases are con-
sidered: the ‘routinized regime’ and the ‘entrepreneurial
regime’. Analytically, the difference between these two
regimes is modelled via two main aspects: (a) innova-
tive draws, which are based on firm’s current productivity
level—in the routinized regime—or as a function of indus-
try’s average productivity—in the entrepreneurial regime;
and (b) entry and exit, with entry rates being set at a lower
level in the routinized than in the entrepreneurial regime,
and the productivity level of entrants based on the indus-
try average—in the routinized regime—or on the industry’s
best practice—in the entrepreneurial regime. Empirically,
the distinction between the two regimes has been con-
firmed by Malerba and Orsenigo (1996), for example, who,
using patent data of six countries (US, Japan, Germany,
France, the UK, and Italy), found that 19 out of 49 tech-
nological classes show patterns of entrepreneurial regime,
while 15 out of 49 can be characterised as routinized regime
(see also Breschi et al., 2000; Malerba and Orsenigo, 1995).

We develop a competitive dynamic setting of a mature
industry (in a developed market economy) in which we
have a continuing flow of heterogeneous firm entry and
exit. Following the taxonomy proposed by Malerba (1992),
firms can learn through ‘learning by doing’ and ‘learning
by using’, on the one hand, and ‘learning by searching’
and ‘learning from external sources’, on the other. More-
over, as in Nelson and Winter (1982), firms compete with
a homogeneous product through costs reduction, which
is achieved through productivity improvements. In other
words, in our modelling firms are focused on process inno-
vation. Alternatively, one can think in terms of product
innovation in which single-product firms compete through
(vertical) product differentiation—assuming that one unit
of the product contains a given amount of the single Lan-
casterian characteristic.2

In order to analyse the main properties of the model,
we first introduce a non-stochastic version with no learn-
ing. Then, we discuss how the numerical results fit some
key stylized facts and how the entry contributes to industry
productivity growth. Our findings show that exit and out-
put contraction take mostly place among less productive
firms, while entry and expansion are concentrated among
high-productivity firms. Moreover, much of the market
share variation can be connected to higher competitive
pressure brought in by new firms which force the least
productive firms to exit. We also find that a higher entry
rate of new firms is positively associated with a higher
productivity level of incumbent firms.

2. Firm dynamics and industry productivity
growth: some facts

Studies in several countries indicate that entry and
exit flows of firms are very substantial (Caves, 1998;

1 Technological regimes are defined by Nelson and Winter (1982) as the
technological environment of an industry under which firms operate.

2 For a model with product differentiation, see, for example, Marengo
and Valente (2010) in this journal.

Geroski, 1995). In the U.K. manufacturing sector, for exam-
ple, the (annual) entry and exit rates were about 6.5% and
5.1%, respectively, in the period 1974–1979. In Canada,
between 1970 and 1982, the corresponding rates were 4.9
and 6.5%. Moreover, these rates vary substantially across
industries—for example, the entry rate fluctuated from 3.5%
to 9.6% across the U.K. (two-digit) sectors.

Entry and exit also tend to be highly positively corre-
lated. The main reason is of course that the rate of early
mortality is very high for entrants. In Canada, the hazard
rate for 1971 entrants was about 10% at the end of the first
year (roughly, twice as much as for the incumbent firms). In
the U.K., 19% of new firms established in 1974 exited within
the following 2 years, while 51% did not survive longer than
5 years (Baldwin, 1995; Geroski, 1991).

In contrast, the growth rate among successful entrants
is very high. On average, surviving new plants double their
initial size after 6–7 years (Mata et al., 1995), although suc-
cessful entrants may take more than a decade to achieve
the average size of established firms (Audretsch and Mata,
1995).3

The relationship between industry dynamics and firm
characteristics (e.g. size, age, technological environment,
and innovation) is also an important one (Caves, 1998;
Geroski, 1995). The technological environment, for exam-
ple, seems to impact the entry rate, while profits do not
(Dosi and Lovallo, 1997; Geroski, 1994). Acs and Audretsch
(1990) and Geroski (1994) have observed indeed a positive
(although modest) correlation between entry and innova-
tion rates, suggesting that a more innovative environment
encourages entry. Entry also seems to be more intense in
an environment providing potential entrants with greater
opportunities to innovate, while the greater is the total
amount of innovative activity and intensity of R&D, the
higher seems to be the entry barriers.

Audretsch and Acs (1994) note, in particular, that the
entry rate is lower in prototypal routinized regime indus-
tries than in industries in which the entrepreneurial regime
seems to be the dominant pattern.4

The influence of technological environment and inno-
vation on the ability of new firms to survive has also been
examined in the literature. Audretsch (1991), using the
United States data on new (i.e. created in 1976) manufac-
turing firms, found that an increase in the capacity of small
and new firms to innovate leads to a higher survival rate,
especially in the entrepreneurial regime. In the routinized
regime, where the ability of small firms to innovate is rel-
atively low, the survival rate tends to be smaller. Another
important regularity is that firm’s growth rate decreases
with size and age, while survivability increases with the
same arguments (Evans, 1987).

The technological environment influences market tur-
bulence (or market share instability) as well (Dosi et al.,
1995). For U.S. firms (1976–1980), Audretsch and Acs
(1990) found that turbulence was higher in industries char-

3 An entrant is typically very small. In the United States, for example,
an entrant (over the period 1963–1982) only produces in the entry year
35.2% of the incumbents’ output level, on average (Dunne et al., 1988).

4 The full definition of technological regimes is given in Section 3.
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acterised by the entrepreneurial regime. Turbulence was
indeed higher in industries where small firms were able to
implement a strategy of innovation and lower in industries
where they were less able to innovate. Davies and Geroski
(1997) in turn observed that turbulence in the top five U.K.
firms (in 1979 and 1986) tend to increase with R&D inten-
sity, but the characteristics of this specific sample of firms
make the comparison a difficult one. Surprisingly enough,
Audretsch and Acs (1990) found that there is more, not less,
turbulence in concentrated industries.5

Finally, the dynamics of firms is expected to lead to
a higher aggregate productivity growth, with changes in
industry-level productivity arising either from within-firm
productivity growth (for example, due to technological
changes or human capital improvements), or from resource
reallocation (i.e. entry and exit of firms). Baily et al. (1992),
for example, found that the contribution of increasing
(decreasing) output shares of high- (low-) productivity
continuing plants was the most important source of the U.S.
industry productivity growth, while the entry-exit effect
was found to be very small. For its part, Foster et al. (2001)
found that net entry plays a significant role in the medium
and long term, with resource reallocation accounting for
half of manufacturing productivity growth, of which about
18% was due to the net entry effect. These results were
corroborated by Baldwin (1995) who has shown that, in
the 1970s, firm dynamics contributed substantially to the
Canadian (labour) productivity growth—around 40–50% of
productivity growth was estimated to have been due to
firm dynamics, with 37% of the employment share being
reallocated from exiting and contracting plants to enter-
ing and expanding plants (see also Baldwin and Gu, 2006;
Cantner and Krüger, 2008; Carreira and Teixeira, 2008;
Disney et al., 2003; Foster et al., 2001). However, all these
results are based on widely used decomposition methods of
aggregate productivity growth that yield biased contribu-
tions of entrants (Hyytinen et al., 2010; Melitz and Polanec,
2009; Maliranta, 2009). Furthermore, they focus on entry
direct effect, while the main contribution of entrants may
be an indirect one. As shown by Aghion et al. (2009),
Carreira and Teixeira (2010) and Falck et al. (forthcoming),
the indirect impact (via de competitive pressure) on aggre-
gate productivity growth can be even larger.

3. The model

The empirical regularities outlined in the previous sec-
tion provide the background and the motivation for our
modelling strategy. Our model draws on Nelson–Winter
evolutionary industry model (1982: ch. 12; Winter, 1984),
with two main novelties: (a) a greater focus on the learning
process, namely we assume that firms can improve techno-
logically through a variety of sources: ‘learning by doing’,
‘learning by using’, ‘learning by searching’, and ‘learning
from external sources’ (Malerba, 1992); and (b) detailed
analysis of entry and exit.

5 For a given concentration index, more turbulence suggests the pres-
ence of a higher degree of competition.

Let us assume all technologies exhibit constant returns
to scale, with output equal to full capacity. Input supplies
are perfectly elastic and input prices are exogenously given
and constant over time.6 At time ‘zero’, a ‘mature’ indus-
try made up of a finite number of competitors producing
a single and homogeneous product. Alternatively, one can
think in terms of product differentiation where one unit of
output that contains a given amount of a single Lancaste-
rian characteristic is supplied by a producer operating in
monopolistically competitive industry. Suppose that from
the point of view of consumers the marginal value of a
given Lancasterian characteristic is a perfect substitute for
price reduction, then form the point of view of producers
is equivalent of a reduction of marginal cost of production
this Lancasterian characteristic (see note 8).

Fig. 1 gives the main structure of the model. In each
period the state of production technologies across firms
determine the output level and the market price. Then,
once firms R&D investment is made, and assuming their
R&D activities are successful in innovating or imitating,
they decide whether to stick with the current technology or
engage on technological changes in the next period. Once
firms learn about their performance, they then decide on
the future R&D effort and whether to continue or exit, while
new firms enter in the market.

3.1. Production, costs and profits

Given product homogeneity, firms choose quantities
rather than prices. Quite naturally, more productive firms
(i.e. with a competitive cost advantage) are expected to gain
market share, while less productive firms will be expected
to lose market share (or forced to exit).

In particular, the production level of firm i at time t,
i ∈ I ={1, . . ., nt}, is given by:

qit = qi(t−1)(1 + gq
it

), (1)

where gq
it

is the Metcalfe (1998: ch. 2) version of the ‘repli-
cator dynamic’, defined as (assuming a zero growth rate for
the entire market demand)7:

gq
it

= ıi
(

1 − cit
c̄(t−1)

)
, (2)

where cit denotes the production cost per unit of out-
put of firm i at time t, c̄t is the average of the firms’ unit
costs weighted by the corresponding market share sit, with
c̄t =

∑nt
i=1sitcit and sit = qit/QSt . ıi is an upper bound on

firm’s growth and can be interpreted as a firm’s financial
constraint (Cabral and Mata, 2003; Cooley and Quadrini,
2001; Oliveira and Fortunato, 2006) or as an intensity mea-
sure of the selection mechanism (Metcalfe, 1998). Clearly,

6 These assumptions are also made in original Nelson–Winter model
and follow the strand of industrial organization models.

7 The replicator dynamic equation was originally introduced into math-
ematical biology by R.A. Fisher. It was Silverberg (1987) who extended it
to competition among firms. Silveberg’s replicator equation relates each
firm’s market share to the difference between firm’s competitiveness and
the industry-wide level of competitiveness (see also Silverberg, 1988). In
the Metcalfe model, the growth rate depends on the absolute difference
between individual unit costs and the corresponding industry average.
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Fig. 1. Structure of the model.

given Eq. (1), qit = 0 if gq
it

= −1. In turn, the higher is ı, the
stronger is the adjustment mechanism. Within this con-
text, a firm’s growth rate is higher (lower) than the market
average if its unit cost is lower (higher) than the average
cost of the established firms in t − 1.

In each period, firm i is characterised by a ‘Leontief pro-
duction function’8:

qit = min(a1
itx

1
it , . . . , a

m
it x
m
it )uit, (3)

where qit is firm’s output at time t, xj
it

is firm’s demand of

the jth input (j ∈ J ={1, . . ., m}), aj
it

(aj
it
> 0) is the produc-

tivity of input j (i.e. the amount of output produced per
unit of input j under maximum efficiency), and uit is an
index of firm’s production competence in the use of its tech-
nique, given by firm’s productive efficiency level at time t
(i.e. uit = qit/qMax, where qMax represents the best-practice
of firm’s technique; 0 < uit ≤ 1).

The unit production cost of this constant returns to scale
technology (then, the marginal cost) is given by:

cit = 1
uit

⎛⎝ m∑
j=1

wj

aj
it

⎞⎠ , (4)

wherewj is the unit price of the jth input. In this framework,
a change in firm’s unit cost arises either from changes in
aj
it

or from changes in uit. When aj
it

(or uit) increases, the

unit cost decreases, as ∂cit/∂a
j
it

= −wj(uit)−1(aj
it

)
2
< 0 and

∂cit/∂uit = −(uit)
−2∑m

j=1w
j(aj
it

)
−1
< 0.

8 We note that the Nelson and Winter model (1982: ch. 12) assumes
Leontief technologies, with each firm i at time t using the inputs in a
given proportion. The techniques in the Nelson and Winter model are thus
characterised by Hicks’ neutral technical changes, with technical progress
leading to proportional reductions in all inputs. In our case, although we
assume a Leontief technology, we will allow for differences in productivity
changes across inputs over time.

Industry output at time t is given by the sum of the firms’
output levels:

QSt =
nt∑
i=1

qit . (5)

We assume that the industry faces a decreasing contin-
uous (inverse) demand function:

Pt = D(QDt ), (6)

where Pt is the market price and QDt denotes the mar-
ket demand at time t, with limQDt →0D(QDt )<∞ and

limQDt →∞D(QDt ) = 0. As in the original Nelson–Winter

model, and to avoid introducing further assumptions on
the nature of the produced good, it is assumed an homo-
geneous commodity.9 In each period, equilibrium in the
product market determines the market price at time t, that
is, Pt = D(QSt ).

The profit of firm i at time t is equal to total sales minus
production and R&D costs:

�it = [(1 − rit)Pt − cit]qit, (7)

where rit is the R&D expenditure rate per unit of sales
(0 ≤ rit < 1).

9 An alternative heterogeneous commodity interpretation is that prod-
uct i differ on the amount of a single Lancasterian characteristic, the quality
i. Assuming its marginal value a perfect substitute for price reduction from
the point of view of consumers, the consumer will only care about the “real
price” Pt = pit − si , with pit denoting the price of the product at quality i and
si the (monetary) marginal value of quality i. The demand function for qit

units of product i is qit = Q(pit − si), so that the inverse demand function is
aditive in si: pit = D(qit) + si . Then form the point of view of producers is also
equivalent of a price reduction or a marginal cost reduction of the produc-
tion the product at quality i, cit: Pt + si = cit ⇔ Pt = cit − si; that is, as in Eq.
(4). For a model with product differentiation, see, for example, Marengo
and Valente (2010) in this journal.
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3.2. The learning process

Learning and adapting over time is a key aspect to sur-
vivability, but routines are usually hard to change, and are
responsible for inflexibility and inertia in organisational
behaviour. Routines do change, however, as new knowl-
edge is incorporated within the transmission of firm’s
knowledge over time (Metcalfe, 1998).

Firms can learn through a diversity of sources of knowl-
edge. Following Malerba (1992), we assume different types
of firm’s learning: ‘learning by doing’ and ‘learning by using’
(i.e. ‘learning’ that emerges from production activity and
from the use of products, machinery, and inputs), ‘learn-
ing from advances in science and technology’ and ‘learning
from inter-industry spillovers’ (i.e. ‘learning’ resulting from
the exploitation of external sources of knowledge), and
‘learning by searching’ (i.e. ‘learning’ that is related to
research made within the firm). As described below, in our
model firms can improve their productivity level via one of
these three channels.

We formally model the learning process through two
mechanisms: (a) productive efficiency gains in the use of the
technology via variations in uit; (b) technological changes
via variations in production parameters aj

it
by innovation or

imitation. Furthermore, it is assumed that improvements in
the technological level are always achieved through learn-
ing (disembodied change), and not by investments in new,
more productive equipment (embodied change). In other
words, an improvement in technology always corresponds
to a better knowledge of the production process, not to a
replacement of the capital stock.10

Efficiency gains in the use of production technology
result in our model from ‘learning by doing’ and from
‘learning by using’, and are modelled as a continuous and
cumulative process rather than the result of any direct
R&D activity. We consider however that the two selected
types of learning are conditioned in the following way:
(a) the learning process is limited by the maximum effi-
ciency of the technique used (i.e. the best-practice); (b)
when a new technology is introduced the previous produc-
tive knowledge is partly discarded (the technology-specific
knowledge component). Formally, uit can be written as the
following logistic function:{
uit = 1 − e−vik�ik if �ik > 1
uit = εit · ui(t−1) if �ik = 1

, (8)

where �ik is the number of periods during which firm i uses
the technology k, and vik is a firm-specific parameter that
denotes the learning speed and εik is a random variable
(0 < ε< 1). A smaller value of vik implies a slower learning
process.

Before describing the technological changes through
variations in production parameters aj

it
, which are obtained

via innovation or imitation, we need to characterize two
main alternative technological regimes. Indeed, we con-
sider the concept of ‘technological regime’ as the key

10 For a model with vintage capital, see, for example, Silverberg et al.
(1988). In our case, we assume that the capital stock is fully transferable
from one technology to another.

tool to understanding innovative activity (Breschi et al.,
2000; Malerba and Orsenigo, 1995, 1996). Two kinds
of Schumpeterian regimes are thus distinguished: (a)
the entrepreneurial regime, a ‘science-based’ technology
regime relatively favourable to new and innovative firms;
(b) the routinized regime, a ‘cumulative’ technological
regime that facilitates innovation from (large) established
firms (Nelson and Winter, 1982; Winter, 1984).11 In the
entrepreneurial regime, the improvements in the current
state of technological knowledge are mainly due to the
new firms, while in the routinized regime such improve-
ments are mostly associated to the established ones. In
the ‘science-based’ technology regime, firms accumulate
their own technological knowledge base from sources of
knowledge external to the firm (for example, from pub-
lic research institutions and from industry spillovers), and
therefore technology is characterised by a broad and uni-
versal knowledge base. In the ‘cumulative’ technological
regime, however, the sources of knowledge are internal
to the firm and as a consequence the barriers to entry
tend to be substantially higher. The difference between
these two regimes is at first formally reflected in the model
through the innovative draws within technological change
process. In the routinized regime, as in Winter (1984),
the innovative draws are based on the firm’s current pro-
ductivity level, while in the entrepreneurial regime are
based on the industry’s average productivity. The differ-
ence between the two regimes is also reflected in the
entry and exit mechanisms of the model (Section 3.4).
The entry rates are lower and exit barriers higher in the
routinized regime than in the entrepreneurial regime and
the productivity level of new firms is based on the indus-
try average productivity in the former regime and on
the best practice observed in the industry in the latter
case.

As mentioned, the more productive technologies are
obtained either by innovating new production processes
or by mimicking the pre-existing ones. Following again
the taxonomy introduced by Malerba (1992), in the former
case, established firms adopt a ‘learning by searching’ pro-
cess which is related to internal R&D activities (routinized
regime) or a ‘learning from advances in science and tech-
nology’ (entrepreneurial regime); in the latter, firms adopt
a ‘learning from inter-industry spillovers’ process, which
is external to the firm, but related to current industry spe-
cific knowledge. The capacity of a firm to absorb external
knowledge also depends on its R&D activities (‘absorp-
tive capacity of firms’, after Cohen and Levinthal, 1989,
1990).

R&D investments are an increasing function of sales and
they can be either innovative (RN

it
) or imitative (RM

it
), as fol-

11 These two regimes are often referred to as ‘Schumpeter Mark I’ and
‘Schumpeter Mark II’ (Malerba and Orsenigo, 1995), by analogy with
Schumpeter’s conceptions of the innovative firms developed in The The-
ory of Economic Development (1934) and in Capitalism, Socialism and
Democracy (1942). Malerba and Orsenigo (1995, 1996, 2000) argue that
a technological regime can be seen as a combination of the following
properties of technologies: opportunity conditions, cumulativeness con-
ditions, appropriability conditions and knowledge base.
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lows:{
RN
it

= ˛iritPtqit
RM
it

= (1 − ˛i)ritPtqit
, (9)

where ˛i is a firm-specific parameter denoting the share
allocated to innovation, 0 ≤˛i ≤ 1 (if ˛i is near to 1, the firm
is a strong innovator), and rit is the R&D expenditure rate.

The quality (i.e. the probability of success) of R&D activ-
ities depends on both past and current R&D investment.
Innovative and imitative knowledge are then accumulated
as follows:{
ZN
it

= �N
i
ZN
i(t−1) + (1 − �N

i
)RN
it

ZM
it

= �M
i
ZM
i(t−1) + (1 − �M

i
)RM
it

, (10)

where ZN
it

and ZM
it

are the innovative and imitative stock
of knowledge of firm i at time t, respectively, and �N

i
and

�M
i

are firm-specific parameters weighting past research
(0< �N

i
< 1 and 0< �M

i
< 1).

We have modelled technological change as a three-
stage process. The first stage determines whether a firm’s
R&D activities result in innovation or imitation in the cur-
rent period. This is established by random variables dN

and dM (the subscripts N and M denote innovation and
imitation, respectively) which is equal to one (success) or
zero (failure). A firm’s probability of success in innova-
tion/imitation is an exponential function of the stock of
knowledge:{
Pr(dN = 1) = 1 − e−bNZNit
Pr(dM = 1) = 1 − e−bMZMit

, (11)

where bN and bM are industry-specific exogenous param-
eters of technological opportunities for innovative and
imitative success, respectively. The use of the logistic
function mirrors the assumption of decreasing returns of
knowledge (and, then, R&D investments).

In the second stage, if a firm is successful in innovating
(dN = 1), the resulting input productivities are determined
by a log normal distribution with a log mean �j

it
and stan-

dard deviation �, that is:

ln ajN
it

∼N(�j
it
, �2). (12)

In the routinized regime, the innovative draws are based
on the current input productivity level of the firm, which
means that each firm follows its own technological path.
Thus, the log mean is given by �j

it
= ln[(1 + gj

it
)aj
it

], where

gj
it

(gj
it
> 0) is the rate of productivity growth associated

with innovation and it is stochastically determined. In the
case of the entrepreneurial regime, the more productive
technologies are obtained from an innovation process that
depends mostly on external sources of knowledge (from
advances in science and technology), that is, the technol-
ogy is mostly non-cumulative. Therefore, the log normal
distribution is here centred around the industry’s aver-
age productivity in the period t − 1, that is, �j

it
= ln[(1 +

gj
it

)āj
i(t−1)], where ājt =

∑nt
i=1sita

j
it

is the average industry
input productivity weighted by the corresponding market
shares.

A successful imitation (dM = 1) means that the firm
learns about a subset of past production techniques avail-
able in the industry (i.e. it selects the best practice among
the known technologies by the firm). Formally, the firm
chooses the technique with the lowest unit production cost
among a random subset:

c̃Mt = min(c̃(h−l)(t−1); . . . ; c̃h(t−1); . . . ; c̃(h+l)(t−1)), (13)

where c̃ht =
∑m

j=1w
j/aj

ht
, h ∈ I.

Finally, the firm has to choose, for the next period,
between c̃N

it
, c̃Mt and the current technique, c̃it , given by:

c̃i(t+1) = min(c̃it; c̃
N
it ; c̃

M
t ), (14)

where c̃N
it

=
∑m

j=1w
j/ajN

it
. The firm then

defines the new vector of input productivities
(a1
i(t+1); . . . ; a

j
i(t+1); . . . ; a

m
i(t+1)) for the next period.

3.3. R&D effort for the next period

Having selected the technique to use in the next period,
firms have then to decide on the R&D investment for the
next period. This is modelled in two stages. As a first step,
firms determine whether they want to adjust its level of
R&D investment towards the industry average. This deci-
sion is made by comparing the performance (i.e. the present
value of expected profits) of each firm and the industry
average. A firm will decide to increment the R&D expen-
ditures if its net present value is lower than the industry
average, that is, if Vit > Vt. We assume that expected profits
are determined by current and past profits. As a con-
sequence, firms in the neighbourhood of the technology
frontier exhibit higher net present value than those fur-
ther behind the technological boundary. Formally, the net
present value of an established firm with an infinite horizon
and a constant discount rate (v) is given by:

Vit = �it +
∞∑

�=t+1

(1 + 	)−�E(�i�), (15)

where E(�i�) is the expected profit in period t. E(�i�) = (1 +
ĝ�
it

)�̂it , where �̂it = 
�̂i(t−1) + (1 − 
)�it and ĝ�
it

is the aver-
age profit growth rate given by ĝ�

it
= ϕ ĝ�

i(t−1) + (1 − ϕ)g�
it

, if

ĝ�
it
> 0, or ĝ�

it
= 0 otherwise. ϕ and 
 are weighting param-

eters, with ϕ, 
∈ [0,1].
Eq. (15) can then be written:⎧⎪⎪⎪⎨⎪⎪⎪⎩
Vit = �it + �̂it

v − ĝ�
it

, for ĝ�
it
< v,

Vit = +∞, for ĝ�
it

≥ v and �̂it > 0,
Vit = −∞, for ĝ�

it
≥ v and �̂it < 0,

Vit = �it, for �̂it = 0.

(16)

The average net present value of the industry is given
by:

V̄t =
∞∑
�=t

(1 + 	)−�E(��) or V̄t = �̂t
(

1 + 1
v

)
, (17)

assuming E(��) = �̂t; with �̂t =  �̂(t−1) + (1 − )�̄t−1.  
is the weighting parameter (0 < < 1) and �̄t =

∑nt
i=1sit�it .
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Thus, the desired R&D investment rate for the next period,
rdes
i(t+1), is determined according to the following rule:{

If Vit ≥ V̄t, rdes
i(t+1) = rit,

If Vit < V̄t, rdes
i(t+1) = (1 − ˇi)rit + ˇir̄(t−1) +ωit,

(18)

where r̄(t−1) is the weighted average R&D expenditure
rate in period t − 1 (r̄t = ∑nt

i=1sitrit), ˇi is the firm-specific
parameter that gives the rate of adjustment (0 <ˇi < 1), and
ωit is a random variable. According to this rule, if a firm’s
performance is not satisfactory (i.e. if it is less technologi-
cally advanced), the R&D effort will increase in the direction
of the industry R&D average.

Finally, the R&D expenditure rate to be implemented
by the firm in the following periods is determined. It is
assumed that the rate of R&D investment is bounded from
above by the unit profit before non-production costs, such
that the R&D expenditure rate in the next period is given
by:

ri(t+1) = min
[
rdesi(t+1),max

(
1 − cit

Pt
,0

)]
, (19)

that is, if the price-cost margin is negative, the firm does
not invest in R&D.

3.4. Entry and exit

In each period, firms decide whether to continue or
exit and potential entrants decide whether to enter or not.
We assume that entry and exit barriers are connected to
the structural characteristics of the industry (i.e. the tech-
nological regime), given by entry and exit costs, E and
X, respectively. (These costs, however, are never set to
preclude entry or exit of firms.) The entry barriers are
determined by the nature of the knowledge base and by
the properties of the learning processes (Marsili, 2001).
Exit barriers influence the behaviour of firms by imposing
non-transferability of specific assets, such as specific skills
and accumulated knowledge (Caves and Porter, 1976), and
therefore they are expected to be higher in the routinized
regime.

The exit decision is taken in period t, and it is imple-
mented at the beginning of period t + 1. A firm will decide to
stay in the industry if Vit ≥ VX

it
, that is, if the corresponding

net present value is higher than the alternative (exit). VX
it

is
the net present value of an established firm that decides to
exit and it is given by:

VXit = �it − X. (20)

Considering (15) and (20), a firm decides to stay if posi-
tive profits are expected or if the absolute value of expected
losses is lower than the exit cost, yielding the following
rule:{

Stay, if E(�it)> 0
Stay, if E(�it)< 0 and

∣∣∑+∞
�=t+1(1 + 	)−�E(�it)

∣∣ ≤ X
Exit, otherwise.

(21)

Note that a given firm decides to operate with negative
profits if and only if the corresponding losses are lower than

the cost of the non-transferable (specific) assets. Given that
we do not assume any financial mechanism to cover losses,
this hypothesis is equivalent to consider that owners accept
the no remuneration case of specific assets in the case of
exit (that will loss anyway if the firm exit the market).

Based on condition (16), the rule in (21) can be then
written as:{

Stay, if �̂it ≥ 0
Stay, if �̂it < 0 and ĝ�

it
< v and

∣∣�̂it∣∣ ≤ (v − ĝ�
it

)X
Exit, otherwise.

(22)

Entry varies according to the technological regime.
In the entrepreneurial regime, the innovative draws are
linked to a universal ‘science-based’ knowledge. Thus, the
innovative entry is easy and diversified in their form, via,
for example, spin-offs generated by research institutions.
Typically, a highly cumulative knowledge, low knowledge
spillover across firms and low learning from public sources,
as in routinized regime, results in higher technological
entry barriers. In this case, large technology-based firms
encompass several technologies with a potential for inno-
vation in other business areas outside their own area.
As large firms commonly do not spur such opportunities
spin-offs may take advantage of this neglected potential,
representing the main form of entry (Dahlstrand, 1997).12

Formally, the number of entrants can be defined in
several ways. For example, Llerena and Oltra (2002) and
Winter (1984) define the number of potential entrants
as a stochastic Poisson process to then evaluate whether
potential entrants become actual entrants, while Marsili
(2001) defines the number of entrants exogenously, using
a constant entry rate with a stochastic disturbance. Our
implementation is similar to the latter. Thus, we define the
number of new firms as follows:

mt = tnt−1, (23)

where mt is the number of entrants in period t (approxi-
mated at the nearest integer),  t ( t > 0) is the entry rate
and nt−1 is the number of established firms in the period
t − 1. The entry rate is given by a normal distribution
t∼N(�E,�2

E ), with �E = f(E) and f′ < 0 (i.e.  t is decreas-
ing with the level of entry barriers, which are lower in the
entrepreneurial regime than in the routinized regime).

The entry decision is taken in period t and becomes
effective at the beginning of period t + 1. In the
entrepreneurial regime, the improvements in the cur-
rent state of technological knowledge are mainly due
to the new firms, while in the routinized regime such
improvements are mostly associated to the established
ones. The productivity level of inputs of new firms are thus
drawn from a log normal distribution centred on the log
of industry average productivity (i.e. the representative
incumbent firm; �jet = ln ājt−1) in the routinized regime,

12 Using the data from 60 small Swedish technology-based firms,
Dahlstrand (1997) found that as many as two-thirds of all spin-offs were
originated in private firms, and just one-sixth from universities. However,
whether the effects of spin-off formation are more likely in the one or in
the other technological regime is still unclear (Buerger et al., forthcoming).
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and on the log of best practice observed in the industry
(i.e. the technological frontier; �jet = ln [(1 + gjet)ãjMt−1]) in

the entrepreneurial regime (ãjMt is given by Eq. (13) above;
subscript e denotes potential entrant). That is, in the
former case the technology of new firms is mainly related
with established firms, while in the latter it is linked with
a broad and universal knowledge based in the science.

Whether a potential entrant becomes an actual entrant
depends on the evaluation of the profit opportunities gen-
erated by its technology at the time of entry. The potential
entrants can be mistaken about the evaluation of the profit
opportunity via, namely, a bad judgement of the potential
productivity level of the technique. The net present value
of a potential entrant is given by:

VEet =
∞∑

�=t+1

(1 + 	)−�E(�i�) − E. (24)

A potential entrant decides to enter the industry if the
(discounted) expected profits are higher than the entry
cost, that is, if

E(�et)> vE. (25)

The production technique is defined at the outset in case
of entry. The full specification of the initial characteristics
of each firm is therefore required. We assume, in particular,
that the entry scale is small relative to the size of the market
and determined by a normal distribution qet∼N(�q,�2

q ),
with�q < q̄t . Whether the R&D effort is innovative or imi-
tative is randomly determined. The remaining parameters
are similar to those for the established firms.

4. Some analytical properties of the model: no
learning case

Before tackling the full-fledged version of the model in
Section 5, let us begin by studying some analytical proper-
ties of the special case of an industry with no learning. Firstly,
let us assume that all firms share the same technology and
level of knowledge—that is, (a1

it
; . . . ; am

it
) = (a1

nt; . . . ; a
m
nt)

and uit = unt, for all i, n ∈ I —which implies that individual
firms’ production level is constant over time and equal to q̄.
This is indeed the closest formulation of the static classical
model of a competitive industry. In this scenario, it is real-
istic to assume that expected profit is equal to the current
profit, and so the exit condition (22) can be rewritten as
D/nt − cq̄+ vX < 0, while the entry condition (25) is given
by D/nt − cq̄− vE > 0.13 Thus, the market price and the
number of firms is given by c − (vX/q̄) ≤ Pt ≤ c + (vE/q̄) and
D/(cq̄+ vE) ≤ nt ≤ D/(cq̄− vX), respectively. Obviously, in
this case, there is no industry productivity growth. If entry
and exit barriers are zero, the equilibrium is given by price
equal to marginal cost (Pt = c).

Let us now consider that firms are technologically het-
erogeneous. According to the replicator dynamic in Eq. (2),
in each period, high-productivity firms (i.e. firms with a
higher productivity than the weighted industry average)

13 Given that the technology exhibits constant returns to scale, using (7)
we have �it = D/nt − cq̄.

will gain market share, while the low-productivity firms
will shrink. Then, as t → ∞, and given that c̄t = ∑nt

i=1sitcit ,
c̄t converges towards the lowest unit production cost, c̃,
the market will be eventually dominated by the highest-
productivity firm.14

This scenario changes after introducing entry and exit,
with results depending on whether new firms can adopt
the best technique, as in entrepreneurial regime, or not,
as in routinized regime. In the latter, we end up with
a monopoly, with production, qnt, given by (D− vE)/c̃ ≤
qnt ≤ (D+ vX)/c̃. Even if each individual productivity level
is fixed, the industry productivity level increases up to the
point where c̄t = c̃.15 In the entrepreneurial regime case,
if one admits that new high-productivity firms enter with
certain regularity, new and old firms/techniques will com-
pete against each other and the market will not converge
towards a monopoly. The selection mechanism in turn will
systematically exclude from the market low-productivity
firms and, as a consequence, the industry productivity level
will rise.

5. Numerical analysis: the impact of entry and exit
on industry productivity growth

More than testing fully the sensitivity of the results to
parameter perturbation or assessing universal properties
of the model—tasks unfeasible given the complexity of the
model and the number of parameters involved—the main
purpose of our numerical simulation is just to shed further
light on the routes through which entry is able to generate
industry productivity growth.16 To begin with, however,
we evaluate to what extent the model is able to replicate
some of the stylized empirical regularities on firm dynam-
ics reported in Section 2.17

In each technological regime, we consider five separate
entry/exit scenarios of 200 consecutive production periods
(quarters). To test for the robustness of our findings with
respect to model parameterization (the model assumes
a considerable number of random parameters), each sce-
nario is replicated 100 times, making a total of 100 × 200
runs per scenario. Either the number of production periods
or the number of replications could be easily extended, but
no substantial gain would be obtained. We believe indeed
to have generated sufficiently and representative statistics
that allows us to establish our findings with a comfortable
degree of confidence.

14 The speed of convergence to a monopoly depends on ı. If ı= 1, 0.5 and
0.1, then the industry becomes a monopoly after, respectively, 3548, 7095
and 34,471 periods.

15 Defining the industry aggregate productivity, At as the weighted
average of firms’ productivity (that is, At =

∑nt

i=1
sitait , where ait is the

productivity index of firm i), the market share of low- (high-) productiv-
ity decreases (increases) as t increases. In the limit, At converges towards
the highest firm’s productivity level, ã.

16 See, for example, Brenner and Werker (2007) and Marengo and
Valente (2010) for a discussion about the goal of the simulation exercises.

17 The numerical simulation was implemented by using the Laboratory
for Simulation Development software, a free simulation package devel-
oped by Valente (2008). The software is available for downloading at
http://www.labsimdev.org. The corresponding code and configuration
files are available from the authors upon request.



Author's personal copy

C. Carreira, P. Teixeira / Structural Change and Economic Dynamics 22 (2011) 135–150 143

Table 1
Selected industry statistics.

No
entry–no
exit

Routinized regime Entrepreneurial regime

Entry parameters

0.01050 0.01075 0.01100 0.01125 0.01150 0.03800 0.03825 0.03850 0.03875 0.03900

Average over 200 periods
Number of firms 65.00 111.42 111.45 111.43 111.46 111.48 127.35 123.74 126.15 128.32 126.16

(9.098) (9.125) (9.136) (9.188) (9.165) (30.461) (23.469) (28.159) (48.271) (29.926)
Herfindahl index

(inverse)
55.65 105.79 105.84 105.80 105.82 105.82 120.39 117.60 119.84 121.48 119.99

(3.329) (7.425) (7.472) (7.461) (7.496) (7.495) (24.116) (19.755) (25.068) (45.146) (26.163)
Hymer–Pashingian

index
0.008 0.024 0.024 0.024 0.024 0.024 0.031 0.031 0.032 0.032 0.032

(0.005) (0.006) (0.006) (0.006) (0.006) (0.007) (0.030) (0.026) (0.027) (0.026) (0.027)
Entry rate (per

quarter)
– 0.018 0.018 0.018 0.019 0.019 0.046 0.047 0.047 0.047 0.047

(0.002) (0.002) (0.002) (0.002) (0.002) (0.007) (0.007) (0.009) (0.007) (0.005)
Exit rate (per

quarter)
– 0.007 0.007 0.007 0.007 0.008 0.035 0.036 0.036 0.036 0.036

(0.008) (0.008) (0.008) (0.008) (0.008) (0.042) (0.040) (0.039) (0.040) (0.041)
Final period (t = 200)
Number of firms 65.00 123.57 123.18 123.54 123.68 123.39 147.47 135.76 144.15 163.03 143.84

(3.723) (3.888) (4.580) (4.895) (4.880) (61.691) (35.395) (41.729) (108.632) (55.700)
Herfindahl index

(inverse)
51.84 114.39 114.02 114.13 114.15 113.74 126.46 119.65 122.32 138.85 124.45

(1.79) (3.749) (3.525) (4.148) (4.354) (4.755) (40.064) (32.587) (32.517) (101.369) (34.251)
Hymer–Pashingian

index
0.005 0.022 0.022 0.022 0.022 0.023 0.036 0.042 0.030 0.032 0.035

(0.003) (0.007) (0.006) (0.007) (0.007) (0.007) (0.062) (0.088) (0.017) (0.049) (0.053)
Entry rate (per

quarter)
– 0.017 0.017 0.017 0.018 0.018 0.046 0.046 0.046 0.047 0.047

(0.002) (0.002) (0.003) (0.003) (0.003) (0.008) (0.008) (0.009) (0.007) (0.005)
Exit rate (per

quarter)
– 0.008 0.008 0.008 0.008 0.009 0.040 0.035 0.029 0.038 0.042

(0.007) (0.007) (0.008) (0.008) (0.008) (0.083) (0.075) (0.021) (0.070) (0.072)

Notes: Average over 100 simulation runs for each industry configuration. Standard deviations are in parentheses.

To begin with, we have the no entry/no exit case as a
benchmark. Then, using the entry rates reported in Dunne
et al. (1988) and Audretsch and Acs (1994), we calibrate
the mean of the random entry rate (i.e. �E of  t) to 1.050,
1.075, 1.100, 1.125 and 1.150% per quarter in the corre-
sponding five routinized regime cases, and 3.800, 3.825,
3.850, 3.875 and 3.900% per quarter in the other five
entrepreneurial regime cases. The parameter defining exit
barriers is assumed to be equal to 2 in the routinized regime
(high barriers) and 0 in the entrepreneurial regime (low
barriers).

All other industry and firm parameters are identi-
cal across implementations. In particular, our exercise
considers an initial population of 65 heterogeneous/single-
output/single establishment firms with distinct R&D
intensity and productivity levels. To simplify, the pro-
duction technology uses only two inputs, with the initial
productivity level of input 1 ranging from 0.868 to 1.101,
and from 1.536 to 1.745 in the case of input 2. The cor-
responding averages are equal to 0.999 and 1.643. The
initial R&D rate per unit of sales ranges between 0.5 and
9.0%, with an average equal to 4.77%. The average initial
market share is identical for all firms and equal to 0.0154
(or 1/65). As in the Nelson–Winter model, we assumed a
‘mature’ market with a unit elastic (inverse) demand given

by Pt = 65/QD. The values of parameters are presented in
Appendix A.

Other simulation exercises were carried out using dif-
ferent learning parameters, but no material changes were
detected with exception of the productivity growth rate
which seems slightly sensitive to parameter perturbation.
In the text below, we only report the results from sim-
ulations directly linked to the main goal of our exercise,
that is, those connected with the relationship between firm
dynamics (namely entry and exit) and aggregate produc-
tivity growth.

5.1. Analysing the evolution of industry

So how does the model fare in terms of its ability
to replicate the empirical regularities on firm dynamics
documented in Section 2? Table 1 shows the selected
industry statistics generated by each industry configura-
tion. Clearly, the final number of firms is (11–15%) higher in
the entrepreneurial regime than in the routinized regime,
either in terms of the average over the entire produc-
tion cycle (200 periods) or at the final period (i.e. at
t = 200). The Herfindahl–Hirschman equivalent number of
firms index shows in turn that market concentration is
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Table 2
Annual entry and exit rates.

Routinized regime Entrepreneurial regime

Entry parameters

0.01050 0.01075 0.01100 0.01125 0.01150 0.03800 0.03825 0.03850 0.03875 0.03900

Average over 50 years
Entry rate 0.0288 0.0290 0.0294 0.0298 0.0303 0.1340 0.1339 0.1353 0.1360 0.1369

(0.011) (0.011) (0.011) (0.011) (0.011) (0.020) (0.019) (0.024) (0.019) (0.017)
Exit rate 0.0173 0.0176 0.0179 0.0182 0.0188 0.1174 0.1199 0.1200 0.1197 0.1216

(0.014) (0.014) (0.014) (0.014) (0.015) (0.072) (0.066) (0.066) (0.066) (0.068)
Final period
Entry rate 0.0233 0.0236 0.0259 0.0274 0.0288 0.1341 0.1343 0.1367 0.1388 0.1396

(0.007) (0.008) (0.010) (0.009) (0.010) (0.028) (0.024) (0.028) (0.024) (0.023)
Exit rate 0.0202 0.0203 0.0205 0.0231 0.0258 0.1270 0.1270 0.1324 0.1283 0.1238

(0.012) (0.014) (0.014) (0.014) (0.016) (0.160) (0.119) (0.133) (0.121) (0.130)

Notes: Averages over 100 simulation runs for each industry configuration. The rates are defined as the ratio of entrants (exiting firms) in t to the total
number of firms in t − 1. Standard deviations are in parentheses.

Table 3
Survival rate of new firms (in percentage).

Years after birth

1 year 2 years 3 years 4 years 5 years 6 years 7 years 8 years 9 years 10 years

Routinized regime
Entry parameter 0.01050 86.4 83.1 80.1 77.1 74.1 71.4 68.6 65.8 63.3 60.7

0.01075 86.7 83.4 80.2 77.2 74.2 71.4 68.6 65.7 63.1 60.5
0.01100 86.5 83.1 80.0 76.8 73.9 70.8 68.1 65.1 62.5 59.9
0.01125 86.3 82.8 79.4 76.2 73.3 70.4 67.7 64.9 62.3 59.7
0.01150 86.4 82.8 79.3 76.0 72.8 70.0 67.3 64.3 61.7 59.1

Entrepreneurial regime
Entry parameter 0.03800 83.5 70.6 59.6 50.5 43.1 36.7 31.5 27.1 23.4 20.4

0.03825 83.5 70.5 59.5 50.3 42.8 36.4 31.3 26.9 23.3 20.2
0.03850 83.0 70.2 59.4 50.2 42.6 36.2 31.0 26.7 23.0 19.9
0.03875 83.4 70.4 59.2 50.0 42.3 36.1 30.8 26.5 22.9 19.8
0.03900 83.5 70.3 59.2 49.8 42.2 35.7 30.5 26.2 22.5 19.4

Notes: Averages over 100 simulation runs for each industry configuration. The survival rate is defined as the number of new firms surviving in a given year
after birth, as a percentage of the total number of new firms.

higher in the routinesed regime than in the entrepreneurial
regime.18 At t = 200, for example, there are between 113.7
and 114.4 ‘equivalent’ firms in the routinized regime, and
119.7–138.9 in the entrepreneurial regime. The corre-
sponding standard deviations are also considerably higher
in the latter.

Comparing with no entry/no exit scenario, all 10
selected scenarios generate larger rates of turbulence. As
shown by the Hymer–Pashingian index (line 3, panels (a)
and (b), columns 3 and 8), 3.2% of the total market share, on
average, are transferred across firms in the entrepreneurial
regime, while in the routinized regime this figure is only
2.4%.19 There is, therefore, one third more turbulence in
the entrepreneurial regime than in the routinized regime,
a pattern very close to the one found by Audretsch and Acs
(1990). In the no entry/no exit scenario, this reallocation

18 The Herfindahl–Hirschman index, HHt , is an indicator of market con-
centration and is given by HHt =

∑nt

i=1
s2
it

, with sit denoting the market
share of firm i.

19 The Hymer–Pashingian instability index, It , is an indicator of market
turbulence, and it is computed as the sum of one-period variations in

absolute value in firms’ market shares: HPt =
∑nt

i=1

∣∣sit − si(t−1)

∣∣ or HPt =∑ct

c=1

∣∣sct − sc(t−1)

∣∣ +
∑et

e=1
set −

∑xt

x=1
sx(t−1), where c denotes continu-

ing firms, e new firms, and x exiting firms.

rate does not exceed 0.8%. Thus, most of this realloca-
tion is mainly caused by the competitive pressure of new
firms.

Much of the market turbulence is of course linked to
the entry and exit of firms. As Table 2 shows, the annual
entry and exit rates are quite distinct in the two techno-
logical regimes.20 For example, the entrepreneurial regime
yields an annual entry rate of 13.5% and an exit rate of 12.0%
(averages over the 200 periods), while for the routinized
regime the corresponding entry and exit rates are 2.9% and
1.8%. This finding confirms some stylised facts, according to
which many industries, especially those closer to the rou-
tinized regime, show average annual entry rates lower than
3%, while other industries, closer to the entrepreneurial
regime, exhibit entry rates higher than 12% (Dunne et al.,
1988; Geroski, 1991; Baldwin, 1995).

Entry and exit are highly positively correlated. This cor-
relation is determined, in the first instance, by the rate of
early mortality of new firms, which is very high in both
technological regimes. Table 3 provides the distribution
of the number of production periods in which newly cre-
ated firms operate before closing. Around 14% of new firms

20 Entry and exit rates, ERit and XRit , are computed using the method
suggested by Dunne et al. (1988).
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Fig. 2. Industry productivity. Notes: Base 100 at t = 0. ER 0.00000–ER
0.03875 denote the industry productivity index associated with the cor-
responding mean of the random entry rate.

close within the first year (i.e. before four production peri-
ods) in the routinized regime, while in the entrepreneurial
regime the corresponding figure is approximately 17%. Ten
years after birth, 60% of entrants are still in operation
in the routinized regime. The corresponding rate in the
entrepreneurial regime is only 20%, which has a higher
entry rate too. This of course confirms the stylised fact
that early mortality among entrants is particularly high
in the entrepreneurial regime, as found by Geroski (1991),
Audretsch (1991), Mata et al. (1995) and Baldwin (1995).

5.2. Firm dynamics and industry-level productivity
growth

The next issue is whether all the generated firm mobil-
ity implies a higher aggregate productivity growth. Let us
first compare the productivity growth across the two tech-
nological regimes. Fig. 2 plots the evolution of aggregate
productivity. (Individual productivity levels are weighted

by the corresponding market shares.) Both technological
regimes generate a higher Fisher index of productivity
than in no entry/no exit scenario: the final period pro-
ductivity index is, respectively, 167.6 and 152.5 in the
entrepreneurial and routinized regimes, and only 136.3 in
the case of no entry/no exit (base 100 at t = 0). Converting
into annual average growth rates, this is equivalent to 1.04,
0.85, and 0.62%, respectively.

As Fig. 3 and Table 4 show the ‘technological space’ is
exploited differently across the two types of technological
regimes. In the first place, dispersion in productivity levels
is higher in the entrepreneurial regime than in the rou-
tinezed regime. (The lowest dispersion is in the no entry/no
exit scenario.) The productivity distribution is left-skewed
in the case of routinized regime, with a long tail in the neg-
ative direction (i.e. the mean is lower than the median–the
negative skewness is indeed between −3.48 and −3.26). In
the entrepreneurial regime, in contrast, the distributions
are weakly right-skewed. The maximum productivity level
in the routinized regime is also much closer to the third
quantile than in the entrepreneurial regime case. Thus, the
more concentrated productivity distribution on top val-
ues in the former case does not result in a higher average
productivity growth rate.

Successful firms exclude unsuccessful ones and the
result is a considerable resource reallocation and, hope-
fully, increased aggregate productivity growth. As Table 5
shows, the market share transferred from exiting and con-
tracting units to entering and expanding units, over a
5-year period, was 12–13% in the routinized regime. The
corresponding rate in the entrepreneurial regime is an
astonishing 51–52%, while in the no entry/no exit sce-
nario, the market share reallocation is very small at 5%.
Therefore, the increase in the competitive pressure through
entry leads to a higher level of market share reallocation.
To evaluate whether this reallocation generates an aggre-
gate productivity gain, we next investigate which firms
gain/lose market share.

In order to disaggregate the contribution of firm dynam-
ics to industry productivity growth, the population of firms
in each 5-year period was divided into four groups: con-
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Fig. 3. Distribution of the final period productivity of firms. Note: Pooling of 100 simulations (final period).
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Table 4
Distribution of the final period productivity of firms.

No
entry–no
exit

Routinized regime Entrepreneurial regime

Entry parameters

0.01050 0.01075 0.01100 0.01125 0.01150 0.03800 0.03825 0.03850 0.03875 0.03900

Average 202.79 227.61 227.64 228.12 228.04 228.15 242.58 241.20 244.09 239.94 240.42
Standard deviation 15.95 19.70 19.93 19.52 19.83 19.86 26.09 23.35 25.25 23.91 25.96
Minimum 80.96 96.15 96.52 95.66 96.74 98.46 98.82 105.54 107.32 103.66 104.40
First quantile 204.98 221.99 221.97 222.07 222.07 222.17 227.59 226.54 227.29 225.58 227.02
Median 206.84 230.93 231.18 231.50 231.73 232.33 238.97 235.80 237.80 233.02 234.73
Third quantile 207.88 238.87 238.91 239.93 239.71 239.68 257.32 253.50 258.26 252.55 254.92
Maximum 211.97 257.12 254.07 255.20 257.69 255.11 363.53 332.92 341.60 339.05 340.01

Note: Pooling of 100 simulations (final period).

Table 5
Net market share transferred from closings and contractions to openings and expansions, over 5-year period (in percentage).

No
entry–no
exit

Routinized regime Entrepreneurial regime

Entry parameters

0.01050 0.01075 0.01100 0.01125 0.01150 0.03800 0.03825 0.03850 0.03875 0.03900

Average of 5-year
periods

4.91 12.49 12.63 12.80 12.98 13.28 50.71 51.02 51.15 51.21 52.15

(1.20) (2.03) (2.05) (2.04) (2.04) (2.08) (6.12) (5.93) (6.43) (6.08) (6.31)

Notes: Averages over nine 5-year periods and 100 simulation runs for each industry configuration. Standard deviations are in parentheses.

tinuing firms with increasing market shares, continuing
firms with decreasing market shares, exiting firms, and
entering firms. In each group we then computed the pro-
portion of firms with a productivity index higher than
the average/median productivity of continuing firms. For
completeness, the productivity of entering firms was also

compared with the productivity of exiting firms. These
statistics are presented in Tables 6 and 7. The reported
values are the averages over a time-span of 9 consecutive
5-year periods (i.e. over a total of 180 runs in each of 100
replications; the first 5-year period was dropped from the
analysis).

Table 6
Proportion of entrants (exits) with higher (lower) productivity than average/median productivity of continuing firms (in percentage).

Routinized regime Entrepreneurial regime

Entry parameters

0.01050 0.01075 0.01100 0.01125 0.01150 0.03800 0.03825 0.03850 0.03875 0.03900

New firms with a productivity index higher than:
Continuing
firms’ average

66.87 66.99 66.95 67.72 68.12 47.22 47.03 47.33 47.07 48.53

(14.57) (14.90) (15.34) (15.31) (15.36) (39.89) (39.00) (39.55) (39.72) (40.25)
Continuing
firms’ median

40.70 41.02 41.13 42.32 43.34 60.87 58.58 59.41 61.09 62.89

(21.31) (21.60) (21.27) (21.41) (21.18) (37.54) (37.90) (37.80) (37.56) (37.09)
Exiting firms’
average

47.47 48.01 47.71 50.15 49.90 75.30 75.58 72.97 74.75 76.15

(28.42) (28.28) (28.52) (27.87) (27.10) (32.60) (32.11) (33.36) (32.37) (31.73)
Exiting firms with a productivity index lower than:

Continuing
firms’ average

67.91 67.45 68.39 67.97 68.75 92.93 93.12 93.01 93.12 93.22

(18.69) (18.81) (18.07) (18.30) (18.07) (5.11) (4.90) (5.24 5.06) 5.07)
Continuing
firms’ median

74.96 74.98 74.98 74.95 75.69 93.12 93.28 93.26 93.25 93.44

(17.09) 17.73) (16.85) (17.51) (16.72) (4.81) (4.71) (4.93) (4.85) (4.82)

Notes: Averages over nine 5-year periods and 100 simulation runs for each industry configuration. The group of entering (exiting) firms comprises all firms
that enter (exit) in a given period. Simultaneous entry and exit within any period is precluded. The reported values are obtained by dividing the number
of entrants (exits) with a higher (lower) productivity index than the corresponding average of continuing firms by the total number of observed entrants
(exits). The productivity index of continuing firms is measured at the beginning-period in the case of new firms and at the ending-period in the case of
exits. Standard deviations are in parentheses.
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Table 7
Proportion of continuing firms with increasing (decreasing) market shares with higher (lower) productivity than average and median productivity of whole
continuing firms group (in percentage).

Routinized regime Entrepreneurial regime

Entry parameters

0.01050 0.01075 0.01100 0.01125 0.01150 0.03800 0.03825 0.03850 0.03875 0.03900

Continuing firms with increasing market shares and productivity above:
Continuing
firms’ average
at t − 1

97.10 97.06 96.95 97.01 97.02 83.99 83.93 83.08 82.96 81.79

(6.44) (6.44) (6.80) (6.77) (7.68) (24.82) (24.52) (25.03) (25.80) (26.96)
Continuing
firms’ average
at t

87.60 87.82 87.64 87.99 88.37 85.03 84.71 83.24 83.03 83.29

(13.22) (13.18) (13.30) (13.08) (13.23) (21.48) (21.73) (22.92) (23.57) (23.59)
Continuing
firms’ median
at t − 1

83.68 83.63 83.42 83.58 83.37 80.42 80.19 79.58 80.23 77.71

(14.34) (14.36) (14.64) (14.82) (14.98) (27.13) (27.23) (27.21) (27.32) (29.26)
Continuing
firms’ median
at t

60.41 60.32 59.94 59.92 59.93 76.30 76.27 76.20 76.00 73.77

(18.38) (18.51) (18.85) (19.05) (18.75) (27.95) (28.16) (28.01) (27.99) (29.43)
Continuing firms with decreasing market shares and productivity below:

Continuing
firms’ average
at t − 1

39.10 38.99 38.60 38.42 38.14 54.01 54.68 55.61 54.01 54.01

(18.00) (18.04) (17.83) (17.63) (17.72) (33.15) (33.44) (33.88) (33.12) (34.06)
Continuing
firms’ average
at t

52.89 52.82 52.47 52.38 52.36 68.26 68.73 69.50 68.88 67.56

(14.31) (14.30) (14.18) (14.25) (14.35) (24.01) (24.48) (24.13) (23.99) (25.11)
Continuing
firms’ median
at t − 1

52.47 52.32 51.85 51.85 51.79 46.62 48.24 48.02 46.98 48.16

(15.89) (15.88) (15.56) (15.59) (15.64) (29.18) (29.40) (29.98) (29.82) (29.37)
Continuing
firms’ median
at t

59.45 59.35 58.94 58.98 58.96 60.77 62.91 62.82 60.98 61.69

(11.13) (11.09) (10.87) (11.00) (10.86) (24.77) (24.18) (24.56) (25.62) (24.57)

Notes: Averages over nine 5-year periods and 100 simulation runs for each industry configuration. The group of continuing firms comprises all firms that
remain active over a given period. In this group, firms were divided into two categories: those with an increasing market share and those with a decreasing
market share. The proportions reported in the table for each group are then obtained dividing the number of firms with a higher productivity level than
the average of continuing firms by the total number of observed firms in the corresponding category. Standard deviations are in parentheses.

Table 6 shows that entrants are at least as productive
as continuing firms. In the routinized regime, 67–68% of
entrants show a productivity-level above the (beginning-
period) average of continuing firms (line 1, columns 1–5).
In the case of the entrepreneurial regime, only roughly one
half of entering firms are more productive than the con-
tinuing firms average (line 1, columns 6–10), but they are
clearly more productive than the average of exiting firms
(measured at the beginning-period) and the median of con-
tinuing firms (lines 2 and 3, columns 6–10). That is, the
gains in the aggregate productivity through entry are not
mostly due to entry of higher productivity firms, but rather
to the fact that firms force the least productive ones to exit.

The exiting firms are also strongly concentrated in
the less productive lot in both technological regimes.
In the routinized regime, 67–69% of exiting firms have
a productivity level below the (ending-period) average
of continuing firms; approximately 75% are below the
median. These proportions are larger in the entrepreneurial
regime: approximately 93% in both cases. On the whole

there is therefore no shadow of doubt that exits have been
replaced by new and more productive firms, especially in
the entrepreneurial regime case.

Table 7 looks at continuing firms with increas-
ing/decreasing market shares in detail. At first sight it seems
that most firms which are gaining market share are also
more productive. In the routinized regime, for example,
83–84% of firms with increasing market shares belong to
the (beginning-period) top 50% most productive continu-
ing firms (line 3, columns 1–5), while approximately 97% of
those firms have a productivity level above the continuing
firms average (lines 1, columns 1–5). The percentage is even
higher in the entrepreneurial regime case, at 78–82% and
82–84%, respectively (lines 3 and 1, columns 5–10). Sym-
metrically, continuing firms with decreasing market shares
are in general less productive. In the case of the routinized
regime, for example, approximately 59% of firms that are
losing market share are located in (ending-period) 50% less
productive segment, while in the entrepreneurial regime
this proportion is 61–63%. It is therefore quite clear that
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Table 8
Productivity growth decomposition.

Routinized regime Entrepreneurial regime

Entry parameters

0.01050 0.01075 0.01100 0.01125 0.01150 0.03800 0.03825 0.03850 0.03875 0.03900

Productivity
growth

0.0101 0.0102 0.0104 0.0105 0.0104 0.0237 0.0223 0.0229 0.0214 0.0233

(0.0219) (0.0229) (0.0253) (0.0274) (0.0294) (0.0704) (0.0650) (0.0845) (0.0635) (0.0609)
Within 0.0253 0.0253 0.0256 0.0256 0.0257 0.0239 0.0233 0.0238 0.0232 0.0219

(0.0230) (0.0230) (0.0229) (0.0230) (0.0235) (0.0300) (0.0312) (0.0302) (0.0300) (0.0330)
Covariance −0.0008 −0.0008 −0.0008 −0.0009 −0.0009 0.0028 0.0025 0.0028 0.0028 0.0022

(0.0034) (0.0033) (0.0033) (0.0033) (0.0034) (0.0070) (0.0082) (0.0068) (0.0067) (0.0094)
Entry −0.0068 −0.0067 −0.0068 −0.0068 −0.0067 −0.0094 −0.0098 −0.0096 −0.0100 −0.0081

(0.0042) (0.0043) (0.0042) (0.0043) (0.0045) (0.0141) (0.0139) (0.0137) (0.0145) (0.0142)
Exit −0.0004 −0.0004 −0.0004 −0.0003 −0.0005 0.0079 0.0081 0.0077 0.0078 0.0073

(0.0028) (0.0028) (0.0028) (0.0029) (0.0029) (0.0119) (0.0118) (0.0115) (0.0114) (0.0117)

Notes: Averages over nine 5-year periods and 100 simulation runs for each industry configuration. Dynamic Olley–Pakes decomposition (Melitz and Polanec,
2009). Standard deviations are in parentheses.

Table 9
Productivity growth regression, continuing firms.

Routinized regime Entrepreneurial regime

Entry parameters

0.01050 0.01075 0.01100 0.01125 0.01150 0.03800 0.03825 0.03850 0.03875 0.03900

Constant 0.4206** 0.4813** 0.4629** 0.4565** 0.4679** 0.1042** 0.1736** 0.0881** 0.1617** 0.1147**

(0.0545) (0.0525) (0.0507) (0.0508) (0.0503) (0.0143) (0.0169) (0.0130) (0.0163) (0.0139)
Entry rate 0.0636** 0.0608** 0.0607** 0.0620** 0.0661** 0.0527** 0.0528** 0.0482** 0.0549** 0.0459**

(0.0037) (0.0035) (0.0033) (0.0035) (0.0033) (0.0018) (0.0020) (0.0017) (0.0019) (0.0018)
Herfindahl-

Hirschman
Index

0.0710** 0.0844** 0.0803** 0.0779** 0.0806** 0.0112** 0.0259** 0.0084** 0.0232** 0.0148**

(0.0122) (0.0117) (0.0112) (0.0112) (0.0109) (0.0028) (0.0034) (0.0026) (0.0033) (0.0028)
Hymer–Pashingian

index
−0.0516** −0.0485** −0.0479** −0.0459** −0.0531** 0.0120** −0.0076* 0.0043 −0.0036 −0.0049

(0.0062) (0.0058) (0.0055) (0.0056) (0.0052) (0.0037) (0.0038) (0.0035) (0.0038) (0.0037)

Num. of
observations

90,332 90,234 90,110 89,975 89,656 60,973 59,031 59,998 59,200 59,140

Wald test 686.00** 695.51** 693.05** 685.52** 722.09** 1029.24** 822.98** 1016.62** 987.08** 753.07**

Notes: Random-effects GLS regression of model (27). Pooling of 100 simulations runs for each industry configuration. Variables are in logarithmic form.
Standard errors are given in parentheses. In all specifications, the Wald test rejects the null of no overall significance.

* Statistical significance at the .05 level.
** Statistical significance at the .01 level.

resource reallocation among continuing firms plays a sub-
stantial role on aggregate productivity growth, especially
in the routinized regime case.

To evaluate the direct contribution of each group of
firms to industry productivity growth between t − � and t,
we implemented the dynamic Olley–Pakes decomposition
method suggested by Melitz and Polanec (2009):

�At = �ĀCt +�covCt(�it, ait) + �Et(AEt − ACt)
+ �X(t−�)(AC(t−�) − AX(t−�)), (26)

where C, E, and X denote the group of continuing, enter-
ing, and exiting firms. �gt is the market share of group g
in year t, Agt is the weighted productivity average and Āgt
is the unweighted productivity average (g = C, E, X). The
first term on the right-hand-side of Eq. (26)—the ‘within’
term—captures the aggregate growth due to productivity
changes in continuing firms. The ‘covariance’ term—the
second term in (26)—gives the inter-firm resource reallo-
cation towards more productive continuing firms. The last

two terms capture the contribution of entering and exit-
ing firms, respectively. The entry (exit) effect is positive if
the productivity level of entering (exiting) firms is higher
(smaller) than the productivity level of continuing firms in
the corresponding year. The aggregate results are given in
Table 8 and, clearly, the within effect is dominant. For its
part, the entry effect is slightly negative in both technolog-
ical regimes, while the exit effect is consistently positive
and large in the entrepreneurial regime. What remains to
be seen is the extent to which the within effect depends on
firm entry intensity.

To this end, we use the following empirical model to
evaluate whether firm entry has an impact on the produc-
tivity growth of continuing firms (i ∈ C):

ln aijt = ˇ0 + ˇ1 lnERjt + ˇ2 lnHHjt + ˇ3 lnHPjt + �ijt (27)

where �ijt is a standard error term. The model was esti-
mated using GLS random-effects. The variables are in
logarithmic form so that the estimated coefficients can be
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read as elasticity parameters. As can be seen in Table 9, the
coefficient of the entry rate variable is positively signed and
statistically significant at conventional levels in all industry
configurations. All else constant, if the entry rate increases
by 1% then the productivity of continuing firms increases by
0.061–0.066% in the routinized regime and 0.046–0.055%
in the entrepreneurial regime. In other words, the econo-
metric results confirm the conjecture that entering firms do
encourage continuing firms to improve their performance.

6. Concluding remarks

This paper examines industry dynamics as a source of
industry productivity growth in two alternative technolog-
ical regimes. It was assumed that new firms generate gains
in the aggregate productivity through increased productiv-
ity and competitive pressure. Our evolutionary approach
assumes that individual firms learn about technology
through a variety of sources, and that, as a consequence,
productivity growth and market shares across firms can be
quite distinct. Aggregate productivity growth in this frame-
work is thus determined by the micro productivity patterns
associated with different technological regimes, on the one
hand, and the ease of entry/exit, on the other.

Our numerical simulations do replicate key empirical
regularities already reported in literature. In particular,

they show that firm mobility has a strong impact on indus-
try productivity growth: firms that gain market share are
the ones among the most productive lot, while continu-
ing firms with decreasing market shares are in the bottom
half of the distribution in terms of efficiency; exiting firms
also tend to be replaced by more productive firms. It is
therefore very clear that firm dynamics do matter both
in terms of micro and aggregate productivity growth. Fur-
ther, new firms play a key role in this dynamic process not
only because they replace less productive units, but also
because they generate a higher degree of overall market
competition.

On the whole, our results suggest that micro analysis is
the proper complement to aggregate industry studies, as it
provides a considerable insight into the causes of produc-
tivity growth. As to the policy implications of our analysis
are concerned, the lesson seems to be quite straight-
forward: it claims for the promotion of an institutional
environment more favourable to resource reallocation
through entry and exit of firms in order to achieve a higher
rate of production efficiency.

Appendix A. Parameter settings

See Table A1.

Table A1
Industry and firm parameter settings.

Parameter Description Technological regime

Routinized Entrepreneurial

Industry
D Demand coefficient 65 65
v Discount rate 0.1 0.1
ı Intensity of the selection

mechanism
0.1 0.1

w1 and w2 Price of inputs 0.1 and 0.5 0.1 and 0.5
�, 
 and ϕ Parameters weighting past

values
0.5 0.5

ˇ Adjustment rate of R&D 0.5 0.5
bN Technological opportunities

to innovate
5.3 5.3

bM Technological opportunities
to imitate

11.3 11.3

� S.D. of innovative draws 0.006 0.006
gmax Maximum rate of innovative

draws
0.01 0.01

�E Mean of random entry rate
(per scenario)

0.0105; 0.01075; 0.011;
0.01125; 0.0115

0.038; 0.03825; 0.0385;
0.03875; 0.039

�E S.D. of random entry rate 0.001 0.004
X Exit barrier 2 0
N Start number of firms in the

industry
65 65

Firms
a1 and a2 Initial productivity of input 1

and 2
a1 = [0.868, 1.101] and
a2 = [1.536, 1.745]

a1 = [0.868, 1.101] and
a2 = [1.536, 1.745]

r Initial R&D expenditure rate
per unit of sales

r = [0.005, 0.0900] r = [0.005, 0.0900]
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