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Abstract: Wine is the second most popular alcoholic drink in the world behind beer. With the rise of
e-commerce, recommendation systems have become a very important factor in the success of business.
Recommendation systems analyze metadata to predict if, for example, a user will recommend a
product. The metadata consist mostly of former reviews or web traffic from the same user. For this
reason, we investigate what would happen if the information analyzed by a recommendation system
was insufficient. In this paper, we explore the effects of a new wine ontology in a recommendation
system. We created our own wine ontology and then made two sets of tests for each dataset. In
both sets of tests, we applied four machine learning clustering algorithms that had the objective of
predicting if a user recommends a wine product. The only difference between each set of tests is
the attributes contained in the dataset. In the first set of tests, the datasets were influenced by the
ontology, and in the second set, the only information about a wine product is its name. We compared
the two test sets’ results and observed that there was a significant increase in classification accuracy
when using a dataset with the proposed ontology. We demonstrate the general applicability of the
methodology to other cases, applying our proposal to an Amazon product review dataset.

Keywords: wine ontology; Weka clustering algorithms; recommendation system; ontology influence;
classification via clustering; machine learning

1. Introduction

Wine has been produced for thousands of years, and its earliest recorded history
extends back nearly 6000 years ago. Since then, it has become one of the most popular
types of alcoholic drinks in the world. As its popularity has grown, more and more
regions started to produce wine, each with its own different types of grapes, soils, climates,
fermentation processes and other factors that influence the taste of the wine, which has
resulted in an uncountable variety of wines in the world. With such a rich and lengthy
history, wine has naturally been embedded in countless cultures around the world, and
it is even considered an integral part of some religions. Despite being an alcoholic drink
that, when consumed in excess, can deteriorate a person’s health, when consumed with
responsibility and control, it even has some health benefits [1].

With such a variety in types, uses and applications, and with its popularization due to
the World Wide Web, the wine market is being slowly shifted to an e-commerce business
model. In 2014, a study revealed that global online wine sales reached 5% of all wine sales
totaling, 6 billion dollars in revenues [2]. An e-commerce business depends on its website
to make revenue, and with thousands of e-commerce businesses in the world selling the
same products category, the website has to stand out and offer the user a fluid, helpful and
appealing experience [3]. Consequently, the user must be helped and guided on what s/he
wants. If the user does not find it or takes too long to discover the product desired, s/he
may lose interest in the site and never return. This is where a recommendation system
plays a role. A recommendation system analyzes the user data and assists the user in
deciding whether to purchase a product based on previous users’ purchases, reviews or
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web traffic. As previously stated, there is an enormous variety of wines, and a large number
of them are very similar. In recent years, recommendation systems have been developed
based on domain knowledge and problem-solving approaches. An ontology refers to a
body of knowledge describing some domain, typically a commonsense knowledge domain,
using a representation vocabulary. Ontologies are used to solve classification, annotation
and rendering, and to create different interpretations that make knowledge representation
more effective [4]. This is the core relationship between an ontology and a recommendation
system and our motivation to build a wine ontology.

An ontology is composed of a relevant concept set representing the characteristics of
a given application domain, their definitions and relationships between the concepts [5].
Despite several other applications, an ontology is normally used to [6] (i) share a common
understanding of the information structure among different actors; (ii) enable domain
knowledge reuse; (iii) make assumptions of the domain explicit; (iv) separate domain
knowledge from operational knowledge; and (v) analyze domain knowledge.

Ontologies are very common in e-commerce business websites as they help to display
products and their features [7]. The more complete the ontology, the better, since it provides
the customer a wide variety of filters to narrow stock search results, which fulfill the
customer’s preferences. For this reason, ontologies are currently a very popular research
topic [6]. Recommendation systems are dedicated to predicting the preference that a user
would give to an item [8,9]. An ontology can integrate the use of heterogeneous information
and guide the recommendation preference [10].

In this paper, we explore the effects of an ontology in a recommendation system.
We have done this by applying four machine learning clustering algorithms (Simple K-
Means, Expectation Maximization—EM, Make Density-Based Clusterer, and Farthest First)
with classification via clustering to a wine dataset with user reviews. We use clustering
algorithms because they are one of the most common exploratory data analysis techniques
used to get an intuition about the data structure [11]. It can be defined as the task of
identifying subgroups in the data such that data points in the same subgroup (cluster) are
very similar, while data points in different clusters are very different. Clustering algorithms
can automatically recognize the pattern inside the data so as to analyze the collected data
without their labels.

In the first test, our ontology was integrated into the dataset, and then the clustering
algorithms were applied. The second test was done by applying the algorithms into a
dataset that had no connection to our ontology and only had the name of the wine as
information about the product. Therefore, the results demonstrate the influence of the
ontology in the datasets. We predict that when adding more information about the product
(first test), we will have better classification accuracy.

The main contributions of this work are the following:

• A new wine ontology;
• Evaluating the ontology’s impact on precision and execution time;
• Studying the influence of a general product ontology in classification via clustering.

This paper is structured as follows. In Section 2, we present a summary of research
papers related to the topic of this work. In Section 3, we present a wine ontology proposal.
Section 4 describes the setup of the experiment. Section 5 presents the tests with the
different algorithms and a discussion of the results. Section 6 describes the generalization
of the methodology to different product categories, namely on an Amazon product review
dataset. Finally, Section 7 presents the conclusions and proposes future work.

2. Related Work

In this section, we select research papers that focus on wine ontologies and recommen-
dation systems.

Classification is a data mining task that finds a model for representing and distin-
guishing data classes or concepts [11]. In data mining, it is usual to use ontologies to
classify labels with the relations defined in the ontology. Balcan et al. [12] presented an
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ontology with annotated classification labels. The semantics encoded in the classification
task have the potential not only to influence the labeled data in the classification task
but also to handle many unlabeled data. An ontology specifies the constraints between
the multiple classification tasks. This classification task produces the classification hy-
pothesis with the classifiers that produce the least unlabeled error rate and thus the most
classification consistency.

A recommendation system named Athena was proposed by IJntema [13], which
provides ontology-based recommendations for a news feed system. It extends the Herme
framework [14] used to build a news personalization service, with the help of an ontology
to determine the semantic relations between terms and concepts.

In [15], we proposed a lightweight method to categorize products into beer or wine.
It is used a keyword-based method that basically split the product title into words and
matched them with words inside a list of categories. For example, if a product title matched
with a word inside a beer keyword list, that product would be categorized as beer. This
algorithm was built in C++ language, and after analyzing a dataset and categorizing each
product, it created two datasets, one for the products classified as beer and the other for
the products classified as wine. The experiments used a wine dataset generated by that
algorithm, which also contained real data of user reviews of wine products. This dataset
was used in the experiments with our recommending system.

In the work of Allahyari et al. [16], the authors presented an ontology-based approach
for the automatic classification of text documents into a dynamically defined set of interest
topics. The approach considers the use of DBpedia-based ontology, where entities and
relations among entities are identified from the text document.

In [17], the authors propose a new hybrid approach to a recommendation system,
which combines the collaborative filtering simplicity with the efficiency of the ontology-
based recommenders. The proposed recommendation system considers not only users
with similar preferences to the active user but also obtains knowledge about the user, their
neighbors, products and the relationships between them. This increases the number of
recommended products from categories from which the active user has not yet purchased.
Their hybrid ontology-based approach combines the application of ontology and the KNN
algorithm and starts by creating a user profile that contains, among other attributes, the
categories and respective products bought by the user. To recommend products for the
user, they needed to find other users (neighbors) that bought at least one common product
and then select the other products bought by the neighbor that satisfy the criteria set of
the user. Those products have the potential to be recommended, and in order to test their
approach, they compared it to a collaborative filtering approach. They concluded that their
recommendation system increases the number of products recommended that belong to
categories unknown to the active user. The products that are recommended also match user
preferences more easily when compared to the collaborative filtering version. However,
their approach had the drawback of taking more time to apply the KNN algorithm to find
the k-nearest products.

The authors of [18] present an ontology for Social Event Classification, named LODSE
(Linking Open Description of Social Events). The basic idea of this ontology is to create
a data model that allows the properties definition to describe social events and improve
events classification.

In [19], the authors propose an evaluation measure for the performance assessment
of multi-annotation classification systems incorporating ontology knowledge. A distance-
based misclassification cost was extended from the unilabel to the multilabel case and
further enriched with ontology information like its hierarchy, an annotation agreement
factor, and penalties for ignoring relationships. Despite the differences between this work
and our proposal, this paper allows insights that ontology knowledge can bring advantages
in the classification process, which is what the clustering algorithms used in this work
must do.
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These papers presented different approaches to the use of an ontology in classification
and recommendation systems. Even though all these papers present their own ontology, our
work differentiates itself by observing the effects of integrating an ontology into a dataset
in classification via clustering and comparing it to the same dataset without ontology
integration. It is also important to state that none of the papers focus on developing a
wine ontology.

3. A New Wine Ontology

This section presents the proposed ontology and describes the tools used to create this
ontology and the classes and relationships contained in it.

An ontology refers to an engineering artifact, constituted by a specific vocabulary used
to describe a certain reality, plus an explicit assumption set regarding the intended meaning
of the vocabulary words. In other words, an ontology defines a representational term set
that we entitle concepts [20], providing potential terms for describing our knowledge about
the domain. It is basically a way to represent and share knowledge about the domain and
its concepts.

The knowledge represented by an ontology comprises the named entities, relation-
ships between them, entity classification and the class hierarchy [16], and it can be divided
into four components:

• Individuals: the basic objects or instances;
• Classes: groups, concepts or object types. These are similar to the classes used in

object-oriented programming languages;
• Attributes: aspects, properties or characteristics that the object may have in common

with other objects;
• Relations: links between objects or classes.

Previous research on recommendation systems has attested to the positive influ-
ence of domain knowledge on recommendation systems. For example, the preprocessing
can benefit from domain knowledge that can help filter out the redundant or inconsis-
tent data [21–23].

The main objective for creating a new wine ontology was to have an ontology that
was simple enough to apply to the available wine recommendation databases. Classes
are the focus of most ontologies. Classes describe concepts in the domain. For example,
a class of wines represents all wines. Specific wines are instances of this class. A class
can have subclasses that represent concepts that are more specific than the superclass. For
example, we can divide the palate that describes the wine into Body, Flavor and Sugar. The
proposed ontology is not supposed to be extremely complex or wide-ranging because its
task is simply to be easily adapted to existing wine datasets. In order to create this ontology
in OWL, we used Protégé, a free open-source ontology editor software.

Our wine ontology contains the following eleven classes:

1. Brand: the brand of the wine;
2. Region: region where the wine was produced;
3. Color: color of the wine (for example, red, rosé or white);
4. Winery: building or property which produced the wine;
5. Year: the year that the wine was produced;
6. Castes: grape castes/types contained in the wine (for example: Chardonnay, Pinot

Noir, Syrah, etc.);
7. Terroir: A French term that describes the external conditions in which the wine was

produced. This class is divided into four subclasses:

◦ Climate;
◦ Soil;
◦ Terrain;
◦ Tradition.

There are many more terroir parameters but these four are the most important ones;
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8. Taste: palate that describes the wine. This class is divided in three subclasses:

◦ Body;
◦ Flavor;
◦ Sugar.

9. Alcohol by volume: a standard measure of how much alcohol is contained in the wine,
which is expressed as a volume percent;

10. Minimum Price: current retail minimum wine price;
11. Maximum Price: current retail maximum wine price.

We can consider each class as an answer to a question, for example, the class region
answers the question: Where is this wine produced? Since our ontology was designed to
study the wine business, there are some classes that are not common in some other wine
ontologies like brand, minimum price and maximum price. These classes are very valuable
when it comes to commercial wines.

With the proposed classes, we can establish several relationships between objects. For
example, two objects having the same color will be beneficial to the algorithms, because
the algorithm will notice similarities between two objects much more easily than without
an ontology.

Figure 1 presents all the classes and relations of our ontology. The classes are repre-
sented as rectangles with a yellow circle inside them, and relations are represented with
orange lines that connect the classes involved. By looking at Figure 1, we can observe a
relation between the classes Winery and Region, which inform about the region of the
winery where the wine was produced.

Figure 1. Classes and relations of our wine ontology.

Figure 2 shows the research model of this study matching wine and user’s need. The
knowledge provided by the expert extracts the ontology proposed. The wine recommenda-
tion system using data mining algorithms proposes the wines.
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Figure 2. Research model overview of this study.

4. Experimental Setup

This section describes the datasets, hardware, data mining software and algorithms
used and the overall experimental setup.

In the experiments, we aim to demonstrate the improvement in classification accuracy
by implementing an ontology in a dataset. The experiments consist of applying machine
learning algorithms in the datasets, with and without the ontology influence. It is important
to state that when we refer to a dataset, we use the term attribute (not to be confused with
the attribute concept from the ontology) to describe a column, and when we refer to our
wine ontology, we will use the term class. Attribute and class have the same meaning but
reference different subjects. Therefore, to clarify, in these experiments, the classes of the
ontology are attributes of the data relation.

In order to test the influence of a wine ontology in the application of an algorithm,
we will remove attributes from the datasets that correspond to the classes in our ontology
(without the ontology influence). We apply the machine learning algorithms and compare
the results to the ones from datasets in their original state (with influence). The algorithms
have the goal to predict if a user recommends a wine product or not by analyzing the
previous reviews contained in the dataset.

4.1. Datasets

We used two datasets in this work, each one with its individual purpose, and both
contain user reviews of wine products. The first dataset is based on a combination of the
447_1 and WineReviews datasets, and the second one is a synthetic dataset. As previously
stated, the algorithms predict if a user recommends a wine product or not. To do this, the
used datasets have six core attributes:

1. username: name of the user who wrote the review;
2. user city: city where the user lives;
3. wine name: name of the wine that is being reviewed;
4. user rating: rating the user gave the wine (0 to 5);
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5. did recommend: denotes if the user did recommend the wine (true or false);
6. did purchase: denotes if the user did buy the wine (true or false).

The datasets used for the tests are available online at [24,25].

4.1.1. Real Reviews Dataset

The first dataset is based on a combination of the 447_1 and WineReviews datasets,
which can be found in [25]. In [15], we built a categorization system, which analyzed these
two small datasets and built a new dataset with only wine products. This dataset with
wine products has 941 reviews and 10 attributes. The 10 attributes of the dataset are the six
core attributes, mentioned above, and four others that correspond to some classes in our
wine ontology, and are the ones that were removed in the experiments. The attributes of
this dataset that were removed are the following: brand, color, castes and manufacturer
(corresponding to the class winery). This new dataset is referred to in the rest of this paper
as the Real Reviews Dataset.

4.1.2. Artificial Reviews Dataset

The second dataset is almost artificial (user reviews are fictitious but the wines are
real). The first dataset had real reviews but with a low number of instances. Therefore, we
decided to test the clustering algorithms with a large number of instances by building a
dataset with random reviews.

We look for a source where we could extract many wines, and we found a Portuguese
wine review website called “Blog OsVinhos” [26]. This website has thousands of Portuguese
reviews and foreign wines. When we found this website, which had a lot of valuable
information, we decided to share this information and contribute to the wine study by
building a dataset with the information found on the website. In order to build a dataset,
we developed an algorithm that stored all the reviews and its information, from the website.
This new dataset was published on a website called “data.world” for public use [24].

Although this dataset had wine reviews from Portuguese reviewers, it had only 2993
instances; at the time, and since we wanted to test the algorithms to a much larger scale
than the first dataset, we decided to use only the wines from the “Blog OsVinhos” dataset
and build another dataset, which is the one we use in this work, with artificial reviews. We
created two lists with random usernames and random cities and then developed a program
that randomized reviews, taking the following guidelines into account:

• a username can only have one city;
• a username can only do one review of the same wine;
• the user rating is random;
• there is 50% chance that the user buys the wine;
• if the user reviews a wine with a rating of 5, s/he recommends the wine;
• if the user reviews a wine with a rating lower or equal to 2, s/he does not recommend

the wine;
• if the user reviews a wine with a rating of 3 or 4, there is a 75% chance of the user

recommending the wine.

The dataset has 1,000,000 reviews and 14 attributes, 6 of them being the core attributes
described above. The attributes that are removed in the experiment corresponding to its
respective classes of our wine ontology are year, region, producer (corresponds to winery),
color, castes, alcohol percentage, minimum price and maximum price. This dataset with
one million reviews is referred to in the rest of the paper as Artificial Reviews Dataset.

4.2. The Hardware

In order to execute the experiments, we used a personal computer with the following
specifications:

• RAM: 16 GB DDR4 SDRAM;
• CPU: Intel i7-6700HQ (2.6 GHz, 6 MB);
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• GPU: GeForce GT 950M 2GB.

4.3. The Data Mining Tool

In the tests, we used Weka, which is an open-source data mining software. This
software allows running the algorithms on the datasets in an easier way since the Weka
GUI (Graphical User Interface) is well organized and provides all the information required
to complete the experiments.

To import the datasets into Weka, it is necessary to convert them from CSV (comma-
separated values) files into ARFF files, which is a format specific to Weka. The ARFF
(attribute-relation file format) format is very similar to the CSV format, which is a common
and versatile format used mostly to handle datasets but is more complex since it specifies
the data type of each attribute. In Figure 3, we can see an example of an ARFF file. An
ARFF file is composed of three segments [27]:

• Relation: the first line of the file, which must start with @relation followed by a
keyword that identifies the relation or task being studied;

• Attributes: a group of lines where each one starts with @attribute followed by the name
of the attribute and then followed by the type of the attribute. The attribute can be of
the type real (real numbers), nominal (a variety of specific strings), dates or strings;

• Data: this is where the instances of the dataset are stored. This segment starts with
@data and then the following lines correspond to instances separated by commas with
the order specified in the attributes segment.

Figure 3. ARFF file Example.

We used the Weka Java Library to build another program that transforms the datasets
that were previously stored as CSV files into ARFF files. Since most of the algorithms
in Weka do not support the attribute of string type, we used an unsupervised attribute
filter called StringToNominal, which, like its name suggests, converts string attributes into
nominal ones by adding each distinct string as a nominal value. In order to remove the
attributes in the experiments, we used another unsupervised attribute filter called Remove.
Both filters previously mentioned were provided by Weka and can be found in its GUI. The
most appropriate parameters were used for all experiments carried out.

4.4. The Algorithms

In the experiments, we used cluster algorithms with classes to cluster evaluation,
which can be easily done in the Weka GUI, that try to predict if a user recommends a
product or not by finding the most common values to each situation. All the algorithms
used were applied with two clusters, one for each value of the recommend attribute (true
or false).
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We used the following four popular algorithms: Simple K-Means, Expectation-
Maximization—EM, Make Density-Based Clusterer, and Farthest First. All these algorithms
are briefly explained in the following subsections.

4.4.1. Simple K-Means Algorithm

K-Means is one of the simplest unsupervised learning algorithms that solve the well-
known clustering problem. The K-means algorithm identifies k number of centroids and
then allocates every data point to the nearest cluster while keeping the centroids as small
as possible. Then, it computes a new mean for each cluster. This process iterates until the
criterion function converges [28]. The ‘means’ in the K-Means refers to averaging the data,
that is, finding the centroid.

The Simple K-Means Algorithm needs to calculate the distance between the object
being analyzed and the cluster mean, and to do so, it uses the Euclidean Distance equation,
which is an option present in the Weka GUI. The Euclidean Distance equation is calculated
with the following formula:

dist((x, y), (a, b)) =
√

(x − a)2 + (y − b)2

where (x, y) and (a, b) are the coordinates of two points.

4.4.2. EM Algorithm

The Expectation-Maximization (EM) algorithm is an interactive method for finding
maximum likelihood or maximum a posteriori probability (MAP) that parameters estimate
in statistical models, where the model depends on unobserved latent variables. The EM
iteration alternates between performing an expectation (E) step, which computes the
expectation of the log-likelihood evaluated using the current estimate for the parameters,
and maximization (M) step, which computes parameters maximizing the expected log-
likelihood found on the E step. These parameter estimates are then used to determine the
distribution of the latent variables in the next E step [28].

4.4.3. Make Density-Based Clusterer Algorithm

Make Density-Based Clusterer is a meta-clusterer that wraps a clustering algorithm
returning a probability distribution and density. It fits a discrete distribution or a symmetric
normal distribution (whose minimum standard deviation is a parameter) for each cluster
and attribute [29]. In this case, we wrapped the clustering algorithm Simple K-Means with
two clusters.

4.4.4. Farthest First Algorithm

Farthest First is a variant of K-Means that places each cluster center in turn at the
point furthest from the existing cluster centers. This point must lie within the data area.
This greatly speeds up the clustering in most cases since less reassignment and adjustment
is needed. Farthest-point heuristic-based method has the time complexity O(nk), where n
is the number of objects in the dataset and k is the number of desired clusters. This method
is also fast and suitable for large-scale data mining applications [28]. Figure 4 illustrates
the real implementation of our ontology using the Farthest First algorithm in Weka.
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Figure 4. Results of the Farthest First algorithm in Weka.

4.5. Methodology Flowchart

Figure 5 illustrates the methodology used in the experiments. First, we built the ontol-
ogy and for each dataset applied the Weka filter. Then, we ran the clustering algorithms
with and without ontology influence. Finally, we compared the results using precision and
execution time metrics.

Figure 5. Methodology flowchart.
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5. Results and Analysis

This section presents the results of the experiments that were made on the datasets
described above. As previously explained, the objective of these experiments was to assess
the impact of the ontology on accuracy classification via clustering. We applied the four
previously described algorithms on the datasets and presented two metrics: accuracy and
execution time. Accuracy in our case is the percentage of incorrectly clustered instances,
which is basically the percentage of instances not classified correctly by the algorithms.
The execution time is the time to run each algorithm. In the next section, we first describe
the experimental results involving the Real Reviews Dataset, followed by the results of the
experiments involving Artificial Reviews Dataset.

5.1. Real Reviews Dataset

Table 1 presents the percentage of incorrect clustered instances in the Real Reviews
Dataset, with and without ontology influence. The incorrectly clustered instances are
the reviews that the algorithm did not predict correctly if the user recommended or did
not recommend the wine. The most accurate algorithm with ontology influence was the
Simple K-Means algorithm, which had 27.74% of instances incorrectly clustered. This
algorithm was also the most affected by the absence of an ontology in the dataset since it
has the highest percentage of incorrect clustered instances, namely 39.11%. The Farthest
First algorithm seems to have only slightly affected the removal of the ontology since its
percentage of error only increased by 0.31%.

Table 1. Percentage of incorrectly clustered instances on the Real Reviews dataset.

Algorithm With Ontology Influence Without Ontology Influence

Simple K-Means 27.74% 39.11%
EM 28.80% 36.68%

Make Density-Based Clusterer 27.95% 36.98%
Farthest First 33.48% 33.79%

Table 2 presents the execution time (in seconds) to build the model of each algorithm
in the Real Review Dataset, with or without ontology influence. As we can see, since this
dataset has less than a thousand instances, the execution time is very low and there is
almost no difference between algorithms. It must be noted that Weka can only present this
time in seconds and not in milliseconds, and this why some results show 0 s.

Table 2. Time in seconds to build the model on Real Reviews Dataset.

Algorithm With Ontology Influence Without Ontology Influence

Simple K-Means 0 0
EM 0.02 0.01

Make Density-Based Clusterer 0.01 0
Farthest First 0.01 0

5.2. Artificial Reviews Dataset

Table 3 presents the percentage of Incorrect Clustered Instances of the Artificial Re-
views Dataset for each algorithm, with or without ontology influence. Simple K-Means
Algorithm is once again the most precise algorithm with 40.46% incorrectly clustered
instances. This time, the less affected algorithm was the Make Density-Based Clusterer
with only a 0.35% increase in the incorrectly clustered instances.
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Table 3. Percentage of Incorrect Clustered Instances on Artificial Reviews Dataset.

Algorithm With Ontology Influence Without Ontology Influence

Simple K-Means 40.46% 49.57%
EM 45.38% 49.95%

Make Density-Based Clusterer 49.60% 49.95%
Farthest First 48.03% 49.89%

Table 4 shows the time taken to build the model of each algorithm in the Artificial
Reviews Dataset, with or without the influence of the ontology. In this table, the execution
times are varied and much higher than in the other dataset. However, the execution time
is still acceptable and fast. The only algorithm that took longer than the others is the EM
algorithm, which, with the influence of the ontology, presents 90.95 s to build the model
and then had a big drop to 15.26 s when removing the ontology from the dataset.

Table 4. Time in seconds to build the model on Artificial Reviews Dataset.

Algorithm With Ontology Influence Without Ontology Influence

Simple K-Means 3.23 1.75
EM 90.95 15.26

Make Density-Based Clusterer 3.97 2.67
Farthest First 1.42 1.10

5.3. Analysis of the Results

Taking into consideration Tables 1 and 3, we can see clearly that the percentage of
incorrectly clustered instances is much bigger without the influence of ontology in the
datasets. This higher error percentage, without ontology influence in Table 1, is due to
the reduced attributes number. Since the attributes number is lower, the algorithms do
not have as many reference points to compare cases where users recommend and cases
where users do not recommend wines. In other words, with a larger number of attributes,
the algorithms can identify more clearly the difference between recommendations and
non-recommendations.

Comparing Tables 1 and 3, we can see that the error percentage is much higher in
Table 3. Since the Real Review Dataset has only 941 instances, there are not many edge
cases (cases that are not similar to the previously analyzed patterns by the algorithms
and diverge from the main clusters) compared to the one million instances present in the
Artificial Reviews. The fact that the data in the Artificial Reviews Dataset were randomly
generated also contributes to a bigger number of edge cases.

When analyzing Tables 2 and 4, which shows the time to build the model for each
algorithm, we clearly see that the execution times are smaller without the influence of
ontology than with the influence of ontologies. This is caused by the smaller number
of attributes in the experiment without the influence of ontology. In the Real Reviews
Dataset, we can see that the time to build the model for each algorithm was very close to
0 s, so close in fact that even Weka did not display the milliseconds number in the majority
of the experiments. The execution time was obviously higher in the Artificial Reviews
Dataset experiments since the algorithms were dealing with a much higher number of
instances. Despite having one million instances, Artificial Reviews Dataset experiments
did not exceed 4 s to build the algorithm model in most cases. The only case where it did
really surpass was with the EM algorithm, which reached 90.95 s in the experiment with
the influence of ontology, then reducing to 15.26 s in the experiments without the influence
of ontology. The higher execution time is due to the complexity of the EM algorithm,
which is an interactive method computing parameters that estimates statistical models.
Moreover, the EM iteration alternates between performing an expectation (E) step and a
maximization (M) step.
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The experiments with the influence of ontology show significant improvements in
accuracy classification, using both datasets and with all algorithms. However, the time
to build the models does not increase drastically, except when using the EM algorithm
(average time increase in Table 4 is 19.70 s and 0.075 s in Table 3).

6. Applying the Methodology to an Amazon Dataset

To prove the general applicability of our methodology to other cases and to dissemi-
nate our results, we decided to apply our proposal to a different dataset. Therefore, we can
demonstrate that observations that were made in the wine datasets experiments can also
be observed in other areas that are not wine-related.

Since our ontology is about wine, it is not appropriated to the dataset that we are
going to use, but there are some classes in our wine ontology that correspond to some
attributes in the dataset. To test the influence of an ontology in this dataset, we removed
the attributes that correspond to classes in our ontology and the attributes that would fit in
an ontology related to the dataset.

6.1. Amazon Product Dataset

The new dataset is based on an Amazon Product Review Dataset, which can be found
in [30]. We chose this dataset because it has a very similar structure to previous datasets. It
contains the same core attributes (wine name attribute corresponds to product name), with
the exception of the user city attribute. This dataset has 28,332 instances and 9 attributes,
with 5 of them being the core ones previously discussed. The attributes that we removed
are brand, categories, primary categories and manufacturer.

6.2. Amazon Dataset Results

Table 5 shows the percentage of Incorrect Clustered Instances of the Amazon Product
Reviews Dataset for each algorithm, with or without the influence of ontology. The algo-
rithms have very similar results (all near or equal to 2.83%) when applied with the influence
of ontology in the dataset. However, without the influence of ontology, the Farthest First
algorithm diverges from the other algorithms results, getting 45.81% incorrectly clustered
instances. The experiments with ontology influence show a significant improvement, in
accuracy classification terms, for all of the algorithms.

Table 5. Percentage of Incorrectly Clustered Instances on Amazon Product Reviews Dataset.

Algorithm With Ontology Influence Without Ontology Influence

Simple K-Means 2.83% 29.87%
EM 2.82% 26.52%

Make Density-Based Clusterer 2.82% 26.86%
Farthest First 2.84% 45.81%

Table 6 shows the execution time taken to build the model of each algorithm in the
Amazon Product Reviews Dataset, with or without the influence of ontology. The obtained
execution time is not very high even though the dataset has more than 28,000 instances.
EM is once again the algorithm with the higher time to build its model, which is expected
since it is the most complex algorithm used.

Table 6. Time in seconds to build the model of the Amazon Product Reviews Dataset.

Algorithm With Ontology Influence Without Ontology Influence

Simple K-Means 0.23 0.04
EM 0.66 0.32

Make Density-Based Clusterer 0.12 0.05
Farthest First 0.05 0.02
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6.3. Analysis of the Results on the Amazon Dataset

By comparing the results, in Table 5, we can see that there is a major improvement in
classification accuracy for the experiments with the influence of ontology compared to the
ones without it. The biggest increase in the percentage of incorrectly clustered instances
was when applying the Farthest First algorithm, which presents a 2.84% classification error
with ontology influence, and a large 45.81% classification error without ontology influence.
This is a massive 42.97% increase in classification accuracy.

When comparing the execution time shown in Table 6, we can observe the biggest
increase in time was 0.34 s, when applying the EM algorithm, which is not significant,
despite the fact the influence of ontology has a smaller classification error percentage.

In summary, these results prove that our methodology can be applied in different
e-commerce areas with significant improvements in classification accuracy. Therefore,
e-commerce companies should invest in ontology use in their business.

When we compare the results obtained with works that use regression algorithms,
such as Cortez et al. [31], we observe that the use of classification algorithms together
with an ontology makes it possible to obtain accuracy gains within 13% and 36%, with
significantly shorter execution time.

7. Conclusions and Future Work

Wine has had a major impact on human civilization. From its primordial production to
now and with its commercialization, wine is becoming more complicated with passing time.
Ontologies have helped people to distinguish and study different wine types and are now
becoming even more valuable with the popularization of e-commerce and recommendation
systems. In this work, we show the influence that ontology has on machine learning
algorithms, which is the cornerstone of a recommendation system.

The results show that an ontology is critical to increasing the classification accuracy
when applying algorithms with classification via clustering. Using the proposed ontology
with the Farthest First algorithm, the accuracy classification improved ny 42.97%. However,
the execution time to run the classification, in general, was duplicated. This will be studied
in the future, but as the wine databases available are small, no more than 5 milliseconds
were spent with the Farthest First algorithm.

In conclusion, we demonstrate the importance of e-commerce businesses detailing
their ontologies, since a good recommendation system can be the difference between a
successful business and a failed business.

As future work, we intend to study how ontology influences memory consumption
when applying these algorithms. Weka did not have first- or third-party support to measure
the memory usage, and since some algorithms run in milliseconds it was impossible to
check the memory usage. We also intend to study more machine learning algorithms.
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