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Abstract

Technology is becoming increasingly important in today’s world, with applications in prac-
tically every aspect of people’s lives. This is the case in education, where slide shows are
one of the most widely used tools during the presentation of specific topics. Creating them,
on the other hand, can be a complex and time consuming task, since before presenting the
results in slides, it is necessary to read and summarize several documents related to a given
subject. Artificial Intelligence methods such as machine learning and natural language pro-
cessing can be used to automatically create slide decks, allowing teachers and trainers in
general to make better use of their time by only having to delete or add certain elements
rather than having to start from scratch.

This thesis provides an overview of several different methods used in studies for the au-
tomatic generation of presentation slides, and it also reports on a study and comparison of
several summarization methods of two types: abstractive and extractive. Some extractive
methods are mentioned in the state of the art, while others were only previously used for
summarization and are tested in this work in a slide generation context. The abstractive
methods, which present two approaches to document summarization—one that summarises
the entire text and the other that summarises individual sections—have never before been
used for slide generation. Both supervised and unsupervised extractive methods are used.
The unsupervised extractive methods and one of the abstractive methods are evaluated in
both English and Portuguese. Furthermore, three datasets are used for the experiments:
two are composed of pairs of documents and slides, while the other was created specifically
for this study and it is composed of Wikipedia articles. These datasets were used to eval-
uate all the investigated methods automatically using three different metrics. After that,
slide decks of Wikipedia articles were created and evaluated by humans.

The results tell us that there is not a single best method. The chosen method will
vary depending on the context in which it is used. However, the people that evaluated the
slides considered them, independently of the given method, a good starting point to create
the final slide presentation, which is the main goal of this project. So, even though there
is not a method that can be considered the best for every text summarization, this thesis
presents the advantages and limitations of several methods, which will help in the creation
of future summaries and, consequently, in the automation of the creation of slide decks,
which is currently completely manual.
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Resumo

A tecnologia esta a tornar-se cada vez mais importante no mundo de hoje, com aplicagoes
em praticamente todos os aspectos da vida das pessoas. Isto é o caso da educagao, onde
slides de apresentacao sao uma das ferramentas mais utilizadas para demonstrar facilmente
certos topicos. Por outro lado, crid-los pode ser uma tarefa complexa e demorada; é
necessario ler e resumir varios documentos relacionados a um determinado assunto antes de
apresentar os resultados em slides. Métodos de inteligéncia artificial, como aprendizagem
automatica e processamento de linguagem natural, podem ser usados para criar conjuntos
de slides automaticamente, permitindo que os professores usem melhor seu tempo, bastando
excluir ou adicionar determinados elementos nos slides, em vez de comecar do zero.

Esta tese fornece uma visao geral de varios métodos diferentes usados em estudos para
a geragao automatica de slides de apresentacao, e também relata um estudo e comparagao
de varios métodos de sumarizacao de dois tipos: abstrativos e extrativos. Alguns métodos
extrativos sao mencionados no estado da arte, enquanto outros foram usados anteriormente
apenas para sumarizacao e sao testados neste trabalho em um contexto de geragao de
slides. Os métodos abstrativos, que apresentam duas abordagens para a sumarizagao
de documentos — uma que resume todo o texto e outra que resume sec¢oes individuais —
nunca foram usados para geracao de slides. Métodos extrativos supervisionados e nao
supervisionados sao usados. Os métodos extrativos nao supervisionados e um dos métodos
abstrativos sdo avaliados em inglés e portugués. Além disso, trés datasets sdo utilizados
para as experiéncias: dois sao compostos por pares de documentos e slides, enquanto o
outro foi criado especificamente para este estudo e é composto por artigos da Wikipédia.
Esses datasets foram usados para avaliar todos os métodos investigados automaticamente
usando trés métricas diferentes. Depois disso, os slides dos artigos da Wikipedia foram
criados e avaliados por humanos.

Os resultados dizem-nos que nao existe um método melhor que os outros. O método
escolhido depende do contexto em que é usado. No entanto, as pessoas que avaliaram
os slides consideraram-nos, independentemente do método fornecido, um bom ponto de
partida para criar a apresentagao de slides final, sendo que isso é o principal objetivo
deste projeto. Assim, embora nao exista um método que possa ser considerado o melhor
para cada sumario, esta tese apresenta as vantagens e limitacoes de diversos métodos, que
ajudarao na criagao de sumarios futuros e, consequentemente, na automatizacao da criagao
de decks de slides, que atualmente é totalmente manual.
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Chapter 1

Introduction

Nowadays, technology plays a very important part in everyone’s lives. More and more
technology is used as a resource in several areas. This happens, for example, in educa-
tion, that resorts to technology to present more engaging lessons, through tools like slide
presentations. Teachers can use this tool to present a subject in a more visual way, allow-
ing students to more easily follow what is being presented. However, constructing a slide
presentation can be a very time and effort consuming task. Therefore, this work explores
the automatic creation of slide decks based on documents, for at least giving teachers or
others a good place to start when creating the final presentation.

The section below gives a more detailed description of slideshows, why they are widely
used (section 1.1) and why developing a tool that creates them automatically may be
valuable. The project’s goals are more discussed in section 1.2, and the proposed approach
is outlined in section 1.3. The project’s main contributions are in section 1.4, while the
context is presented in section 1.5, and the introduction to all subsequent chapters of this
thesis is given in section 1.6.

1.1 Motivation

Slideshows are a support tool used for presenting a certain theme or subject, serving as a
guide that helps the speaker and their audience to follow what is presented. While there
is a good, widely used selection of tools to create slideshows, like Microsoft PowerPoint!,
Prezi?, etc, they only help in making aesthetically appealing slides with the use of themes
or templates, whereas adding contents is up to the author of the presentation. On the
other hand, tools for the automatic generation of the slides’ textual content are still in
their infancy, also due to the task’s complexity. In fact, selecting the information that
best covers all the key topics of a certain document or theme can be a challenging and
time-consuming effort. So, the creation of an intelligent tool that receives one or sev-
eral documents, identifies the most important information and, from that, automatically
generates slide decks, can prove to be very useful since it will reduce the time and effort
needed, making it possible for teachers, and trainers in general, to invest their time in
other undertakings.

In order to create such a system, two subsets of Artificial Intelligence — Machine Learn-
ing (ML) and Natural Language Processing (NLP) — need to be taken into consideration.

"https://www.microsoft.com /microsoft-365 /powerpoint
Zhttps:/ /prezi.com
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NLP is needed for handling content expressed in human language, easier for humans, not so
much for machines. As for ML, it can be important because, unlike algorithmic program-
ming, it can generalize and therefore deal with cases that it has not seen before but that
resemble previous data. Furthermore, while other methods summarise texts disregarding
their context, ML can learn to generate from examples of human-created presentations.

1.2 Goals

The main goal of this work is to investigate machine learning and natural language process-
ing techniques for extracting key contents from written documents, in order to summarise
English or Portuguese documents, and organise the resulting summaries into slides. In this
way, a first draft of a slide deck will be generated, with humans only having to review it
and add or delete certain elements, reducing the time and effort required for slide develop-
ment. As a result, the focus of this work is primarily on the information in the slide rather
than other elements of slide decks, such as organisation, design, and visuals like images
or tables. For that, various summarization methods will be examined and compared in
order to determine which is most suitable for the issue at hand. Therein are methods used
for slide generation that are state-of-the-art and methods that were previously only used
for summarising. Also contrasted are supervised and unsupervised methods, as well as
extractive and abstractive methods.

The generated slides will be subject to a quality evaluation. As follows, we can state
the requirements that well constructed slides must contain. Slides should encompass all
the important information, have adequate coverage of all the topics, but should not be
excessive in terms of both the number of slides and the information they contain. Besides,
they should have coherence of speech, meaning that from one sentence to another there
must be a logical jump. Everyone should comprehend the topic of the presentation by only
reading the slides. [Hashemi et al., 2012]

1.3 Proposed Approach

This section summarises the proposed approach for achieving the goals stated in the pre-
vious section.

The creation of a slide deck involves two steps: summarization and slide generation.
Since the first step is the main goal of this work, several summarization methods were
tested. These methods were of two types: extractive or abtractive. The extractive methods
include supervised and unsupervised algorithms in order to have an understanding of which
approach performs best. Some of the methods chosen were included in the state of the art
for slide generation, while others were only used previously in summarization problems but
showed promising results in that context. As for the abstractive methods, they are based
on pre-trained transformers, so they are all supervised.

In selecting each method, consideration was given to its novelty, popularity, track
record, and variety. It was made an effort to choose several methods with different ap-
proaches to summarization, i.e., there are methods based on machine learning, graphs,
topics, statistics, and Latent Semantic Analysis. This allows for a variety of methods in
order to understand which one is the best performing.

In order to evaluate the chosen methods, some datasets composed of pairs of documents



Introduction

and slides were chosen instead of summarization-only datasets because the summaries
created for slides have other requirements that other summaries do not. Having datasets
allowed for an automatic evaluation of the methods. But, with this kind of evaluation, it
is only possible to assess the summaries (quality and quantity of the text), not the entire
slideshow. Additionally, it only contrasts the generated summary with a golden summary,
even though the generated summary may differ but still represent a valuable summary. So,
in an effort to lessen these limitations, a human evaluation was conducted to assess slide
decks rather than just summaries, which allowed for the evaluation of other aspects of the
slides, such as the organisation of the information, the overall quality of the presentation,
and its viability as a starting point for a final presentation. This assessment, however, is
not without its drawbacks because it can be time-consuming and highly subjective. Having
both types of evaluation will allow for a broader evaluation.

1.4 Main Contributions

This thesis presented several contributions to the slide generation problem, even though
its main focus was on the summarization step. A variety of experimental methods were
used for this step. The methods chosen fell into two categories: extractive and abstractive.
Each category had a number of methods; some of them were already mentioned in the state
of the art, but most were only used in the context of summarization, not slide generation.
For the extractive methods, two types were studied: supervised and unsupervised, with
the latter being tested in two languages: Portuguese and English. The same happens for
one of the abstractive methods where multilingual summarization is possible. Instead of
summarising the entire text, another approach for the abstractive methods was also tested,
which involved breaking the text up into sections and summarising each section separately.
Following individual method testing, a combination of extractive methods is created in an
attempt to improve the results. It relies on the redundancy of the summaries generated
by different methods and selects only sentences that appear in more than one of such
summaries.

The generated summaries were automatically tested using two datasets. Furthermore,
through those summaries, slide presentations were created and evaluated by a group of
people. These evaluations allowed us to draw conclusions about the benefits and limitations
of each method. All this work will speed up the slide creation process, which is currently
completely manual, in addition to identifying future directions to improve the performance
of this process and further reduce the need for human intervention.

Besides the work presented in this thesis, a scientific paper [Costa et al., 2022] was writ-
ten and accepted for publications in the proceedings of the XXIV International Symposium
on Computers in Education (SIIE). In this paper, the unsupervised methods are tested in
the slide datasets, where their performance is compared, also with that of state-of-the-art
supervised methods. This comparison helps to determine whether unsupervised methods
are a viable alternative because their use would make it possible to summarise every text
independently of their language or topic.

1.5 Contextualization

This thesis is developed as an internship at Instituto Pedro Nunes, in the scope of the
Masters in Informatics Engineering, at the University of Coimbra. The work presented
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is within the scope of the project SmartEDU, which commits to creating a system that
automatically generates slides and creates question-answering problems in order to assist
educators by facilitating and reducing the time required for such processes. It has the
participation of three organizations: Instituto Pedro Nunes (IPN), Mindflow?, a company
that uses gamification to improve and accelerate the learning processes of specific content,
and the University of Coimbra through the Center of Informatics and Systems, all of which
contribute resources to the proposed goal.

SmartEDU (CENTRO-01-0247-FEDER-072620) is co-financed by the European Re-
gional Development Fund (FEDER), through Portugal 2020 (PT2020), and by the Regional
Operational Programme Centro 2020.

1.6 Structure of the document

This document is divided into seven chapters, each of which contains the following infor-
mation:

e Background (chapter 2): brief exposure of all the topics and terms needed to under-
stand the rest of the thesis.

e Related Work (chapter 3): exhibits a bibliographic review regarding previous work
done over the past few years towards automatic slide generation. This section con-
tains all the different approaches used, each with an explanation of how they were
implemented and their results, referencing the articles where they appear.

e Summarization Results (chapter 4): displays and describes every result of the auto-
matic evaluation metrics for summarization in two datasets composed by scientific
articles and their respective slide decks. Includes an explanation of all the methods,
and datasets used, as well as the conclusions drawn from the experiences.

e Slide Generation (chapter 5): displays, for a dataset of summarization, the outcomes
of the automatic evaluation when contrasting the summaries of the dataset with
those produced using various summarization methods. Then, presents a few slide
deck examples created from those summaries and shows their human evaluation.

e Conclusion (chapter 6): retrospective of the work, covering its main conclusions and
directions for future work..

https://mindflow.pt/
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Background

This chapter presents useful concepts for understanding the rest of the thesis. It starts
with a brief explanation of what is Natural Language Processing. Then, concepts related
to text preprocessing are explained, followed by a compendium of approaches used by
the scientific community in different summarization methods. Finally, the most used and
relevant evaluation metrics for summarization are presented.

2.1 Natural Language Processing (NLP)

Natural Language Processing is a field of study concerned with translating humans natural
speech into a language that machines can better manipulate. As expected, this is not an
easy task. People do not speak in a structured, clean way. In fact, they often make
mistakes while speaking and writing. Grammar checkers can easily correct errors when
they are simply misspelt or misused, but it is more challenging when there are other types
of errors. For example, while speaking, people can mispronounce a word or have an accent
that changes the sound of the word, and so machines will struggle to recognize them.
However, even if humans do not introduce any mistakes while speaking/writing, it is still
a challenge for machines to depict the meaning of sentences, because this is not as simple
as reading a word and searching in a dictionary for its definition. Words can be written or
pronounced in the same way, but have different meanings depending on the context they
are in. Moreover, even if there is only one possible meaning for a word, it can have a
positive or negative cognition but actually mean the opposite (irony or sarcasm). Similar
to this, other figures of speech are also possible. Additionally, synonyms, i.e., different
words with the same meaning, can also be a challenge, while humans may use context,
machines need to know what set of words correspond to the same definition.

Furthermore, people often use different ways of speaking depending on their language or
region. Words can have different meanings depending on where they are used. Additionally,
every place and language has its own slang, which is constantly changing. It can be very
hard to keep track of every change, especially if it is not a widely spoken language, since this
is a task that requires much data and those languages do not have that. These difficulties,
however, do not reduce the importance of NLP. This knowledge is used as a bridge between
humans and machines and therefore accommodates a wide variety of applications, among
them chatbots, virtual assistants, question answering, text prediction, language translation
and text summarization.
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2.2 Preprocessing

Every summarization method starts with preprocessing, which is used to get the text
ready for the actual processing. It uses NLP methods to clean and manipulate data in
order to reduce the text to only the words needed for the task at hand, which will enhance
algorithms performance and mitigate a minority of the problems described in the previous
section.

The Carnation Revolution, also known as the 25 April, was a military coup by left-
leaning military officers that overthrew the authoritarian Estado Novo regime on 25
April 1974 in Lisbon. It resulted in the Portuguese transition to democracy and the end
of the Portuguese Colonial War.

Text 2.2.1: Text extracted and edited from the Wikipedia article "Carnation Revolution"

There is a set of techniques commonly used to perform this task. The text above: 2.2.1
is an edited excerpt taken from the Wikipedia article "Carnation Revolution" and will
serve as an example of how the following techniques modify a text.

e Case-Folding: process of converting the given text into lower case in order to maintain
the consistency flow, as it is seen in the example below:

the carnation revolution, also known as the 25 april, was a military coup by left-
leaning military officers that overthrew the authoritarian estado novo regime on 25
april 1974 in lisbon. it resulted in the portuguese transition to democracy and the
end of the portuguese colonial war.

Text 2.2.2: Text from 2.2.1 in lowercase

e Segmentation/Tokenization: divide the text into individual segments/tokens, as it is
demonstrated next:

"The’, ’Carnation’, 'Revolution,’, ’also’, ’known’, ’as’, ’the’, 25’ "April,’, 'was’, ’a’,
‘military’, 'coup’, 'by’, ’left-leaning’, 'military’, ’officers’, 'that’, ’overthrew’, the’,
"authoritarian’, "Estado’, 'Novo’, ‘regime’, ’on’, ’25’, *April’, ’1974’, ’in’, 'Lisbon.’,
'It’, 'resulted’, ’in’, ’the’, 'Portuguese’, ’transition’, 'to’, ’democracy’, ’and’, ’the’,
‘end’, ’of’, ’the’, ’Portuguese’, ’Colonial’, "War.’

Text 2.2.3: Text from 2.2.1 tokenized

e Stop word removal: remove the most common words of the language used on the
respective text, which generally include determiners, pronouns and prepositions. By
doing this, those words will not have any impact on the text processing, which can
have a lot of advantages. If for example, the objective of a function is to select the
most important words only taking into consideration their frequency, these words
would be the top ones, while in fact they are not relevant. So, because they do not
add any important information to the text they are removed. Below is the example
text (2.2.1) stripped of all stop words.

The Carnation Revolution, known 25 April, military coup left-leaning military offi-
cers overthrew authoritarian Estado Novo regime 25 April 1974 Lisbon. It resulted
Portuguese transition democracy Portuguese Colonial War.

Text 2.2.4: Text from 2.2.1 striped of stop words
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e Stemming: Process of reducing a word to its root. The text example (2.2.1) with
this technique has the following aspect:

The Carnat Revolut , also known as the 25 April , wa a militari coup by left -
lean militari offic that overthrew the authoritarian Estado Novo regim on 25 April
1974 in Lisbon . It result in the Portugues transit to democraci and the end of the
Portugues Coloni War .

Text 2.2.5: Stemming of the text from 2.2.1

e POS Tagging: For each word identify its corresponding part of speech, meaning
that each word word will have a tag that identifies if it is a noun, verb, adjective,
adverb, preposition, conjunction, pronoun or interjection, among others. This tag
will be determined based on the word definition and context. The images below
demonstrate how this is done:

The Carnation Revolution, also known as the 25 April PRoPER  [LiST , was

a military coup by

left-leaning military officers that overthrew [the authoritarian Estado Novo rrorer  regime [§BMM8 | on 25 April 1974 in  Lisbon prorer -] (NOMINAL| ‘

It [BRONGMINAD | resulted in ‘the Portuguese Prorer  transition to | democracy -\ -} and the end of the Portuguese Colonial War erorer  (SHNED

usT |

Figure 2.1: Pos Tagging of an excerpt based on the Wikipedia article "Carnation Revolu-
tion"

e Chunking: instead of only handling individual words, chunking extracts phrases from
text, that could be important together. This is done by grouping some words with
a specific tag given by the output of POS Tagging. The chunks obtained from the
text example (2.2.1) are:

The/DT Carnation/NNP Revolution/NNP; the/DT; April/NNP; a/DT; coup/NN;
the/DT; Estado/NNP Novo/NNP regime/NN; April/NNP; Lisbon/NNP; the/DT;
transition/NN;  democracy /NN; the/DT end/NN; the/DT; Colonial/NNP
War/NNP;

Text 2.2.6: Chunks obtained from 2.2.1

e Coreference Resolution: finds all the words in a text that make reference to another
word and replaces those words by the one it mentions. For example, in the second
sentence of the text displayed in 2.2.1, the word "It" would be replaced with "The
Carnation Revolution".

e Dependency Parsing: analyses the grammatical structure of a sentence and creates
links between a head word and some other word representing the existing depen-
dency between them. For each link there is a respective tag identifying the type
of dependency. There are 37 types of existing dependencies, such as coordinating
conjunction, compound, conjunct, determiner, nominal subject, root, etc. A very
popular dependency parser is the Stanford Parser [Chen and Manning, 2014]. For
example, for the second sentence in the text displayed in 2.2.1 the dependencies found
are those shown in figure 2.2.
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It resulted in the Por‘tuguese tran5|t|on to democracy andthe end of the Por‘tuguese Colonlal War .

Figure 2.2: Dependency Parsing of an excerpt based on the Wikipedia article "Carnation
Revolution"

2.3 Summarization

Summarization is the act of shortening a text into only its main ideas. In order to do this
automatically, it can be tackled from two angles: extractive and abstractive. Extractive
simply consists of selecting the sentences that best describe a document as a whole. For
this, three steps are taken: preprocessing, which was already mentioned, sentence scoring
and sentence selection.

Sentence scoring is the most laborious and complex step. It involves giving a score to
each sentence based on its relevance in the text. Possible methods can be found in chapter
3, with all of the concepts required for comprehension in the subsections that follow.

Sentence Selection involves selecting the best sentences of the candidates obtained
in the previous step. This is done usually in two ways: greedy or through Integer Linear
Programming (ILP). Greedy is simply selecting the N sentences higher in the ranking. ILP
is a type of optimization problem where the variables are integer values and the objective
function and equations are linear. The objective function involves a maximization or
minimization of one or several variables and has a certain number of constraints associated
with it.

As for abstractive summarization, it is a closer approach to human text representa-
tions, because it creates novel sentences, either by rephrasing or using other words. So,
abstractive presents more readable, concise and cohesive summaries. Furthermore, these
summaries may be smaller, because abstractive only keeps the important parts of a sen-
tence, while extractive uses whole sentences. However, as expected, abstractive summaries
are harder to produce. Therefore, we can find many studies that use extractive methods.

Below is an excerpt of the Wikipedia article "Coimbra" and its corresponding extractive
and abstractive summaries.

Coimbra is a city and a municipality in Portugal. This was in large part helped by the
establishment of the University of Coimbra in 1290, the oldest academic institution in the
Portuguese-speaking world. Its historical buildings were classified as a World Heritage
site by UNESCO in 2013: "Coimbra offers an outstanding example of an integrated
university city with a specific urban typology as well as its own ceremonial and cultural
traditions that have been kept alive through the ages."

Text 2.3.1: Extractive summary of the text in 2.3.3

Coimbra is the second-largest urban area in Portugal outside Lisbon and Porto Metropoli-
tan Areas. Its historical buildings were classified as a World Heritage site by UNESCO
in 2013. About 460,000 people live in the Regiao de Coimbra, an area of 4,336 square
kilometres (1,674 sq mi).

Text 2.3.2: Abstractive summary of the text in 2.3.3
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Coimbra is a city and a municipality in Portugal. The population of the municipality
at the 2011 census was 143,397, in an area of 319.40 square kilometres (123.3 sq mi).
The second-largest urban area in Portugal outside Lisbon and Porto Metropolitan Areas
after Braga, it is the largest city of the district of Coimbra and the Centro Region. About
460,000 people live in the Regidao de Coimbra, comprising 19 municipalities and extending
into an area of 4,336 square kilometres (1,674 sq mi).

Among the many archaeological structures dating back to the Roman era, when Coimbra
was the settlement of Aeminium, are its well-preserved aqueduct and cryptoporticus.
Similarly, buildings from the period when Coimbra was the capital of Portugal (from
1131 to 1255) still remain. During the late Middle Ages, with its decline as the political
centre of the Kingdom of Portugal, Coimbra began to evolve into a major cultural centre.
This was in large part helped by the establishment of the University of Coimbra in 1290,
the oldest academic institution in the Portuguese-speaking world. Apart from attracting
many European and international students, the university is visited by many tourists for
its monuments and history. Its historical buildings were classified as a World Heritage site
by UNESCO in 2013: "Coimbra offers an outstanding example of an integrated university
city with a specific urban typology as well as its own ceremonial and cultural traditions
that have been kept alive through the ages."

Text 2.3.3: Excerpt adapted from the Wikipedia article "Coimbra"

In the next sections are explained several concepts that can be used for abstractive and
extractive summarization.

2.3.1 Statistical summarization Methods

This section presents several statistical methods used to calculate the similarity between
words/sentences. These are statistical because they only use mathematical formulas, not
taking into account any linguistic properties of the text. They treat words like mathemat-
ical events and do not worry about their meaning or context.

TF-IDF [Luhn [1958] and Jones [1972]] evaluates the importance of a word in a docu-
ment taking into account several other documents. First, the frequency of a word (w) in a
document (d) is calculated, by the equation 2.1.

TF = log(count(w,d) + 1) (2.1)

Logarithm is used to attenuate the high frequency of common words.

Then, the Inverse document frequency is calculated by the equation 2.2.

IDf =log( N (2.2)

&

where N is the total number of documents and dft is the number of documents in which
word w occurs.

So, the final importance of a word is given by:

TF.IDF =TF x IDF (2.3)

10
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Jaccard is another statistical method used to calculate the similarity between two sets.
Taking A and B as sets, the Jaccard similarity is calculated as follows:

ANB
JAB) = g (2.4)

So, for example, for A = {1, 2, 3, 4} and B = {3, 4, 5}:

ANB={3,4} =2
AUB=1{1,2,3,4,5} =5
J(A,B) =2

2.3.2 Graph summarization Methods

A graph is a structure represented by a pair of nodes and edges, where the edges connect the
nodes that are in some way related. In summarization, a type of graph called a "semantic
network" is used, where the nodes correspond to sentences and are connected by links
(edges) of different sizes, depending on how related the two connected sentences are, i.e.,
the shorter the link, the more related the sentences.

In order to determine the relevance of the nodes in this network, spreading activation
[Collins and Loftus, 1975] is used. This algorithm starts by defining the value of all the
nodes as zero, except for one or more nodes that will be the origin and have a value of one.
Then each of the following nodes receives a value, taking into account a certain weight and
a decaying factor. This factor is used because the further the tree is searched, the weaker
the relatedness of the nodes with the origin, and therefore its activation values should be
smaller than the ones in the beginning. Figure 2.3 shows an example of this algorithm.

Ontologies are one type of graph among many others. Within a knowledge domain,
an ontology is a graph that represents a set of concepts and their relationships. Because
ontologies are a type of network with multidirectional connections between nodes, they are
used instead of trees to represent more than a hierarchical structure.

The concepts that the ontology is built upon can also be referred to as classes. For
example, a class can be a programming language, with instances concerning the several
existent languages like Java, Python, C, etc. Instances and classes can have a set of
properties that describe them. Furthermore, each class can have subclasses restricting the
respective instances. Ontologies are composed of a set of concepts and their respective
instances form a knowledge base.

In order to define and instantiate ontologies on the Web, the World Wide Web Con-
sortium (W3C) created the Web Ontology Language (OWL) [McGuinness, 2004|. This
language allows the description of concepts and categories and the relationships between
them in documents and web applications.

In addition to ontologies there are other ways to link words/sentences. An example of
this is WordNet [Fellbaum, 1998|. This is a lexical database of semantic relations between
words, where words are linked by semantic relations, which means that if there is a relation
between the meanings of two words, they become linked in WordNet. It is used for semantic
analyses or as a dictionaire where it can be found sets of synonyms called synsets. Each
synset can have a set of hypernyms, hyponyms, holonymys, and meronyms. Thus, for every
word, there are connections with these sets of synonyms, hypernyms, etc., in a tree-like
hierarchical structure. As such, WordNet finds its primary use in automatic text analysis

11
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Figure 2.3: Example of spreading activation originated at node 1, with a weight of 0.9, for
every link, and a decay factor of 0.85. Taken from Reed [2008]

and artificial intelligence applications, as it is a powerful tool to examine the relationships
between words in text. For summarization this can be usefull since it allows us to group
words by their meanings/synsets, resulting in the identification of the several topics that
exist on a document. Having topics will help us determine which parts from the text should
be included in the summary.

2.3.3 Machine Learning

Machine Learning (ML) is a field of Artificial Intelligence (AI) that aims to study several
algorithms that do not need to be explicitly programmed. Instead, much like humans, they
learn through experience and data, gradually improving the results based on what they
learned in the previous interaction. One of the most common uses of ML is for classifi-
cation problems. It makes predictions about a piece of data’s label using prior data and
their respective labels. ML can resort to supervised or unsupervised learning. Supervised
learning uses labelled datasets, that is, data that already has the correct classification as-
signed. It usually resorts to methods such as neural networks, linear regression, random
forest, support vector machine (SVM), etc. Unsupervised learning uses unlabeled data, so
the algorithms need to find information on their own by scanning the data for patterns.
That allows for more complex tasks with bigger datasets. It usually resorts to methods
such as neural networks, probabilistic clustering methods, etc.

In order to use ML for summarization, words need to be transformed into vectors
because ML methods cannot process words as input, only numerical data. So, words are
transformed into word embeddings, that is, a vector representation of the meaning of a

12
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word, such that words with similar meanings will have similar vector representations. One
way to generate these embeddings is through the Word2Vec method, which can be learned
by two methods: the Continuous Bag-of-Words and the Continuous Skip-Gram Model.
The first one learns the embedding by predicting the current word based on its context,
and the second one does the opposite: it predicts the surrounding words based on the
current one.

In the state of the art for automatic generation of slides (see chapter 3), three different
machine learning methods are explored: random forest, support vector regression, and
neural networks. These methods are further explained below.

Random forest (RF) follows three steps. Firstly, it selects random samples from a
dataset and constructs a decision tree for each sample, such that the final prediction is the
one that was chosen more times by the trees. A decision tree maps the possible outcomes
of a series of related choices and is composed of three modules: root, node, and leaf. The
roots are the initial sample, then the sample is divided into several branches until reaching
the leafs, where it stops. The nodes represent the several attributes that will be used to
calculate the prediction.

Support Vector Machines (SVM) aim to find a line that separates the data into classes,
in another words a hyperplane, defined by:

wlz —b=0 (2.5)

where w are the coefficients, and x the predictors (feature).

However there can be more than one line that separates the classes. In order to choose
one of the lines two hyperplanes that separate the two classes of data are selected, so that
the distance between them is as large as possible. The points closest to the lines from both
classes are called support points. These hyperplanes can be described by the following
equations: wlx —b=—1and wlz —b=1

Then the distance between the support points and the line (margin) is computed. The
hyperplane with the greatest margin is the best hyperplane. Geometrically, the distance
between these two hyperplanes is ﬁ so to maximize the distance between the planes ||w||
must be minimized. However, this only works for data that can be separated linearly. For
non-linear data some patterns are allowed to be in the wrong margin but they will suffer
a penalization (slack variables). For that there is the following optimization term:

1
min §wTw +C Z &i
st yi(x] +b0)>1—&&>1

(2.6)

In the equation above, y are the targets and £ is the deviation from the margin. C
is a free parameter that influences the margin, with a greater C the margins are smaller,
giving a greater penalization to the bad classifications, and with a lower C the margins are
higher, not penalizing much the wrong classifications.

Support Vector Regression (SVR) uses the same principle as SVM, but for regression
problems. SVR allows for defining a threshold for the maximum error (e), also taking
into consideration the deviations from the margin that should be as little as possible. So,
the objective function and constraints are similar to equation 2.6 but with this additional
parameter:

13
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Artificial Neural Networks (ANN) are networks that seek to imitate how human brains
work, particularly the way that neurons signal to each other. ANNs are composed of
three node layers: input, hidden layers, and output. Multilayer Perceptrons (MLP) refer
to networks that connect multiple layers in a directed graph. In ANNs, the nodes are
connected with a certain weight and threshold. The threshold determines which nodes
should be activated. If a node’s value, obtained by an activation function, is greater
than the threshold, the node is activated, and the data is transmitted to the next layer;
otherwise, the data is ignored. Activation functions are used in order to introduce non-
linearity to the model; otherwise, even though the system would be simpler, more complex
operations would not be possible.

Among these networks, there are two architectures that are used for the automatic
generation of presentation slides (see chapter 3): Convolutional Neural Networks (CNN)
and Recurrent Neural Networks (RNN).

Convolutional Neural Networks [LeCun et al., 1998| are most often used to solve clas-
sification and image problems and are composed of three layers: Convolutional, Pooling
and Fully-connected (FC). Figure 2.4 shows a representation of this network.

Input — Output
Pooling Pooling Pooling -
:/// Horse
] Zebra
. Dog
: SoftMax
Convolution Convolution  Convolution - ‘}\:ﬁtr']“’;it(';"
+ + +
RelLU ReLU RelU Flatten
Layer
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| | L
Feature Extraction Classification Probabilistic
Distribution

Figure 2.4: Visual representation of the CNN network. Image taken from Swapna. [2022]

The convolutional layer performs a convolution process by using the input data and
the filter that it receives. This process is done for every filter and consists of the use of
a filter /feature detector that will move across the input matrix in order to determine if a
given feature is present. This detector starts at a certain area of the input and calculates
the dot product between the pixels of both the input and the filter, then moves a given
number of pixels (stride) to the next area of the input and calculates the respective dot
product, and so on until it reaches the end of the input. The final result will be a junction
of all the dot products, known as a feature map. A Rectified Linear Unit (ReLU) is applied
to the feature map after each convolution: (max(0, x)).This process is done for every filter,
generating a map for each of them that will later be joined together to form the output.
The output can have different sizes that will change accordingly to the number of filters,
the stride and the padding. Padding can be valid, equal, or full.Valid is equal to 0 padding,
meaning that the output is going to be the size of the filter. Same refers to a padding that
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makes the size of the output equal to the size of the input, and Full increases the size by
adding zeros to the border of the input.

There can be more than one convolutional layer, constructing a hierarchical architecture
where the first layer corresponds to the Low-Level features. For example, in an image, it
would be the edges, color, and gradient orientation, and the following layers would combine
the previous information to generate higher level features. Combining certain edges and
colors would give a certain part of the image. Those parts could later be combined to form
the whole image.

The pooling layer is responsible for reducing the dimensionality of the data, recurring
to a very similar approach to the previous layer, also using a filter. For this, there are
two types of pooling, max and average. Max is the one that, generally, presents the best
results and consists of extracting the maximum value from the part of the input covered
by the filter. Average extracts the average of each part of the input covered by the filter.

Fully-connected (FC) layer connects all the nodes in one layer to the nodes in the other
layer. This is applied to classification tasks using a softmax activation function that will
classify the inputs with a probability from 0 to 1.

CNNs and other feed forward neural networks are meant for independent data points,
so when applied to a NLP problem that seeks to depict the next word in a text, these
networks would only have the current word as data. However, as mentioned in section 2.1,
this would not be ideal, because there would not be any context for the word. So, in order
to solve this problem, a Recurrent Neural Network (RNN) could be used. These networks
treat data like a sequence, with the current data depending on the previous data, which
means that, in the problem stated before, we would have access to the previous words,
therefore having context, which would allow the prediction of the next word with more
accuracy. This is possible because RNNs keep an internal memory that stores the data of
the previous inputs in order to generate the next output (hidden state).

This network works like any other neural network. It is composed of the usual layers:
input, hidden layers, and output. Each cell contains weights and a respective activation
function, but in order to keep a memory, contrary to other networks, each cell receives
two inputs: the current word vector and the hidden state. The hidden state is going to be
added, with a certain weight, to the present word vector. The activation function is then
applied to each output and passed to the next cell, with the following functions being used
in this case: Sigmoid, Tanh, and Relu.

However, there is a problem with this because, with the passing of time, the oldest data
gets forgotten among new data, weights, and activation functions, so this only works for
short-term memory. Variations of RNNs, such as LSTM and GRU, are used for long-term
memory.

The difference between Long Short-Term Memory (LSTM) [Hochreiter and Schmidhu-
ber [1997], Phi [2020]] and RNNs resides in the interior of the cells. Instead of having only
the current data and the hidden state combined and passed through an activation function
to form the output, LSTM cells have three gates that regulate all the information. Each
cell calculates the hidden state and the cell state that will be passed to the next cell. This
last one is used to keep track of the previous data. Figure 2.5 shows a representation of a
cell of this network.

For the cell state, the forget and input gates are utilized:

e Forget gate: determines which previous data to discard or keep. For that, the current
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Figure 2.5: A visual representation of a cell in the LSTM network. Image taken from Phi
[2020]

word vector and the hidden state are passed through a sigmoid function that returns
values between 0 (discard) and 1 (keep). The ones closest to 0 are less important,
and the ones closest to 1 are the most important.

e Input gate: determines which new data to keep. The current word vector and the
hidden state go through a sigmoid and a tanh function in parallel. The sigmoid
returns the values between 0 and 1, deciding in this way which ones to update.
The tanh transforms the data into values between -1 and 1. Then, the output of
both functions is multiplied, resulting in the values given by the tanh filtered by the
sigmoid.

The outputs of the forget and input data are used to determine the cell state. For that,
the previous cell state is element-wise multiplied by the forget gate values, and then the
output of that operation is element-wise added to the input gate values.

After having the cell state, the hidden state is calculated using the output gate. A
multiplication of a tanh function, which receives the cell state, and a sigmoid function,
that receives the current word vector and the hidden state, is used to achieve this.

LSTM has a variation named "Bidirectional Long Short-Term Memory (BiLSTM)",
where instead of only one LSTM that takes the input forward, there is another one that
takes it backwards, allowing us to have not only the previous words but also the following
ones, considering, in this way, even more context. Figure 2.6 shows a visual representation
of this network.

The other option for long term memory is the Gated Recurrent Unit [Kostadinov [2019],
Cho et al. [2014]]. GRU is similar to an LSTM, but instead of using the cell state and the
hidden state separately, they are combined together in the hidden state. Furthermore, in
GRU, there are only two gates. Figure 2.7 shows a representation of a cell of this network.

e Update gate: like the forget and input gates, it determines which data to discard or
keep. For that, the current word vector and the hidden state are passed through a
sigmoid function.
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Figure 2.6: Visual representation of the BiLSTM network. Image taken from Cornegruta
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Figure 2.7: A visual representation of a cell in the GRU network. Image taken from Phi
[2020]

o Reset gate: determines how much past data to discard. It is calculated the same way
as the previous gate; the only things that change are the weights attributed to the
current word vector and the hidden state.

After having both gate outputs, they are used to calculate the next hidden state.
Firstly, a tanh function is calculated with the sum of the current word vector and the value
obtained by element-wise multiplying the reset gate with the hidden state as inputs. Then,
the output of that function is element-wise multiplied by 1 — output of the update gate and
added to the value obtained by the element-wise multiplication of the update gate with
the hidden state, in order to obtain the final result corresponding to the next hidden state.

Such as LSTM that has a variation that creates two LSTMs one for taking the input
forward and other for taking it backwards, GRU also has a variation called Bidirectional
Gated Recurrent Unit (biGRU) that creates two GRUs with the same purpose.

In addition to the previous networks that were used for slide generation, there are other
architectural approaches, such as transformers, that can be used for the summarization
problem within slide generation. Figure 2.8 presents the transformers architecture.

Transformers have an encoder-decoder structure. The encoder (left side of figure 2.8)
starts by receiving words and transforming them into vector embeddings. Then, each vector
is augmented. This happens by summing to the embedding vector a positional encoding
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Figure 2.8: The Encoder-Decoder Structure of the Transformer Architecture. Image taken
from Vaswani et al. [2017]

vector. After that, the resulting vector is passed to the Multi-Head Attention Layer. This
layer receives as input a query that represents the current state, position or time step of
the network; a value, i.e., things the network is going to pay attention to; and a key that
is used to determine how much attention is paid to its corresponding value. Then, those
variables are used to produce an encoded representation with attention scores, i.e., weights,
for each word that is given in the input. This calculation is repeated in parallel several
times and is then combined to produce the final attention score. After that, the encoding
is passed to the fully-connected (FC) layer (explained above in the CNN network).

As for the decoder (right side of figure 2.8) it receives as input the last output at time
step t-1. The input is then augmented by positional encoding, such as in the encoder. The
resulting vector is then passed through a masked multi-head attention layer, that is very
similar to the first layer of the encoder but has a mask over the values produced by the
multiplication of the query and key. After that, the output is passed through a multi-head
attention layer and a FC feed-forward network layer, as in the encoder. The output of the
decoder is then passed on to an FC layer and a softmax layer, which use it to predict the
next word in the output sequence.

Artificial Neural Networks are currently the most popular methods for machine learn-
ing. However, they are not perfect and may not be ideal on some occasions. In fact,
ANNSs require a large amount of input data, and even though that may help with complex
applications, it makes the process slow. So, for more trivial problems, other methods like
Support Vector Machines and Random Forest may be preferable since they require less
input and data preprocessing, and therefore less runtime.
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2.4 FEvaluation Metrics

This section is on evaluation metrics commonly used for determining the quality of auto-
matically generated text, including summaries or slide decks. Particularly, these include
automatic measures like ROUGE |[Lin, 2004], BERTSCORE [Zhang et al., 2020|, BLEURT
[Sellam et al., 2020] and manual evaluation, by humans.

ROUGE stands for Recall-Oriented Understudy for Gisting Evaluation. As input, it
receives the automatically-generated summary and the respective gold summary, and com-
pares them returning several different metrics, each with its corresponding recall, precision
and f-score. These metrics are:

e ROUGE-N measures the overlap of sequences of N words (i.e., n-grams) between
the hypothesis and the reference summaries.

e ROUGE-L measures the longest common subsequence (LCS) between the hypothesis
and the reference summaries. In other words, the longest sequence of words shared
by both summaries.

o ROUGE-W measures the weighted LCS-based statistics that favors consecutive LC-
Ses between the hypothesis and reference summaries. It is similar to ROUGE-L, but

it also tracks the lengths of consecutive matches, in addition to the length of the
LCS.

o ROUGE-S measures consecutive words from the reference summary that appear in
the hypothesis but are separated by a defined number of other words (i.e., skip-
grams).

e ROUGE-SU is a combination of ROUGE-S and ROUGE-1.

The recall metric is calculated by dividing the number of matches between the gener-
ated and the gold summaries by the length of the gold summary. The precision metric is
calculated by dividing the number of matches between the generated and the gold sum-
maries, by the length of the generated summary. It is important to remember that the
matches to be counted in the numerator depend on the ROUGE metric being used. For
example, for ROUGE-N it is the number of matching n-grams while for ROUGE-S it is
the number of matching skip-grams. The F-score is given by the harmonic mean of the
precision and the recall:

Precision * Recall
Fl1=2 2.8
Precision + Recall (2.8)

These metrics are only used to evaluate text summarization tasks. So, to evaluate a
presentation generated automatically, it can take the text in the slides and evaluate it as
a simple summarization problem, but all the other aspects specific to the task are not
taken into account. With this in mind, Fu et al. [2021] created several metrics that take
inspiration from ROUGE, in order to answer this problem. These new metrics evaluate
not only the text, but also the included figures in the slides and their respective layout:

o Slide-Level (SL) ROUGE: takes into account the number of existent slides, because
the presentation should not be too long and each slide should not have a lot of
information.
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|Q—Q|
ROUGE — SL = ROUGE — L x e @ (2.9)

Q and Q represent the number of slides in the generated slides decks and in the gold
standard slide decks, respectively.

e Longest Common Figure Subsequence (LC-FS): applies ROUGE-L but instead of
text compares the list of figures in the generated slides to the gold ones.

o Text-Figure Relevance (TFR): evaluates how well correlated the text and figures
truly are.

Mir—1
TFR=—— Y ROUGE - L(S;,5) (2.10)
Mg i=0

in represents the input. .S; and S; are sentences from the generated and gold slides,
respectively, that contain images for the input corresponding to i.

e Mean Intersection over Union (mloU): evaluates the layout of the slides. This is
similar to the metric stated before, however, because it refers to the layout instead
of ROUGE-L, uses IOU, which calculates the overlap between areas and not words.

Noutil
- 1 Q -
mlIoU(D, D) = s > IoU(D;,Dy,) (2.11)
O =0

D and D represent the generates slide deck and gold standard slide decks, respec-
tively.

J; belongs to a list that achieves the maximum mloU between slide decks in an
increasing order, in order to prevent mismatches between comparisons.

ROUGE is based on word overlap and thus has limitations when, despite transmit-
ting the same meaning, the generated summaries paraphrase the gold ones using different
words (e.g., synonyms). This is common in abstractive summarization. BERTScore [Zhang
et al., 2020] is an alternative automatic evaluation metric for text generation which, in-
stead of words, consider a representation of the meaning of the text. For this, it exploits
contextual embeddings obtained from a BERT [Devlin et al., 2019| neural language model.
Given a reference and a candidate text, contextual embeddings are obtained for each token.
These embeddings are influenced by the context, meaning that, for different contexts, the
same token will have different embeddings. The cosine similarity is then computed between
each pair of contextual embeddings from the tokens of each summary and the most similar
tokens from each summary are paired for this measure. With the similarity computed, the
last step of the metric is to calculate the recall, precision and F1 score, as follows:

1
Recall = o Z ICI}%}C{TZTCJ‘ (2.12)
Precision = - > e 2.13
recision = [ _ MaxT; (2.13)
cjec
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Figure 2.9: Visual representation of the calculation of recall in the BERTSCORE system,
taken from Zhang et al. [2020]

where r is a reference and c a candidate. F1-score is computed as in ROUGE. Figure 2.9
is a visual representation of how recall is computed with BERTScore.

This metric allows also for the (optional) implementation of different importance weights
to each word. For example, rarer words may give a better indicator of sentence similarity
than common words, and for that reason it can be of interest to have different weights for
each. For that, the inverse frequency of the document (idf) is calculated for each token:

=1
idf (w) = —log% 3 Ifw € 2] (2.14)
M

where M is the number of reference sentences and I is an indicator function.

As a similar alternative to BERTScore there is BLEURT [Sellam et al., 2020], a machine
learning-based automatic metric that can detect many similarities between sentences. It is
composed of three main steps. Firstly, it applies BERT [Devlin et al., 2019] pre-training,
which in our tests was done through the RemBERT model [Chung et al., 2020], then applies
pre-training on synthetic sentence pairs, and finally, it is fine-tuned on a public collection
of ratings (the WMT Metrics Shared Task dataset) as well as the user’s own additional
ratings. Optionally, it can still apply fine-tuning on application-specific human ratings in
order to have better control of the domain utilized.

The previous methods are all automatic, meaning that they are employed through the
use of algorithms based on mathematical models to evaluate how good a summary is.
However, this may not be completely reliable, since summarization is a task that works
with language and not mathematics and there are linguistic properties that an algorithm
cannot process. For that, the only alternative is evaluation by humans. In this case, instead
of an algorithm evaluating the task, humans can assess not only the summarization but,
especially, the generation of slides.

To accomplish this kind of evaluation, texts and respective outputs (summaries or slide
decks) are shown to a group of people that rate them accordingly to predefined criteria
[Ermakova et al., 2019, Fabbri et al., 2021, Gupta and Gupta, 2019, Steinberger and Jezek,
2009, Sun et al., 2021al, such as:

e Readability: the slides are coherent, concise, fluent, and grammatically correct.

e Informativeness: the slides provide a good amount of information, covering the most
important contents of the text.
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e Consistency: the generated slides are similar to the gold ones.

These criteria can be presented as questions that humans need rate. For example, Sra-
vanthi et al. [2009] chose eight papers, generated slides from them, and set some questions
related to the readability and informativeness of the slides decks:

How much information is covered in the presentation?

What is the level of coherence in the slides?

How much do you think this presentation could be a good starting point to prepare
for the final presentation?

What is your overall satisfaction level with the presentation?

These questions were asked to the authors of the respective papers.

Fu et al. [2021] provided the slide decks generated by their approach (Deck B) and the
gold-standard slide decks (Deck A) to a group of people, and ask a few questions related
to their consistency, such as:

e Looking only at the TEXT on the slides, how similar is the content on the slides in
DECK A to the content on the slides in DECK B?

e How well do the figure(s)/tables(s) in DECK A match the text or figures/tables in
DECK B?

e How well do the figure(s) /table(s) in DECK A match the TEXT in DECK B?

However, human evaluation has also some issues. Firstly, it is subjective, since everyone
has different experiences and opinions. For example, if the evaluation task is given to people
in the area of expertise of the content in the papers and to people expert in linguistics, it
is normal that they have different ratings in the readability and informativeness criteria.
Even if people come with the same background, their opinions will not be the same. So,
it is crucial to have this in mind when choosing the judges for the task [Iskender et al.,
2021]. Additionally, it is important to have a good number of people rating the outputs
of the system. The more people involved in an evaluation, the more one can trust in its
results. The downside is that this can rebound and generate a high variance of ratings
[Belz and Kow, 2010], making it hard to take conclusions. Furthermore, contrarily to the
previous evaluation metrics, human evaluation is not automatic. A set of judges need to
be chosen, they need to read the original document or documents and the slides decks or
summaries, and evaluate them, which can be too laborious and take much time. Not to
mention that forcing all the participants to read all the documents can be impractical and
hardly controllable.

2.5 Conclusion

This chapter is used as an introduction of several concepts and algorithms that are go-
ing to be used later. It begins by briefly outlining natural language processing and its
significance. The various steps of summarization are then presented, beginning with pre-
processing, which is used to prepare and clean the data for the actual processing. After
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that, statistical, graph, and ML summarization methods are presented, with both ex-
tractive and abstractive summarization being included. Within ML, several methods are
described: Random Forest, SVR, RNN, CNN, LSTM, BiLSTM, GRU, biGRU, and trans-
formers. The metrics used to evaluate the summarization methods are then shown. Au-
tomatic metrics like ROUGE, BERTScore, and BLEURT are among them, as are human
evaluation methods.

The concepts covered and examples provided in this section will be used in the research
described in the following section.
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Related Work

This chapter presents the most relevant scientific research, in the context of automatic
generation of presentation slides, from the last years.

In order to create slide decks, most related work follows two main steps, as depicted in
figure 3.1: summarization of the most important topics in the text, and placement of the
summary in slides.

summarization

Slide Generation

Figure 3.1: Pipeline of the generation of slides

summarization is the first and most studied step, since the main objective is not the
aesthetics of the slide but its content, and so having the best possible summary of the
original content is crucial. Having the summary, the only step left involves finding the best
way to generate slides, which can also be complicated, but it is not the main issue studied
in this report. With that in mind, this chapter is divided into two sections representing
the two methods to summarization: extractive and abstractive, which are applied to the
generation of slides.

For each section, several papers on slide generation are reviewed and their main contri-
butions are highlighted, identifying the different methods, evaluation metrics, and resources
used, among other features that may be of importance.

3.1 Extractive methods

Extractive methods are simpler [Nenkova and McKeown, 2012|, because they only involve
extracting the most important sentences of a given text, without the need of changing any
word. summarization in extractive methods can be divided into two sub-steps: sentence
scoring and sentence selection, meaning that the sentences must be scored accordingly to
their importance and selected according to given criteria. Among these sub-steps, Sentence
Scoring is the most diverse and complex. It is where the candidate sentences to use on
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the summarization are isolated from the rest, so it is important that those are the ones
that better encapsulate what is transmitted in the original text. For this, there are several
different methods. The following subsections describe some of the extractive methods to
summarization that have been applied in the automatic generation of presentation slides.

3.1.1 Statistical Methods

The most straightforward approach to this problem is to use statistical methods that
determine which sentences are more likely to be important.

Christian et al. [2016b], Sariki et al. [2014] presented a very standard technique. It
starts by applying preprocessing, such as: case-folding, tokenization, stop word removal,
and stemming. After that, it analyses the remaining words in every sentence and gives
them a score based on the following characteristics: word frequencies, similarity with the
document title, location in text, and cue-phrase, that is, words that impact the importance
of a sentence.

Christian et al. [2016a| studied a similar approach where its applied preprocessing, such
as the method above, and the TF-IDF (explained in section 2.3.1) is calculated for every
word in the text. The score for each sentence is then determined by adding the TF-IDFs
of all the words in that sentence. The sentences with the highest scores are chosen for the
summary.

These are very simple and fast-to-implement systems, yet they can fall short in quality.
This is because it is only based on mathematical concepts and not on semantic or linguistic
knowledge.

3.1.2 Discourse Based

In contrast to the last method, the discourse-based method does not rely exclusively on
mathematical methods. Instead, it considers the semantic structure of a document to un-
derstand the importance of sentences in the text. Utiyama and Hasida [1999] used the
GDA tagset [Nagao and Hasida, 1998| to semantically annotate documents. This annota-
tion has three components: a parse-tree that annotates the syntactic structure; a semantic
relation that encodes a relationship between an element and the element that syntactically
depends on it; and a coreference that detects coreferences (i.e., different expressions that
refer to the same thing), with an id for each. With this additional information from the
added annotations, the system determines the topics in the document by searching for
syntactic subjects that will be classified according to their referents, i.e, a class will be
created for each subjects with their referents. Classes with fewer than two referents are
eliminated. Then, for each class, the element that corresponds to the id that represents
the class is chosen as a topic, unless the element is elaborated by another one. In that
case, the elaborating expression is the one selected to be a topic. Figure 3.2 has a sentence
example. The sentence is annotated, with <np> standing for noun phrase and <adp>
standing for phrasal tag, indicating that its element cannot be the head of larger elements.
Furthermore, <eq> is used to identify the id of the element that it refers to. In this case,
"his" refers to the id "jO" that corresponds to the element "John", so the class would be
named "John". In this way, the class would only have one referent which is not possible,
but it serves here as an example.

However, there are topics more important than others, so in order to select the topics to
utilize in the slides, spreading activation is applied to a tree with nodes as GDA elements
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<np id="3j0">John</np> beats
<adp eq="jO0">his</adp> dog.

Figure 3.2: Sentence annotated with the GDA tagset. Image taken from Utiyama and
Hasida [1999].

and links as their corresponding semantic relationships. Because the topics are GDA
elements, they will each be assigned an activation value that reflects their importance.
The topics with the highest values are the ones chosen for the slide decks. This process is
explained in section 2.3.2.

The second stage is to create the presentation. The first slide will contain the selected
topics, and each of the other slides corresponds to one topic: the title is the topic title, and
the contents are the topic summary in bullet points. The content is composed of extracted
sentences from the text that contain topical subjects. Redundant sentences are eliminated,
and the remaining ones are itemized using defined heuristics. The slides are dynamically
changed through the interaction of the audience. If during the presentation the audience
wants to know something about a certain topic, and there is more information about it in
the document, then a new slide is created regarding that topic.

The previous method is only possible due to the initial annotation of the content.
Shibata and Kurohashi [2005] presented a system for the Japanese language that analyses
raw text without the need for any previous annotation of the text. This system follows
four steps: preprocessing the sentences, discourse analysis of the text, topic extraction,
and the generation of slides.

In the first step, the sentences are separated into clauses, also referred to as discourse
units. Afterwards, a discourse analysis of the text is conducted by detecting the relations
between clauses in a sentence and between two sentences. Relations between clauses are
determined through the calculation of the similarity between the clauses, while relations
between sentences are obtained through the calculation of a score involving cue phrases,
word /phrase chains, and similarity between two sentences.

With the document analyzed, the next step is to extract topics. Topics are words in a
phrase whose head word is marked with "wa" due to characteristics of Japanese grammar,
but in addition to that, a topic can also be extracted using cue phrases. If there are various
cue phrases in a clause, the first one is going to be used to extract the topic. After having
the topics, everything else is considered non-topics. Also, for certain predicates that have
a specified case component, the non-topic parts are considered key points that will later
have emphasis on the slides.

Finally, with all the analysis and identifications made, the only step left is to build the
slides. These are built by following some heuristic rules: the title of the slide will be the
title of the text if it exists, otherwise it will be the first topic found in the text; if there is
a topic in the text, this will be shown at a first level and the following non-topics will be
at a second level; otherwise only non-topic parts will be displayed; if these parts are key
points, they will be emphasized; the level of a clause will be equal in the same sentence
and the indent of a sentence will be determined according to the coherence relation to its
parent.

A similar way of analysing the discourse structure of a document to generate slides was
presented by Hanaue et al. [2012]. It represents the document as a network structure of
units, considering a discourse unit as a text or image component, and the links between
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them their respective semantic relationships. Then, using the discourse structure, a logical
structure is created by grouping slide components according to their semantic relationship
in order to obtain a layout template. The template will then convert the logical structure
into a geometric structure, which is essentially the final layout of a slide, with figures,
tables, text, and other elements in the proper places.

3.1.3 Graph

The last method [Hanaue et al., 2012] represented the data as a network with nodes and
links connecting them. This section demonstrates a method in which a similar network
is used, but, instead of using the discourse structure of the text, the summarization is
accomplished through the construction of trees.

Sravanthi et al. [2009] presented a system that summarizes academic papers utilizing
a query-specific summarizer — QueSTS [Sravanthi et al., 2008|. Firstly, an integrated
graph (IG) is built. It is very similar to the network of the previous method, but instead
of discourse units as nodes, it uses sentences, and rather than representing links as the
semantic relationship, it uses some similarity scoring between sentences. Given a query,
all node weights are calculated by adding the relevancy of the node to the query and the
weights of neighbouring nodes.

After this, a contextual tree (CTree) is built for each query term from each node.
Firstly, a node is selected and added to the tree, along with no more than three of its
neighbors. Then, the tree continues to be built downwards, from the left to the right,
until the maximum depth is reached or the last node contains a query term. In the end,
the trees of all the query terms regarding a node are merged into a SGraphr. Figure 3.3
exemplifies the construction of the CT'rees from the node h of the integrated graph, taking
into consideration two query terms, and their posterior merge into a SGraphr. The top
side C'T'ree relates to the query one, that is in nodes b and f. Firstly, the node h and its
neighbors g and d are added to the tree, and then, because b is closer to d than g, b is
added as the child of d along with a and f. The bottom side C'I'ree concerns the second
query, that is present in nodes g and d, and as such the construction of the tree stops in
those nodes.

Figure 3.3: Example of the CTrees and SGraphr created from node h. Image taken from
Sravanthi et al. [2009]

After having all the SGraphs, they are ranked through a scored model, with the edges
belonging to all the C'T'rees of a node counted more than once. The one with the highest
rank is the summary.

However, the authors created a specific summarization method for every common sec-
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tion of an academic paper, so this system is not used to summarize the entire document.
All the methods are as follows:

e Introduction: The content of each of the sentence in this section is compared to the
abstract, and the sentences with the highest similarity are put on the slides with the
title equal to the title of the respective section.

e Related Works: The sentences with cite tags are retrieved and compared to the
introduction. The ones with the highest similarity are placed on the slides.

e Model and Experiment: It gives the QueSTS keywords and sentences under the
respective subsection. The sentences obtained are put on the slides in the order they
appear on the paper.

e Conclusion: The keywords and the title of the paper are retrieved and then used as
queries in the QueSTS system.

Furthermore, the paper is scanned for the presence of sentences referring to graphic
elements (“for example..", “in the following equation.."...) and all these sentences are added

along with the respective tag that contains said element.

3.1.4 Ontology

Ontologies are formal representations of a domain. Much like graphs, they consist of a set
of concepts and relationships among them.

Mathivanan et al. [2009] presented a system, composed of 11 modules, that takes
advantage of ontologies for scoring the sentences. The first module is a RTF Parser, in
which bold, italics, and underlined text are parsed and converted to a text file that serves
as input to the segmentation and ontology modules. In the first module, text segmentation
is followed by segment chunking and noun phrase extraction. The second one creates an
ontology and outputs a file in the Web Ontology Language (OWL) [Dean et al., 2004]. In
the OWL parsing module, the OWL file is taken as input and parsed to create an ontology
tree that is stored as an adjacency linked list. This is then used to find the semantic links
and the physical (structural) links between sentences. The given output is a relational
matrix.

Having all that information, sentence scoring is done next. The final sentence score
is a weighted average of individual scores based on sentence position, sentence centrality,
number of noun phrases in that sentence, number of keywords in the sentence and also in
other sentences, and semantic link between the keywords in these sentences and keywords
in other sentences.

As for sentence ranking, there are two different modules; one for title extraction and the
other for bullet point generation. Candidates for the title are noun-phrases from important
sentences or bold noun-phrases from the text, with the choice revolving around the noun
phrase with the most semantic links to all other noun phrases. As for the content in the
slides, sentences are put in Subject-Verb-Object format to generate the bullet points, which
are further organized into Definition, Types, Examples, Advantages and Disadvantages by
looking at each sentence’s keywords.

Sathiyamurthy and Geetha [2012] utilized a very similar method, in which domain and
pedagogy ontologies are constructed to extract semantic and contextual links from the
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document for effective sentence and title extraction. The domain ontology aims to limit
the use of a concept to a restricted sense, specific to the domain, and is composed of a
domain layer, a class layer, which is a collection of concepts from the first layer, and a
constraint layer that deals with relations and axioms of a concept in the second layer. The
pedagogy ontology is an automatic annotation of contextual labels to the corresponding
segments of text.

With those concepts, the system is ready to be built. This system has two main
components, which are title identification and sentence selection. For the first component,
given a text segment, a tree is constructed with the nodes representing domain concepts and
the edges representing the hierarchy between the nodes. Then, in order to determine the
title to be used within the domain concepts, the number of articulation nodes connecting
to it is calculated. Nodes are articulation points if they have a child whose vertices are
connected to the ancestors or, in the case of being a node root, have at least two children.
The concept with the maximum number is the chosen title.

Finally, for sentence selection, a methodology very similar to Mathivanan et al. [2009]’s
is used. The score, much like before, is based on centrality, layout position, number of noun
phrases, number of keywords present in the sentence and also present in other sentences,
and semantic link between the keywords in these sentences and those of other sentences
identified using ontology.

3.1.5 Machine Learning

Supervised Machine Learning is currently the most used and documented method to the
automatic generation of slides. Generally, this method is known for its use of several
diverse classifiers. However, for this particular task, Support Vector Regression (SVR) is
the most common choice in the literature. For instance, Hu and Wan [2013] used an SVR
model, learned through the features and importance scores of the sentences in the training
set, obtained through the maximum similarity between a sentence and the sentences in the
slides, in order to assign the importance of each sentence in the test set. The importance
of a sentence is the maximum cosine similarity between said sentence and each sentence
on the corresponding slides, while the features of each sentence are:

e Similarity with the respective section and subsection titles.
e Number of words in the sentence that overlap with ones in the titles

e Sentence position: the position of a sentence in its section divided by the number of
sentences in the section.

e Sentence’s parsing tree information: the number of noun phrases and verb phrases,
the number of sub-sentences, and the depth of the parsing tree.

e Stop words percentage.

e Length of a sentence and the number of non-stop words.

However, the authors only employ ML in the selection step. For the ranking of the
selected sentences, Integer Linear Programming (ILP) is used instead. In this method,
chunking is applied in order to obtain noun phrases that will be candidate key phrases. The
key phrases are going to be the bullet points, and the sentences relevant to the phrases are
placed below the bullet points. The objective function contains three parts that maximize:
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the average importance of the sentences in the slides, the weights of the bigrams, which
are sets of two words that appear on the slides, and the weight coverage of key phrases.
Coverage refers to when a sentence contains the selected key phrases. Finally, the titles of
slides are set by using the titles of the corresponding sections.

This work inspired many others, all using SVR for sentence scoring and ILP for sen-
tence selection. Shaikh and Deshmukh [2016]| used a simplified version, only making use
of two features: word overlap and sentence position. Bhandare et al. [2016] used TF-
IDF to calculate important sentences instead of cosine similarity. Syamili and Abraham
[2017] included images, placing them in the slides respective to the section they are in the
document.

However, SVR is not the only possible classifier for learning scores, nor is ILP the sole
method for ranking. Sefid et al. [2019] presented a system that provides a Multi-Layer
Perceptron (MLP) with three combined types of sentence embeddings in order to give an
output score for a given sentence. Firstly, similar to the PPSGEN method, it starts by
parsing the text with Stanford CoreNLP [Manning et al., 2014]. Then, in order to attribute
a score to each sentence, instead of cosine similarity, the score is given by the maximum
Jaccard similarity of unigrams and bigrams, sequences of one and two words, between a
sentence and all the respective slides of the training data. After having the score, all the
layers corresponding to the embeddings are ready to be built. The first layer corresponds
to semantic embedding, meaning that the semantics of the sentence will be transformed
into a vector. In order to obtain the said vector, two types of neural networks are tested,
and the one with the best performance is chosen. The first one is a Convolutional Neural
Network, in which the output is given by a merge of embeddings of all the bigrams in
a sentence. Firstly, for each bigram, a tanh activation function is applied to create new
features, receiving as inputs the bigram multiplied by a filter added to a bias. Then, max
pooling is applied to all these functions in order to discover the best one that is going to
be applied. Moreover, this system also applies a Recurrent Neural Network, composed by
two networks that receive input word vectors previously trained. Both of these networks,
LSTM and GRU, have the undertaking of selecting which information should be kept or
forgotten.

The second layer stands for context embedding and simply creates two vectors with
the semantic embedding of a sentence and its three previous and three following sentences
in order to understand in which context a sentence stands.

Finally, the last layer makes use of the syntactic embedding. The layers above focus
on semantic features, but this last one focuses on surface features such as: sentence sec-
tion (belonging to sections that mention the general work has more weight), position in
the section, number of noun phrases, number of verb phrases, number of sub-sentences,
height of the parse tree, ratio of stop words among tokens, number of tokens, number
of characters in the sentences, average IDF, average TF, and similarity of tokens of the
sentence with tokens of the general and section titles. After having the scores, in order to
select the sentences to be used in the summary, two common methods are used. Greedy
search chooses the N best sentences that do not surpass a threshold of bigram overlap and
summary size. ILP aims to maximize the product of a sentence score with the number of
characters in the sentence.

Then, for the slide generation step in this system, each slide is composed of a title and
two level bullet points. The second-level bullet point contains all the sentences previously
extracted, and the first level contains phrases obtained through said sentences. Then,
the phrases are ranked according to their average frequency and placed along with the
sentences in the slides. Finally, the title of the slide is the title that corresponds to the
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section of the first sentence in the said slide.

The same authors Sefid et al. [2021a] proposed an identical method, in which the
sentence ranking and slide generation are the same, but the sentence labeling and scoring
differ. Instead of labeling sentences with Jaccard, they use a windowed labeling ranking
method, meaning that several windows will be chosen and, within them, sentences will
be labeled according to the SummaRuNNer method [Nallapati et al., 2017]. This method
assesses whether adding a given sentence will improve the ROUGE score, and if the answer
is yes, then it is labeled with a one, otherwise it gets a zero.

As for the sentence scoring, instead of neural networks, this system uses novelty, im-
portance, and position. However, in order to apply this, a previous step that creates a
document embedding is required. This is done in two ways. One applies ReLLU as an acti-
vation function that receives as input a multiplication of a weight, a bias, and the average
of sentence encodings generated by a bi-LSTM and therefore composed of forward and
backward hidden states of the last token in the sentence. The other one also uses sentence
embedding, but instead of using only one token, all the hidden states of all the word-level
tokens are concatenated to create the sentence encoding. Then, together with the model
matrix to be learned, it is sent to a softmax layer to generate the attention weights. Fi-
nally, the sentence embedding is the average of the output of the softmax multiplied by
the sentence encoding. This, along with a similar attention layer, is further used to create
the document embeddings. Also, sentence level attention is used as a weight to identify
the most important sentences.

After this, the only step left is to rank the sentences. So, it uses a sigmoid function that
receives as input a sum of the position of the sentence in the document, the salience, the
novelty, and the content similarity to the gold summaries. Salience makes use of document
and sentence embeddings and tries to identify the importance of a given sentence. The
novelty corresponds to how different a sentence is from the ones already in the summary.
For that, it needs a summary embedding that is created by summing all the sentences
already in the summary.

All the methods above focus on summarizing everything in a document at once. How-
ever, instead of doing this, Li et al. [2021] proposed a system that receives topics, described
by section titles, as a query, and only summarizes the content related to each topic. For
this purpose, the authors started by performing a study between academic papers and slide
decks to determine the most important topics when creating presentations. This study con-
sisted of determining the popularity of each topic and the portion of the text in the slides
taken from the paper and not from an external source, and choosing the ones with the
highest score. The results showed that the topics “Contribution", “Dataset", “Baseline",
and “Future Work" were the most relevant and were, therefore, the ones picked.

With the topics chosen, the system proceeds to the slide generation, in which it starts
by selecting the pseudo target and pseudo training data. The target is given by the output
of a log-linear model with heuristic weights. For the data, the papers containing keywords
related to the topics are chosen. After pre-processing, sentence scoring and selection are
accomplished through mutual learning of the Neural Sentence Selection Model and Log-
Linear Classifier with Prior Knowledge. Each classifier is trained alternately until they
converge on each other.

The neural sentence selection model aims to capture the sentence semantics and is
composed of two modules: Paper Encoder and Sentence Selector. The first module starts
by creating a basic representation of each sentence in the paper using a single-layer bi-GRU.
For each word in each sentence, it calculates the GRU hidden states and then concatenates
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the last forward and first backward states to form the sentence representation. After that,
the basic representation is applied to a bi-GRU and the results of the hidden states are
concatenated to form the final sentence representation. Furthermore, after all the sentences
are encoded, they are sent to the second module, which calculates the probability of each
sentence being selected, through the use of GRU and functions softmax and tanh.

The Log-Linear Classifier with Prior Knowledge encodes the prior knowledge as features
within a log-linear model and uses them to calculate the importance of a sentence. There
are four features applied to each sentence with the following values:

e Keyword: the value is one for the sentences that have the keyword and zero for the
ones that do not.

e Belonging Section: the value is one if the section of the sentence has a section key-
word, otherwise is zero.

e Sentence Position: the value is the normalized position of a sentence.

e BERT-QA Signal: inputs a question related to the contents of each topic in the paper
to the 2019 BERT-based Question Answering model [Devlin et al., 2019], fine-tuned
on SQUAD [Rajpurkar et al., 2016]. Given the topic "Contributions" it return the
question: "what are the contributions in this paper?". If the sentence contains the
output, the value is one, otherwise it is zero.

All these papers presented methods that extracted entire sentences from a text. How-
ever, extractive retrieval is a major limitation in summarization due to the fact that, among
other reasons, it is not possible to select the important part of a sentence. A sentence can
have much useless information and be a crucial part of the summary. With that in mind,
Wang et al. [2017] propose a methodology for extracting phrases instead of sentences.
In their method, a Random Forest (RF) Classification model is trained to decide which
phrases to include in the summary. Each sentence in the slides is parsed in order to find
the verb and noun phrases (VP and NP), and then they are compared with the candidate
phrases through cosine similarity. Furthermore, for each phrase, the following features are
extracted: phrase position, phrase length, TF-IDF, section, phrase type (VP and NP), and
parse tree information.

The output of the classifier will provide the salience of each phrase, and if it is greater
than a threshold, it is kept. Then, each phrase should have the level of the bullet points of
the slides assigned. To do so, the hierarchical relationship between phrases is determined,
with only the most powerful relationships being kept. A RF classifier is used to identify
the phrases that have that relationship. In this case, a method very similar to the one
described above is used, but only the pairs of phrases in the slides that have a hierarchical
relationship are used to compare the candidates. Moreover, there is the addition of the
features related to the difference in position, phrase length, TF-IDF, type, and parse tree
information. Only the phrases with the strongest hierarchical relations are kept. Finally,
in order to select the phrases, two different greedy algorithms are proposed. One selects
phrase pairs with strong hierarchical relationships, and the other selects individual phrases
with high salience.

Even though this system is a step forward to better summarization, there are still many
limitations, like, for example, adding new words, since it is not possible to derail from the
given phrases. For that, abstractive summarization is exploited.
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3.2 Abstractive summarization

Fu et al. [2021] proposed a system that, at first glance, seems identical to the extractive
methods. In fact, extractive methods are used to select important sentences. However,
after selecting those sentences, an abstractive method is applied to paraphrase them and
making them more concise. Text box 3.2.1 shows an example of a paraphrased sentence.

Original:

The Carnation Revolution, also known as the 25 April, was a military coup by
left-leaning military officers that overthrew the authoritarian Estado Novo regime on
25 April 1974 in Lisbon.

Paraphrased:

The authoritarian Estado Novo regime was overthrown in Lisbon on April 25, 1974,
during the Carnation Revolution, also known as the 25 April, which was a military coup
led by left-leaning military officers.

Text 3.2.1: Original and paraphrased sentence extracted and edited from the Wikipedia
article "Carnation Revolution".

So, the system is composed of four modules: Document Reader (DR), Progress Tracker
(PT), Object Placer (OP) and Paraphraser (PAR). DR encodes the figures and text. The
text is encoded sentence by sentence with the transformer RoBERTa [Liu et al., 2019]
and then, a contextualized sentence embedding is extracted using a Bidirectional Gated
Recurrent Unit. As for the figures, embeddings for the image and caption are created
with the network ResNet-152 [He et al., 2016] and then combined into a figure embedding.
After that, both text and figure embeddings are projected to a shared embedding space
using a two-layer MLP and combined with a section embedding. Then, the output is sent
to PT that has pointers for the slides and the sections and learns a policy to progress to
the next section or slides. It is composed of a three-layer hierarchical RNN; in which each
layer encodes the latent space for each level in a section-slide-object hierarchy. The first
layer uses GRU to encode the information of a section. The second layer uses GRU and a
two-layer MLP that learns a policy to predict if more slides for that section are required
or if they should advance to the next section, and the third layer uses the same method
as the second layer, but this time the policy determines if the object should be in the
current slide or not, which is, to some extent, similar to the next section OP that selects
objects from sections and decides on which slide and in which position they should be,
also using MLP. Finally, the PAR module is where the abstractive method of this system
is represented. It takes a sentence, before placing it in the slides, and paraphrases it using
an attention-based sequence-to-sequence. So, in reality, the abstractive part is quite small,
as most of the system is composed of extractive methods.

Sun et al. [2021a] presented a methodology that only uses abstractive methods, by
taking automatic generation of slides as a question-answering problem. The idea is to have
a title for each slide, and then the document is queried for content related to the title or its
keywords. For that, it resorts to four modules. In the Keyword Module, a hierarchical tree
of the titles of the document is constructed. Then, in the Dense IR Module, a dense vector
IR model is trained to minimize the cross-entropy loss of titles to their original content.
This model will be later used to compute representations for all paper snippets and slide
titles. After that, in order to measure the previous vectors’ similarity, a pairwise inner
product between them is applied. The snippets with the highest similarity are chosen as
inputs for the next module. Finally, in the QA module, there is a BART model [Lewis
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et al., 2019] that uses the slide title and related keywords as a query and the top-ranked
text snippets as context. Furthermore, there may be a figures and tables module that
employs the dense vector IR model to determine the degree of similarity between captions
and slide titles, with the most similar ones being used.

3.3 Other summarization Methods

So far, this chapter has only presented summarization methods that were used in the state
of the art with the objective of creating slides. However, there are other methods that
were not included but could also be interesting to apply to a slide generation problem.
This section presents some, among them TextRank [Mihalcea and Tarau, 2004|, LexRank
|[Erkan and Radev, 2004|, LSA [Deerwester et al., 1990| and Lexical Chains [Sethi et al.,
2017].

TextRank [Mihalcea and Tarau, 2004] is a method that resorts to graphs, such as
QueSTS, in order to automatically summarise one or several documents. This method
starts by, in the case of existing documents, grouping them into the same text. Then, it
splits the text into sentences and transforms them into vectors. Through those vectors, it
calculates the similarity between sentences and puts the results in a matrix that will be
converted into a graph, where nodes are sentences, and edge weights are the similarity of
the sentences it connects. Finally, based on edge weights, a ranking algorithm is applied
to the graphs, and the sentences with the highest ranking are the ones chosen for the
summary.

LexRank [Erkan and Radev, 2004] is similar to TextRank, with the difference being in
the selection of the most important sentences. For that, this method utilises the eigenvector
of centrality. At the end of this operation, the sentences with the highest values are the
most important and the ones chosen.

LSA [Deerwester et al., 1990| analyses relationships between a set of documents and
the terms contained within. For that, it creates a term-document matrix, where each cell
corresponds to the frequency of a word or term in a document. Then the matrix is given
as input to the Singular Value Decomposition (SVD), that will output three matrices, that
will be used by some method in order to select the sentences for the summary. In these
experiments, the Steinberger and Jezek [2004] method was the one used. Steinberger and
Jezek [2004] makes use of the matrix concepts x sentences, where the rows are sorted by the
importance of the concepts. With this matrix, the length of the sentences is determined by
considering concepts with indices less than or equal to the provided dimension. Then, as
a multiplication parameter, a second matrix resulting from STD is employed to emphasise
the most significant concepts. The chosen sentences for the summary are the ones with
the longest lengths.

Lexical Chains [Sethi et al., 2017| are sequences of semantic related words. In order to
understand how words were connected in this method, the lexical database WordNet [Fell-
baum, 1998| was used, more specifically, the synsets of each word were obtained, were
the synsets correspond to the various meanings associated with the respective word, and
then the lexical chains were constructed, where each chain corresponded to a meaning and
the words that composed them were words with that meaning. However, not every word
was used, only nouns and proper nouns were considered. It is also important to mention
that, through the use of coreference resolution, for every pronoun the respective noun was
obtained in order to have a better grasp of the frequency/importance of each of them.
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After having the lexical chains, the next step was to assign a score to each sentence. For
each chain that respects the following equation (strong chain), the first sentence containing
this chain is added to the summary:

Score(Chain) > AV G(Scores) + ratio x ST D(Scores) (3.1)

were the score of a chain is given by:

Isolated

Score(Chain) = Length * (1 — Length

) (3.2)

with length being the sum of the frequencies of every word of the chain in the text, and
the variable I'solated is equal to the number of words in the chain that only occur once in
the chain.

All the sentences with a score (see equation 3.3) greater than the average of sentences
scores are also added to the summary:

Count(Nounsinstrongchains)

Score(Sentence) = (3.3)

SentenceLength

The sentences were added to the summary in the order they appear on the original
article.

In addition to these methods, this problem may also benefit from the use of abstractive
summarization methods. In order to test these other methods, transformers were used.
Transformers are machine learning models that are already implemented and ready to
use. These are pre-trained, i.e., trained on a large generic corpus and then fine-tuned, i.e.,
adapted to a particular task or dataset, in this case summarization. However, these models
have a limitation, since they can only process small texts, resulting into bigger texts being
cut for the models to function.

Seven different summarization transformers were tested for familiarisation purposes, to
analyse their results and determine their relevance to the project. These transformers can
be found in the HuggingFace library '. They are:

e T5 Large For Text Aggregation |Pletenev, 2021|

Raffel et al. [2020] proposed a transformer (T5) that is capable of solving any NLP
task with the same model, loss function, and hyperparameters. This is possible
because T5 reframes all tasks to a text-to-text-format where the input and output
are always text strings.

Furthermore, the authors also proposed a dataset (C4), used for pre-training, com-
posed by a clean version of Common Crawl?. This cleaning involved deduplication,
discarding incomplete sentences, and removing offensive or noisy content.

Pletenev [2021] employs T5 and fine-tunes the model with the CrowdSpeech dataset
[Pavlichenko et al., 2021]. The texts in this dataset are broken down into audio
files using speech synthesis tools, which are then distributed to crowd workers to
annotate, resulting in the creation of the gold standard summaries.

"https://huggingface.co
Zhttps://commoncrawl.org
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o Multilingual T5 [Hasan et al., 2021]

mT5 is a multilingual variant of T5 that was pre-trained on mC4, a variant of C4
that has text in 101 languages. However, it does not include any supervised training.
Therefore, it needs to be fine-tuned to be useable on a downstream task. In this
transformer, the XLSum dataset was used for this purpose.

[Hasan et al., 2021] assembled a dataset formed by over 1 million articles written in
44 languages, extracted from the BBC website. This dataset is highly abstractive
and concise. Its extraction was made through a curation tool that automatically
extracts the articles and summaries from BBC. These summaries are composed of
one or two sentences, written by the authors to give an outline of the whole article.

e Roberta2Roberta L-2/ |Rothe et al., 2019

This transformer was initialized on the Roberta-large checkpoints and was fine-tuned
using the XSum [Narayan et al., 2018| dataset. This dataset is composed of BBC
articles and their brief summaries written by the authors.

RoBERTa follows the implementation of BERT but modifies some hyperparame-
ters, training with much larger mini-batches and learning rates. This model was
pre-trained with the following datasets: BOOKCORPUS [Zhu et al., 2015] (used
in BERT), CC-NEWS |Nagel, 2016| (news taken by Common Crawl), OPENWEB-
TEXT [Gokaslan and Cohen., 2019] (text is web content extracted from URLSs shared
on Reddit) and STORIES Zhu et al. [2015] (extracted through Common Crawl).

o Distilbart 12-6 [Shleifer and Rush, 2020]

This transformer is a distillation version of BART, i.e., a shrunken version of the
model, that is re-fine-tuned with, in this case, the CNN/DailyMail dataset.

BART [Lewis et al., 2019] is a model that was pre-trained using the following
datasets: SQuAD 1.1 [Rajpurkar et al., 2016], MNLI [Williams et al., 2017], ELI5
[Fan et al., 2019], XSum |[Narayan et al., 2018], ConvAI2 |Dinan et al., 2019], and
CNN /DailyMail [Hermann et al., 2015, See et al., 2017|. Due to the diversity of the
datasets, this model is capable of several tasks, such as, summarization, translation,
dialogue...

e Pegasus Wikihow, Pegasus CNN/Dailymail, Pegasus Xsum

These last three transformers [Zhang et al., 2019| belong to the same model, which
was trained on the C4 dataset [Raffel et al., 2019|, and the HugeNews dataset, a
collection of 1.5 billion articles that the authors compiled themselves published be-
tween 2013 and 2019, including articles from the XSum [Narayan et al., 2018] and
CNN/DailyMail [Hermann et al., 2015, See et al., 2017] datasets. The difference be-
tween these transformers lies in the dataset used for fine-tuning each model. Finally,
each of them was tested on the testing set of the C4 and HugeNews datasets.

The WikiHow dataset [Koupaee and Wang, 2018| is constructed by concatenating
all the paragraphs to form the text and by concatenating all the bold lines at the
beginning of each paragraph to form the golden standard summaries.

These transformers were employed using the HuggingFace library 3. This library is
composed by several models and datasets in several NLP problems, being one of them
summarization.

https:/ /huggingface.co
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3.4 Summary

In this chapter, several state-of-the-art research projects for slide generation were identified
and briefly explained. The algorithms used for the creation of slides were all composed
of two main steps: summarization and slide generation, with the first step receiving the
most attention because it focuses more on the slides’ text and allows for the application
of a variety of different methods. These methods can be extractive or abstractive, with
very little research supporting the latter. Extractive methods extract full sentences from
the original text and place them in the summary, while abstractive methods try to create
summaries more like what a human would do, adding new sentences or words to the
summary.

There are five types of research for extractive methods: statistical, discourse-based,
graph, ontology, and machine learning. From those types, only machine learning is super-
vised, meaning that these approaches need to be trained, contrarily to the others that are
unsupervised, and so they do not require any dataset for training, allowing for a summariza-
tion of every text, independent of their language or topic. As for the abstractive methods,
there are only two papers that research it. One simply uses extractive methods and then
applies paraphrasing to the resulting summary, while the other uses a question-answering
model that takes section titles as questions and creates answers for them.

The table below (3.1) shows a brief synthesis of the works described in the state of
the art for slide generation. For each work, the used evaluation metrics, resources, and
methods are identified, also presenting brief highlights of the paper’s content. This will
make it easier to pinpoint the several differences between methods.

Citation method Resources Key Aspects Evaluation
Sariki et al. | Extractive: N.D. Merger of the statistical methods: | Similarity
[2014] Statistical cue-phrase, word frequency, title | with man-
similarity, location ual and
automatic
summaries
Utiyama and | Extractive: GDA tagset [Na- | Annotation of the syntatic struc- | Human
Hasida [1999] Discourse gao and Hasida, | ture, semantic relations and coref-
Based 1998] erence, identification of topics, dy-
namic adaptation of the slides
Shibata and | Extractive: JUMAN Discourse analysis of the text: de- | Human
Kurohashi Discourse [KUROHASHI, tection of relation between clauses
[2005] Based 1994], KNP | in a sentence and between two sen-
[Kurohashi and | tences, topic extraction and genera-
Nagao, 1994] tion of slides through heuristic rules
Hanaue et al. | Extractive: N.D. Construction of a network structure | N.D.
[2012] Discourse with nodes as text and images and
Based links as their semantic relationship.
Then accordingly to that relation-
ship group slides components
Sravanthi Extractive: LaTeXML, Composed by an integrated graph | Human
et al. [2009] Graph QueSTS  [Sra- | in which the nodes are sentences
vanthi et al., | and the edges represent the cosine
2008] similarity between the nodes. Key
phrases are extracted and given as
a query to the graph in order to ex-
tract important sentences related to
it
Mathivanan Extractive - | Doddle OWL | Text segmentation, chunking, ex- | Precision, Re-
et al. [2009] Ontology [Morita et al., | traction of noun-phrases and ontol- | call, F1-Score
2006] ogy creation to identify important
sentences
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Sathiyamurthy | Extractive ACM Comput- | Domain and pedagogy ontology cre- | Precision, Re-
and Geetha | Ontology ing Classification | ation to identify important sen- | call, F1-Score
[2012] System * tences
Hu and Wan | Extractive: PDFlib ® | Prediction of importance scores for | ROUGE-1,
[2013] Machine ParsCit [Coun- | each sentence using SVR, selection | ROUGE-2,
Learning cill et al., 2008|, | of the most important contents us- | ROUGE-SU4
xpdf ¢, Microsoft | ing ILP and T-Test
Office API 7,
OpenNLP 8
Arnetminer
IBM CPLEX
optimizer *°
Bhandare Extractive: N.D. Applies SVR model for important | ROUGE
et al. [2016] Machine sentence calculation, applies ILP
Learning model for generalization of slide
Shaikh  and | Extractive: Stanford ~ NLP | Measures sentence importance with | ROUGE-1
Deshmukh Machine [Manning et al., | SVR. Selects the best ones with ILP | ROUGE-2
[2016] Learning 2014] ROUGE-SU
Syamili and | Extractive: N.D. Uses SVR for sentence scoring and | N.D
Abraham Machine ILP for selection
[2017] Learning
Wang et al. | Extractive: N.D. Uses a random forest classifica- | ROUGE-N
[2017] Machine tion model to select the candi-
Learning date phrase and determine the hi-
erarchical relation between phrases.
The phrases are selected through a
relation-first and a saliency-first al-
gorithm
Sefid et al. | Extractive: Stanford Label the sentences, rank the sen- | ROUGE-1
[2019] Machine CoreNLP [Man- | tences using semantic, context and | ROUGE-2
Learning ning et al., | syntactic embedding, select the sen- | ROUGE-L
2014] tences through a greedy and ILP | ROUGE-W
method and generate the slides
Sefid et al. | Extractive: PS5K  dataset, | Label the sentences, rank the sen- | ROUGE-1
[2021a] Machine SummaRuNNer tences using novelty, importance | ROUGE-2
Learning [Nallapati et al., | and position, select the sentences | ROUGE-L
2017], Stan- | through a greedy and ILP method
ford  CoreNLP | and generate the slides
[Manning et al.,
2014]
Liet al. [2021] | Extractive: ACL Anthology | Selection of sentences based on a | Performance
Machine Reference Cor- | topic. Sentence scoring and selec- | of relevant
Learning pus [Bird et al., | tion is accomplished through mu- | sentence se-

2008]

tual learning of Neural Sentence Se-
lection Model and Log-Linear Clas-
sifier with Prior Knowledge

lection  from
paper and
comparison
with human-
generated
slide

“https: //www.acm.org/publications/computing-classification-system /1998 /ccs98
Shttps://www.pdflib.com

Shttp://www.xpdfreader.com

"https://docs.microsoft.com/en-us/office/dev/add-ins/powerpoint /

8https://opennlp.apache.org

https://www.aminer.org

Ohttps: //www.ibm.com/products?types[0]=software
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Fu et al. | Extractive: SciDuet dataset, | Composed by 4 modules: Docu- | ROUGE-SL,
[2021] Machine ResNet-152 [He | ment Reader encodes figures and | LC-FS, mloU,
Learning and | et al., 2016] text, Progress tracker learns a pol- | TFR, Human
Abstractive icy to progress to the next sec-
tion or slides, Object Placer se-
lects objects of sections and chooses
in which slide they should be and
in which position and Paraphraser
paraphrases sentences
Sun et al. | Abstractive: DOC2PPT Users input the slide title and then | ROUGE met-
[20214] Query-based dataset the document is queried for content | rics and quali-
related to the title or its keywords tative Human
Table 3.1: Compendium of the automatic slide generation papers

Furthermore, there is a last section in this chapter that describes other summarization
methods that were not used for the slide generation problem but that might be interesting.
Among them are four extractive methods (TextRank, LexRank, LSA and Lexical Chains)

and seven transformers (models already trained) for abstractive summarization.

Even

though transformers are used for several NLP problems, it is still not possible to apply
them to a slide generation problem because slide decks have several aspects that need to be
evaluated, such as information organization, figure inclusion and placement, among others,
that transformers cannot yet process. Therefore, the next best option is to only evaluate
the text, i.e. the summary.
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Summarization Results

The main component of this work is the summarization of texts. Therefore, as a first
step experiments regarding only this step were conducted. The outcomes of all those
experiments are presented in this chapter. These tests involved the use of automated
evaluation metrics, more specificallyy, ROUGE, BERTScore, and BLEURT, to evaluate
extractive and abstractive summarization methods when applied to two datasets composed

of text and slides: SciDuet [Sun et al., 2021b] and PS5K [Sefid et al., 2021b].

The first section of this chapter identifies all the methods used for this report’s ex-
periments, while the second describes the used datasets. The next two sections present,
respectively, all the results obtained for the extractive and abstractive methods. In each
section, a discussion of the results is given, and then in the fifth section, a comparison
is made between both types of summarization. Furthermore, there is a last section that
summarises all the main conclusions drawn from the experiments.

4.1 Methods

As already mentioned, methods for summarization can be of two types: extractive or
abstractive. To have a good understanding of which one is more appropriate for the final
objective of constructing slides, both options were explored. For extractive, seven methods
were chosen: LSA [Deerwester et al., 1990|, Lexical Chains [Sethi et al., 2017|, TextRank
[Mihalcea and Tarau, 2004], LexRank [Erkan and Radev, 2004|, TF-IDF [Jones, 1972,
Luhn, 1958], QueSTS [Sravanthi et al., 2009], and SVR [Hu and Wan, 2013|. The last
two were chosen because they were already applied in previous research and had promising
results, as is stated in sections 3.1.3 and 3.1.5 of chapter 3. The implementation of QueSTS
followed the details presented in section 3.1.3. The only difference lies in the fact that this
method was used to summarise all the text of a document, while Sravanthi et al. [2009]
used different methods to summarise the different sections of the academic papers (no
other type of documents were considered). As for the SVR method, the only supervised
extractive method, its implementation followed the work described in Hu and Wan [2013],
with some changes to the sentence selection step. Integer Linear Programming is also used,
but the objective function only seeks to maximise the average importance of the sentences
in the summary, having as a limitation the number of sentences that the summary can
have.

Regarding the other methods, they were chosen due to their frequent use in summariza-
tion problems but uncommon use in summarization for slide generation. TF-IDF [Jones,
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1972, Luhn, 1958]| is a straightforward, frequency-driven method, as described in section
2.3.1. For summarization, this method is applied to every non-stop word in every sentence,
but instead of T'F' calculating the frequency of a word in a document, it calculates the fre-
quency of a word in a sentence, and instead of I DF receiving the number of documents, it
receives the number of sentences in the document. Then, the value of TF-IDF of all words
in a sentence is added, and the sentences with the highest score are the ones chosen.

The remaining methods, TextRank, LexRank, LSA, and Lexical Chains, are applied as
described in section 3.3.

All of these methods are extractive, which means that the summary they produce is
composed of sentences extracted exactly as they are from the original text. As an attempt
to improve the quality of the summaries, a new method was created that combines the
summaries obtained from the different methods. This is done using sentence frequency,
i.e., counting the number of occurrences of each sentence in the summaries of the different
methods and constructing/building the final summary from the sentences with counts
above a certain threshold. This aims to find the best sentences, supposing that the more
summaries a sentence appears in, the more important it is.

Additionally, abstractive methods using transformers were investigated in addition to
these extractive methods, as detailed in section 3.3.

4.2 Datasets

The approaches studied in this work all seek to summarise texts. However, the final
objective is not to create summaries but to create presentation slides. With that in mind,
summarization methods were tested in datasets used for slide generation. So, even though
it is not possible to access the quality of the slides, it is possible to access the quality of the
text that will be later included in them. If these approaches were to be tested with datasets
of summarization, it would still be possible to understand the quality of the summaries.
However, summaries made for slides versus those made for summarization only can differ.
For instance, it is common to present information in a slide as a set of short phrases (or
bullet points), whereas the relevant, or more detailed, information related to the phrases
is filled in by the speaker during the presentation. This is unlike a text summary which
condenses the original text into a shorter amount of text while maintaining all of the
important information.

With that in mind, two datasets were tested: SciDuet [Sun et al., 2021b| and PS5K
[Sefid et al., 2021b] which include published scientific papers paired with human-produced
slides used for presenting them. The datasets contain papers in the fields of computer
and information science, machine learning, neural information processing systems, and
computational linguistics.

SciDuet has 952-55-81 paper-slide pairs in the Train—Dev—Test split, while PS5K has
4000-250-250. To use these datasets, the text from the documents is used as the input
to the methods. The text of the slides is also extracted and used as a reference, against
which the produced summaries are evaluated. Figure 4.1 show some of the slides used as
reference and the text that is extracted from them.

In addition to these datasets, the CNN /Daily Mail dataset [Hermann et al., 2015, See
et al., 2017] was also used. This dataset is summarization only, meaning that it is composed
of documents and their respective summaries instead of presentation slides (that will have
their text extracted and joined as a summary). As a result, the goal summaries for this
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Talk Structure
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Talk Structure Combinatorial Auctions Log(m)-approximation for CF auctions An
incentive compatible O(m1/2)approximation of CF auctions using value queries.2-
approximation for X0S auctions A lower bound of e/(e-1)- for X0S auctions
Combinatorial Auctions A set M of items for sale. |M|=m.n bidders, each bidder i
has a valuation function vi:2M->R+. Common assumptions:Normalization: vi()=e Free
disposal: ST vi(T) vi(S) Goal: find a partition S1,,Sn such that social welfare
vi(si) is maximized Combinatorial Auctions Problem 1: finding an optimal allocation
is NPhard. Problem 2: valuation length is exponential in m. Problem 3: how can we
be certain that the bidders do not lie ? (incentive compatibility) Combinatorial
Auctions We are interested in algorithms that based on the reported valuations {vi
}i output an allocation which is an approximation to the optimal social welfare. e
require the algorithms to be polynomial in m and n. That is, the algorithms must
run in sublinear (polylogarithmic) time. We explore the achievable approximation
factors.Access ModelsHow can we access the input ?0ne possibility: bidding
languages.The black box approach: each bidder is represented by an oracle which can
answer certain queries. Access Models Common types of queries:Value: given a
bundle S, return v(S).Demand: given a vector of prices (p1,, pm) return the bundle
S that maximizes v(S)-jSpj.General: any possible type of query (the comunication
model).Demand queries are strictly more powerful than value queries (Blumrosen-
Nisan, Dobzinski-Schapira)

Figure 4.1: Set of Slides taken from the dataset PS5K relative to paper "Approximation
Algorithms for Combinatorial Auctions with Complement-Free Bidders" from authors Sha-
har Dobzinski, Noam Nisan and Michael Schapira, and the sentences that are extracted

from each slide.
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dataset are smaller, which is very helpful for transformers since they can only process short
texts. The PS5K and SciDuet, on the other hand, would require text to be cut in order for
the transformers to use them, which would not be ideal because a lot of crucial information
would be lost. Therefore, the CNN /Daily Mail dataset was used to test transformers. This
is an English-language dataset with articles written by journalists at CNN and the Daily
Mail and their respective IDs and highlights. The data has three splits: train, validation,
and test, each one composed of 287.113, 13.368, and 11.490 instances, respectively. Due
to the size of the dataset, only the first 400 articles and corresponding highlights from the
testing split were used. Text box 4.2.1 shows an example of this dataset.

Article:

(CNN)Pakistan’s highest court Friday ordered the release of Zaki-ur-Rehman Lakhvi,
the alleged mastermind behind the Mumbai attacks, calling his detention illegal. Lakhvi,
a top leader of the terrorist group Lashkar-e-Taiba, was not present at Friday’s court
proceeding. The terror attacks in India left more than 160 people dead in November
2008. In the attacks, heavily armed men stormed landmark buildings around Mumbai,
including luxury hotels, the city’s historic Victoria Terminus train station and a Jewish
cultural center. On Friday, India summoned the Pakistan high commissioner "to convey
our strong feelings about (the) Lakhvi verdict," said India’s external affairs spokesman
Syed Akbaruddin. Last year, the court granted Lakhvi bail, a decision the Pakistani
government had said it would challenge. Many in India are still angry over the attacks
and had criticized the bail decision. "It is very disappointing that the accused of the
Mumbai attacks has been granted bail," the nation’s home minister, Rajnath Singh,
said in December. India executed the last surviving gunman from the attacks in 2012.
Other suspects were all killed during the series of attacks, which went on for three days.
CNN’s Harmeet Shah Singh contributed to this report.

Summary:
The terror attacks in India left more than 160 people dead . A court granted the suspect
bail last year .

Text 4.2.1: Example of CNN/DailMail dataset

All the methods in this report where tested using the Test split of the datasets. The
methods that needed training were trained using the Train split.

4.3 Implementation

The implementation of the methods and the extraction of text from the datasets and from
Wikipedia was done using the programming language Python. The SVR, TF-IDF, Lexical
Chains, and QueSTS were the only methods mentioned in section 4.1 that were imple-
mented entirely from scratch; the others had pre-implementations from various libraries.
LSA and TextRank were tested using sumy library!; LexRank used LexRank library?; and
the transformers were applied through HuggingFace?.

Furthermore, other libraries were used in order to preprocess the texts, help in the
implementation of the methods, and in the construction of the Wikipedia dataset and the

"https://github.com /miso-belica/sumy
Zhttps://github.com /crabcamp/lexrank
3https:/ /huggingface.co
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slide decks. Among them are nltk?*, numpy®, wikipediaapi® and pptx”.

As for the evaluation metrics these were applied using the libraries: rouge-metric®,
bert-score’ and bleurt!?.

4.4 Extractive Methods

This section presents the seven extractive methods identified. Six of those methods are
unsupervised: Latent Semantic Analysis (LSA) [Deerwester et al., 1990, Lexical Chains
(LC) [Sethi et al., 2017|, TextRank [Mihalcea and Tarau, 2004]|, LexRank [Erkan and
Radev, 2004|, QueSTS [Sravanthi et al., 2009|, and TF-IDF [Jones, 1972, Luhn, 1958] and
thus require no training data. Support Vector Regression (SVR) [Hu and Wan, 2013]| is
supervised.

For each dataset and method, tests were conducted with different ratios, the lower the
ratio, the shorter the summary. Every metric was computed for the same ratio values,
except for TF-IDF, where sentences with a higher score than the average are put in the
summary, regardless of their size; Lexical Chains (LC), where the ratio is a multiplication
value used to determine the value that a chain must have to be considered strong; and
for QueSTS, where the ratio corresponds to the number of leaves a tree can have. For
QueSTS, the lowest ratio (LR) is 3 leafs and the highest ratio (HR) is 11. For Lexical
Chains, LR is 0.5 and HR is 1. For the other methods, LR is 0.1 and HR is 0.4.

For the best-performing ratios, the metrics were also computed after preprocessing
both the outputs and the gold summaries. This involved the following: removal of stop
words and punctuation signs; stemming of words; and case folding. This was done to keep
only the relevant words in the sentence and to minimise the problem of two words not
being considered similar, even though at their root they are. Results for preprocessing are

identified by ‘Pre’.

Furthermore, as a way of trying to improve the results, several methods were combined.
Due to space restrictions, in the tables of the two following subsections, the text of the
column "Method" follows the pattern A-B:C, where A is a threshold that represents the
number of summaries a sentence needs to be in to be chosen for the final summary, and B:C
are numbers that represent the methods combined. A number is given for each method.
TF-IDF-1, TextRank-2, QueSTS-3, LexRank-4, LSA-5, Lexical Chains-6, and SVR-7. The
":" denotes "to", so in A-B:C the methods B through C with a threshold of A are involved.
""" which means "and" could be used in place of ":".

4.4.1 Results in PS5K

The tables 4.1, 4.2 and 4.3 display the ROUGE scores, while table 4.4 displays the
BERTScore and BLEURT scores of all extractive methods in the dataset PS5K in a low
and high ratio and with and without preprocessing.

“https://www.nltk.org

Shttps://numpy.org
Shttps://pypi.org/project/ Wikipedia-APT/
"https://github.com/scanny /python-pptx
8https://github.com /li-plus/rouge-metric
https://github.com/Tiiiger /bertscore
Ohttps: //github.com/google-research /bleurt
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The disparity between the lowest and highest ratios is evident when initially examining
the ROUGE scores, with the lowest ratios typically displaying superior precision while
having the worst recall. Due to the precision of methods with higher ratios typically being
very subpar, the F-score is better for methods with lower ratios.

For example, looking at the scores of LexRank (not preprocessed), we see that LR has
greater precision than HR, which allowed for a higher F-score. However, recall is lower.
This shows that even though a higher ratio results in a greater fraction of relevant sentences
being retrieved, many are not relevant. So, despite having fewer relevant sentences, the
shortest summaries end up having higher relevance as a whole. This is true for every
metric, and for every method but LSA in the ROUGE-S metric, which has a slightly
better F-Score, LC, which has the worst precision and F-Score with a lower ratio, and
QueSTS.

Contrary to other approaches, in QueSTS, a higher ratio leads to a better summary.
This happens because this method handles the ratio differently: a low ratio here corre-
sponds to a shorter summary than for the other methods. So, while the summary in the
other methods has a good size, in QueSTS it is too short, and so needs a higher ratio, even
though the summaries with the higher ratio can still be pretty small. This is because the
ratio is not a percentage of the original summary that is kept but the maximum number
of leaves a graph is allowed to have, which can still generate small summaries. Further-
more, QueSTS presents, mostly, the worst recall and the best precision of all the methods
researched. The low recall means that the percentage of relevant sentences retrieved was
low, which can mean that the summary is too small, which demonstrates what was said
before. On the other hand, the precision is the highest of all the methods, which means
that QueSTS is better at finding the most important sentences. This can also be a con-
sequence of the summaries being small, i.e., this method, since it does not have a quota
of sentences that need to belong in the final summary, only selects the most important
sentences, disregarding other sentences that are less important, and therefore creates a
small but highly relevant summary. However, for the final objective of constructing slides,
a more informative summary might be more pertinent.

Similar to QueSTS, Lexical Chains exhibit different behaviour due to their different
ratios. Contrarily to other methods, in ROUGE, for a lower ratio, this method presents a
better recall than precision, resulting in a worse F-Score than the one of a higher ratio. So,
in order to have a summary that is more similar to the target, the ratio must be higher,
though this does not imply that it must be higher than the other methods because the
ratio is different.

Regarding the BERTScore, all methods and ratios consistently display a higher recall
than precision, with every method except LSA having a better F-Score with a higher ratio.
BLEURT on the other hand, performs better with a higher ratio for every method, except
TextRank and Lexical Chains.

In addition to testing the methods with a high and low ratio, an experiment was also
performed where preprocessing was applied for every method in their best performing
ratio. This was able to improve ROUGE-1, some values of ROUGE-SU, and BERTScore,
except for the Lexical Chains method. ROUGE-1 compares words separately and so having
stemming will relax the exact word match requirement to allow matching of different word
forms, i.e, words that were identified as different may have the same root and with stemming
they will be considered the same which will improve the score. ROUGE-SU is a mix of
ROUGE-1 and ROUGE-S, so the impact of preprocessing on ROUGE-1 is also felt in this
metric. As for BERTScore, stemming might have improved the contextual embeddings
therefore improved the final score.

45



Chapter 4

However, the preprocessing has a negative impact on the other metrics. This is mainly
due to the removal of stop words. For example, ROUGE-L measures the longest common
subsequence of words and removing words that are used often will shorten those sequences
and consequently impact the score (negatively). Having stop words could add one or two
words to a sequence which would improve its score. Something similar happens to the
other metrics.

Analyzing the results presented in tables 4.1 , 4.2, 4.3 and 4.4 shows that the best
method for ROUGE-1 is SVR Pre (or SVR LR and LSA LR without preprocessing),
followed closely by TextRank LR, for ROUGE-2 the best is TextRank LR and LC HR,
for ROUGE-3 the best is LC HR, and for ROUGE-4 the best is LC HR and TextRank
LR. For ROUGE-L, W, S and S the best method is TextRank LR. As for BERTScore the
best is TextRank Pre and LSA Pre (or TextRank HR without preprocessing). Finally,
for BLEURT the best performing method is LexRank HR (followed closely by LC LR
and TextRank LR). The results show that for this dataset the best performing method
was TextRank. This method was the best in 70% of the cases and was very close to the
best in the remaining cases. The difference between TextRank and the best performing in
ROUGE-1 is only 0.09 with preprocessing and 0.05 without, in ROUGE-3 is 0.03 and in
BLEURT is 0.02.

This conclusion is a little unexpected. It was anticipated that SVR would perform
better because it is a supervised method, which means it was trained with the dataset and
thus already has some knowledge of it. However, this is not what happens. While SVR
is the best method for ROUGE-1, for the other metrics its ranking can be very diverse,
oscillating from second to fourth best, with the exception of BLEURT, where it is the
worst performing method.

Furthermore, the methods of the related work [Sefid et al., 2021b| are also all supervised.
The ROUGE-1 and 2 scores achieved are all below the best supervised method reported
for PS5K in related work, respectively 0.48 and 0.12. For ROUGE-L, however, the best
reported score is 0.238, which is in line with LSA LR (0.235) and LexRank LR (0.233) and
is outperformed by TextRank LR (0.247). So, TextRank is able to outperform the related
work in 1/3 metrics and SVR in all metrics (except for when the text is preprocessed),
which suggests that unsupervised methods should be regarded as interesting alternatives
to explore in slide generation.

A variety of methods were combined in an effort to enhance the outcomes. Tables 4.5,
4.6 and 4.7 present all ROUGE values obtained for the several combinations, while table
4.8 presents the BERTScore and BLEURT.

In these experiments, several combinations were made, but the tables show only five.
The first one (1:6) combines the unsupervised methods, i.e., every method but SVR, while
the third (1:7) combines every method. Then, there is also a combination of the best
two methods (2,5): TextRank and LSA; and the best three methods (2,4,5), that joins
LexRank to the previous methods. Furthermore, there is a last experiment that combines
only the methods that are based on graphs: TextRank, LexRank, and QueSTS.

For ROUGE 2, 3, 4, S and BERTScore, combining the unsupervised methods is the best
approach, while for ROUGE 1, L, W and SU, the best approach is the combination of the
graph methods (TextRank, LexRank, and QueSTS) and the combination of TextRank,
LexRank and LSA. As for BLEURT, the best result is obtained with the combination
of TextRank and LSA. All these combinations have TextRank in common, which is the
method that obtained the best results individually.
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Method ROUGE-1 ROUGE-2 ROUGE-3
erho R P F R P F R P F
TF-IDF 0.346 | 0.175 | 0.233 | 0.080 | 0.039 | 0.052 | 0.027 | 0.013 | 0.018

TF-IDF Pre 0.483 | 0.210 | 0.293 | 0.017 | 0.008 | 0.011 | 0.000 | 0.000 | 0.000
TextRank HR | 0.444 | 0.103 | 0.167 | 0.143 | 0.032 | 0.052 | 0.056 | 0.013 | 0.021
TextRank LR | 0.323 | 0.209 | 0.255 | 0.080 | 0.050 | 0.062 | 0.026 | 0.017 | 0.021
TextRank Pre | 0.442 | 0.247 | 0.317 | 0.016 | 0.009 | 0.012 | 0.000 | 0.000 | 0.000

QueSTS HR 0.206 | 0.306 | 0.246 | 0.040 | 0.061 | 0.048 | 0.012 | 0.018 | 0.014

QueSTS LR 0.085 | 0.403 | 0.140 | 0.013 | 0.071 | 0.022 | 0.003 | 0.018 | 0.005

QueSTS Pre 0.239 | 0.349 | 0.284 | 0.008 | 0.012 | 0.009 | 0.000 | 0.000 | 0.000
LexRank HR | 0.438 | 0.104 | 0.168 | 0.139 | 0.032 | 0.052 | 0.053 | 0.013 | 0.020

Lexrank LR 0.313 | 0.213 | 0.253 | 0.074 | 0.050 | 0.060 | 0.023 | 0.017 | 0.019
LexRank Pre | 0.420 | 0.250 | 0.314 | 0.014 | 0.009 | 0.011 | 0.000 | 0.000 | 0.000

LSA HR 0.435 | 0.113 | 0.179 | 0.130 | 0.032 | 0.052 | 0.048 | 0.012 | 0.019
LSA LR 0.270 | 0.250 | 0.260 | 0.050 | 0.048 | 0.049 | 0.015 | 0.016 | 0.015
LSA Pre 0.442 | 0.247 | 0.317 | 0.017 | 0.009 | 0.012 | 0.000 | 0.000 | 0.000
LC HR 0.190 | 0.312 | 0.236 | 0.051 | 0.078 | 0.062 | 0.019 | 0.029 | 0.023
LC LR 0.381 | 0.143 | 0.208 | 0.111 | 0.039 | 0.057 | 0.040 | 0.014 | 0.021
LC Pre 0.269 | 0.368 | 0.311 | 0.011 | 0.006 | 0.008 | 0.000 | 0.000 | 0.000
SVR HR 0.424 | 0.121 | 0.189 | 0.123 | 0.034 | 0.053 | 0.044 | 0.012 | 0.019
SVR LR 0.265 | 0.256 | 0.260 | 0.054 | 0.053 | 0.054 | 0.016 | 0.016 | 0.016
SVR Pre 0.349 | 0.306 | 0.326 | 0.011 | 0.010 | 0.010 | 0.000 | 0.000 | 0.000

Table 4.1: ROUGE 1, 2 and 3 for dataset PS5K. LR corresponds to a lower ratio, and HR
corresponds to a higher ratio. Pre corresponds to preprocessed texts.

Method ROUGE-4 ROUGE-L ROUGE-W
erho R P F R P F R P F
TF-IDF 0.015 | 0.008 | 0.010 | 0.314 | 0.160 | 0.212 | 0.089 | 0.066 | 0.076

TF-IDF Pre 0.000 | 0.000 | 0.000 | 0.159 | 0.067 | 0.095 | 0.026 | 0.035 | 0.030
TextRank HR | 0.031 | 0.008 | 0.013 | 0.412 | 0.096 | 0.155 | 0.118 | 0.039 | 0.059
TextRank LR | 0.013 | 0.009 | 0.011 | 0.316 | 0.202 | 0.247 | 0.091 0.086 | 0.088
TextRank Pre | 0.000 | 0.000 | 0.000 | 0.161 | 0.086 | 0.112 | 0.027 | 0.044 | 0.033

QueSTS HR 0.005 | 0.009 | 0.007 | 0.189 | 0.284 | 0.227 | 0.056 | 0.125 | 0.077

QueSTS LR 0.001 0.009 | 0.002 | 0.079 | 0.379 | 0.131 | 0.026 | 0.189 | 0.046

QueSTS Pre 0.000 | 0.000 | 0.000 | 0.092 | 0.141 | 0.111 | 0.016 | 0.080 | 0.027
LexRank HR | 0.029 | 0.007 | 0.012 | 0.407 | 0.097 | 0.157 | 0.116 | 0.040 | 0.060

Lexrank LR 0.011 0.009 | 0.010 | 0.288 | 0.196 | 0.233 | 0.083 | 0.082 | 0.083
LexRank Pre | 0.000 | 0.000 | 0.000 | 0.152 | 0.087 | 0.111 | 0.025 | 0.045 | 0.032

LSA HR 0.027 | 0.007 | 0.011 | 0.401 | 0.104 | 0.166 | 0.114 | 0.043 | 0.063
LSA LR 0.008 | 0.010 | 0.008 | 0.245 | 0.227 | 0.235 | 0.071 0.097 | 0.082
LSA Pre 0.000 | 0.000 | 0.000 | 0.161 | 0.087 | 0.113 | 0.027 | 0.045 | 0.033
LC HR 0.011 | 0.017 | 0.013 | 0.175 | 0.297 | 0.220 | 0.051 0.188 | 0.080
LC LR 0.022 | 0.008 | 0.011 | 0.351 | 0.133 | 0.193 | 0.100 | 0.062 | 0.077
LC Pre 0.000 | 0.000 | 0.000 | 0.101 | 0.236 | 0.141 | 0.017 | 0.172 | 0.031
SVR HR 0.024 | 0.007 | 0.011 | 0.389 | 0.112 | 0.174 | 0.111 0.046 | 0.065
SVR LR 0.008 | 0.008 | 0.008 | 0.240 | 0.233 | 0.237 | 0.069 | 0.099 | 0.082
SVR Pre 0.000 | 0.000 | 0.000 | 0.120 | 0.104 | 0.112 | 0.021 0.056 | 0.030

Table 4.2: ROUGE 4, L and W (weight 1.2) for dataset PS5K. LR corresponds to a lower
ratio, and HR corresponds to a higher ratio. Pre corresponds to preprocessed texts.

When comparing the methods individually and combined, it is evident that there are no
significant improvements in combining the methods. For ROUGE-1, the best individual F-
Score is 0.260, while the combination of all the graph approaches (2:4) and the combination
of the best three methods (2,4,5) reaches a value of 0.269, which although better, is not
a significant difference. As for the other ROUGE scores, there is not any combination
that outperforms the methods individually. However, they are able to reach very close
values, with a maximum 0.002 difference between them. As for BERTScore, it presents
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ROUGE-S ROUGE-SU
Method R P F R P F
TF-IDF 0.071 0.035 0.047 0.117 0.059 0.078

TF-IDF Pre 0.055 | 0.024 | 0.034 | 0.127 | 0.055 | 0.077
TextRank HR | 0.126 | 0.028 | 0.046 | 0.179 | 0.041 | 0.067
TextRank LR | 0.071 | 0.046 | 0.056 | 0.114 | 0.073 | 0.089
TextRank Pre | 0.053 | 0.030 | 0.039 | 0.118 | 0.066 | 0.085

QueSTS HR 0.037 | 0.057 | 0.045 | 0.065 | 0.098 | 0.079

QueSTS LR 0.013 | 0.070 | 0.022 | 0.025 | 0.127 | 0.042

QueSTS Pre 0.025 | 0.038 | 0.030 | 0.061 | 0.090 | 0.072
LexRank HR | 0.122 | 0.028 | 0.046 | 0.175 | 0.041 | 0.067

Lexrank LR 0.066 | 0.045 | 0.054 | 0.108 | 0.073 | 0.087
LexRank Pre | 0.049 | 0.030 | 0.037 | 0.112 | 0.067 | 0.084

LSA HR 0.113 | 0.028 | 0.045 | 0.167 | 0.042 | 0.068
LSA LR 0.044 | 0.042 | 0.043 | 0.082 | 0.077 | 0.079
LSA Pre 0.053 | 0.030 | 0.039 | 0.119 | 0.066 | 0.085
LC HR 0.046 | 0.067 | 0.054 | 0.070 | 0.114 | 0.087
LC LR 0.098 | 0.034 | 0.051 | 0.146 | 0.053 | 0.078
LC Pre 0.035 | 0.043 | 0.038 | 0.074 | 0.105 | 0.087
SVR HR 0.108 | 0.030 | 0.047 | 0.161 | 0.045 | 0.071
SVR LR 0.049 | 0.048 | 0.049 | 0.085 | 0.083 | 0.084

SVR Pre 0.035 | 0.032 | 0.033 | 0.087 | 0.078 | 0.082

Table 4.3: ROUGE S (skip-gram 4) and SU for dataset PS5K. LR corresponds to a lower
ratio, and HR corresponds to a higher ratio. Pre corresponds to preprocessed texts.

BERTScore
Method 0 B F BLEURT
TF-IDF -0.159 -0.305 -0.231 0.254

TF-IDF Pre -0.110 | -0.150 -0.129 0.170
TextRank HR | -0.106 | -0.282 -0.194 0.272
TextRank LR | -0.117 | -0.287 -0.202 0.287
TextRank Pre | -0.067 | -0.155 | -0.110 0.194

QueSTS HR | -0.144 | -0.327 -0.236 0.268

QueSTS LR -0.098 | -0.395 -0.250 0.256

QueSTS Pre | -0.080 | -0.221 -0.151 0.174
LexRank HR | -0.120 | -0.302 -0.211 0.289
LexRank LR | -0.128 | -0.308 -0.218 0.286
LexRank Pre | -0.069 | -0.162 -0.115 0.189

LSA HR -0.168 | -0.297 | -0.232 0.282
LSA LR -0.150 | -0.304 | -0.227 0.272
LSA Pre -0.069 | -0.154 | -0.110 0.194
LC HR 0.008 | -0.402 -0.208 0.283
LCLR -0.107 | -0.314 | -0.212 0.288
LC Pre -0.119 | -0.439 -0.286 0.176
SVR HR -0.133 | -0.296 -0.214 0.269
SVR LR -0.168 | -0.297 | -0.232 0.247
SVR Pre -0.091 | -0.143 | -0.116 0.171

Table 4.4: BERTScore and BLEURT in dataset PS5K. LR corresponds to a lower ratio,
and HR corresponds to a higher ratio. Pre corresponds to preprocessed texts.

significantly worse values when combined. The best combined is -0.211, while individually
the best is -0.110. Finally, BLEURT is also not able to reach the LexRank HR and LC LR
results. These have values of 0.289 and 0.288, respectively, while when combined, BLEURT
is only able to reach 0.287, with the combination of TextRank and LSA, which is pretty
close but still lower.
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ROUGE-1 ROUGE-2 ROUGE-3
R P F R P F R P F
2-1:6 0.351 | 0.182 | 0.240 | 0.090 | 0.045 | 0.061 | 0.030 | 0.016 | 0.021
2-2:4 0.270 | 0.267 | 0.269 | 0.059 | 0.059 | 0.059 | 0.018 | 0.018 | 0.018
3-1:7 0.224 | 0.309 | 0.260 | 0.047 | 0.064 | 0.054 | 0.015 | 0.021 | 0.018
1-2,5 0.372 | 0.165 | 0.228 | 0.017 | 0.070 | 0.027 | 0.005 | 0.025 | 0.009
2-2,4,5 0.276 | 0.262 | 0.269 | 0.061 | 0.057 | 0.059 | 0.019 | 0.018 | 0.018

Method

Table 4.5: ROUGE 1, 2 and 3 for dataset PS5K with methods combined. The first
number represents the number of summaries a sentence needs to be to be chosen to the
final summary. The final numbers represent the methods combined. For each method is
given a number. TF-IDF - 1, TextRank - 2, QueSTS - 3, LexRank - 4, LSA - 5, Lexical
Chains - 6 and SVR - 7.

ROUGE-4 ROUGE-L ROUGE-W
R P F R P F R P F
2-1:6 0.016 | 0.009 | 0.011 | 0.323 | 0.168 | 0.221 | 0.093 | 0.070 | 0.079
1-2:4 0.008 | 0.009 | 0.009 | 0.248 | 0.246 | 0.247 | 0.072 | 0.105 | 0.086
3-1:7 0.008 | 0.011 | 0.010 | 0.206 | 0.285 | 0.239 | 0.061 | 0.126 | 0.082
1-2,5 0.003 | 0.015 | 0.005 | 0.343 | 0.152 | 0.211 | 0.098 | 0.063 | 0.077
2-2,4,5 0.009 | 0.009 | 0.009 | 0.253 | 0.241 | 0.247 | 0.074 | 0.103 | 0.086

Method

Table 4.6: ROUGE 4, L and W (weight 1.2) for dataset PS5K with methods combined. The
first number represents the number of summaries a sentence needs to be to be chosen to
the final summary. The final numbers represent the methods combined. For each method
is given a number. TF-IDF - 1, TextRank - 2, QueSTS - 3, LexRank - 4, LSA - 5, Lexical
Chains - 6 and SVR - 7.

ROUGE-S ROUGE-SU
R P F R P F
2-1:6 0.080 | 0.041 | 0.054 | 0.125 | 0.064 | 0.085
1-2:4 0.053 | 0.053 | 0.053 | 0.089 | 0.089 | 0.089
3-1:7 0.043 | 0.059 | 0.049 | 0.073 | 0.101 | 0.085
1-2,5 0.086 | 0.038 | 0.053 | 0.029 | 0.117 | 0.047
2-2,4,5 0.054 | 0.052 | 0.053 | 0.091 | 0.087 | 0.089

Method

Table 4.7: ROUGE S (skip-gram 4) and SU for dataset PS5K with methods combined. The
first number represents the number of summaries a sentence needs to be to be chosen to
the final summary. The final numbers represent the methods combined. For each method
is given a number. TF-IDF - 1, TextRank - 2, QueSTS - 3, LexRank - 4, LSA - 5, Lexical
Chains - 6 and SVR - 7.

BERTScore
Method R B 5 BLEURT
2-1:6 -0.122 | -0.299 | -0.211 0.286
2-2:4 -0.133 -0.310 -0.222 0.281
3-1:7 -0.133 -0.314 -0.224 0.276
1-2,5 -0.252 -0.507 -0.382 0.287

2-2,4,5 -0.134 | -0.309 -0.221 0.281

Table 4.8: BERTScore and BLEURT in dataset PS5K with methods combined. The first
number represents the number of summaries a sentence needs to be to be chosen to the
final summary. The final numbers represent the methods combined. For each method is
given a number. TF-IDF - 1, TextRank - 2, QueSTS - 3, LexRank - 4, LSA - 5, Lexical
Chains - 6 and SVR - 7.
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4.4.2 Results in SciDuet

Method ROUGE-1 ROUGE-2 ROUGE-3
erho R P F R P F R P F
TF-IDF 0.224 | 0.175 | 0.196 | 0.023 | 0.018 | 0.020 | 0.002 | 0.001 | 0.001

TF-IDF Pre 0.143 | 0.105 | 0.121 | 0.001 | 0.001 | 0.001 | 0.000 | 0.000 | 0.000
TextRank HR | 0.295 | 0.102 | 0.152 | 0.041 | 0.014 | 0.021 | 0.005 | 0.002 | 0.003
TextRank LR | 0.187 | 0.197 | 0.192 | 0.017 | 0.019 | 0.018 | 0.001 | 0.002 | 0.002
TextRank Pre | 0.115 | 0.113 | 0.114 | 0.001 | 0.001 | 0.001 | 0.000 | 0.000 | 0.000

QueSTS HR 0.187 | 0.201 0.194 | 0.024 | 0.020 | 0.022 | 0.003 | 0.001 0.002

QueSTS LR 0.097 | 0.275 | 0.143 | 0.009 | 0.023 | 0.013 | 0.001 | 0.003 | 0.002

QueSTS Pre 0.110 | 0.110 | 0.110 | 0.001 | 0.001 | 0.001 | 0.000 | 0.000 | 0.000
LexRank HR | 0.297 | 0.102 | 0.152 | 0.040 | 0.014 | 0.021 | 0.005 | 0.002 | 0.003
LexRank LR 0.196 | 0.194 | 0.195 | 0.019 | 0.020 | 0.019 | 0.002 | 0.002 | 0.002
LexRank Pre | 0.112 | 0.108 | 0.110 | 0.001 | 0.001 | 0.001 | 0.000 | 0.000 | 0.000

LSA HR 0.296 | 0.114 | 0.164 | 0.036 | 0.013 | 0.019 | 0.003 | 0.001 0.002
LSA LR 0.164 | 0.212 | 0.185 | 0.011 | 0.016 | 0.013 | 0.001 | 0.001 0.001
LSA Pre 0.109 | 0.131 0.119 | 0.001 | 0.001 | 0.001 | 0.000 | 0.000 | 0.000
LC HR 0.174 | 0.191 0.182 | 0.021 | 0.020 | 0.020 | 0.003 | 0.003 | 0.003
LCLR 0.276 | 0.118 | 0.165 | 0.036 | 0.014 | 0.020 | 0.004 | 0.002 | 0.002
LC Pre 0.115 | 0.115 | 0.115 | 0.001 | 0.002 | 0.001 | 0.000 | 0.000 | 0.000
SVR HR 0.290 | 0.120 | 0.169 | 0.037 | 0.015 | 0.021 | 0.003 | 0.001 0.002
SVR LR 0.159 | 0.221 0.185 | 0.014 | 0.020 | 0.016 | 0.001 | 0.001 0.001

SVR Pre 0.090 | 0.134 | 0.108 | 0.000 | 0.001 | 0.001 | 0.000 | 0.000 | 0.000

Table 4.9: ROUGE 1, 2, 3 and 4 for dataset SciDuet. LR corresponds to a lower ratio,
and HR corresponds to a higher ratio. Pre corresponds to preprocessed texts.

Mothod ROUGE-4 ROUGE-L ROUGE-W
crho R P F R P F R P F
TF-IDF 0.001 | 0.001 | 0.001 | 0.206 | 0.161 | 0.181 | 0.059 | 0.076 | 0.066

TF-IDF Pre 0.000 | 0.000 | 0.000 | 0.062 | 0.044 | 0.052 | 0.014 | 0.028 | 0.019
TextRank HR 0.002 | 0.001 | 0.001 0.274 | 0.095 | 0.141 0.076 | 0.043 | 0.055
TextRank LR 0.001 | 0.001 | 0.001 0.171 0.183 | 0.177 | 0.050 | 0.088 | 0.064
TextRank Pre 0.000 | 0.000 | 0.000 | 0.054 | 0.050 | 0.052 | 0.012 | 0.032 | 0.018

QueSTS HR 0.002 | 0.001 | 0.001 0.175 | 0.189 | 0.182 | 0.051 0.093 | 0.066

QueSTS LR 0.001 | 0.001 | 0.001 0.090 | 0.259 | 0.134 | 0.029 | 0.142 | 0.048

QueSTS HR Pre | 0.000 | 0.000 | 0.000 | 0.051 0.053 | 0.052 | 0.012 | 0.035 | 0.017

LexRank HR 0.003 | 0.001 | 0.002 | 0.276 | 0.095 | 0.141 | 0.077 | 0.043 | 0.055
LexRank LR 0.001 | 0.001 | 0.001 0.182 | 0.181 0.181 0.053 | 0.087 | 0.066
LexRank Pre 0.000 | 0.000 | 0.000 | 0.051 0.047 | 0.049 | 0.012 | 0.030 | 0.017

LSA HR 0.001 | 0.001 | 0.001 | 0.273 | 0.105 | 0.151 | 0.076 | 0.048 | 0.059
LSA LR 0.000 | 0.001 | 0.000 | 0.149 | 0.194 | 0.168 | 0.044 | 0.094 | 0.060
LSA Pre 0.000 | 0.000 | 0.000 | 0.048 | 0.057 | 0.052 | 0.011 | 0.037 | 0.017
LC HR 0.002 | 0.001 | 0.001 | 0.161 | 0.179 | 0.170 | 0.045 | 0.106 | 0.064
LCLR 0.001 | 0.001 | 0.001 | 0.256 | 0.110 | 0.153 | 0.072 | 0.051 | 0.060
LC Pre 0.000 | 0.000 | 0.000 | 0.049 | 0.064 | 0.056 | 0.011 | 0.050 | 0.018
SVR HR 0.001 | 0.000 | 0.001 | 0.267 | 0.110 | 0.156 | 0.075 | 0.050 | 0.060
SVR LR 0.000 | 0.000 | 0.000 | 0.145 | 0.203 | 0.169 | 0.043 | 0.100 | 0.060
SVR Pre 0.000 | 0.000 | 0.000 | 0.041 | 0.061 | 0.049 | 0.010 | 0.041 | 0.016

Table 4.10: ROUGE L, W (weight 1.2), S (skip-gram 4) and SU for dataset SciDuet. LR
corresponds to a lower ratio, and HR corresponds to a higher ratio. Pre corresponds to
preprocessed texts.

Similar to PS5K, tests with lower ratios in SciDuet have, for the most part, achieved
higher ROUGE scores (see Table 4.9, 4.10 and 4.11), with better precision and worse recall
than experiments with higher ratios, with the exception of, once more, QueSTS and LC.
The only difference lies in ROUGE-2, which has better F-scores with higher ratios for
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ROUGE-S ROUGE-SU

Method R P F R P T
TF-IDF 0.028 0.022 0.024 0.061 0.047 0.053
TF-IDF Pre 0.004 0.003 0.003 0.027 0.020 0.023
TextRank HR 0.048 | 0.017 0.025 0.089 0.031 0.046
TextRank LR 0.022 0.025 0.023 0.050 0.054 0.052
TextRank Pre 0.003 0.003 0.003 0.022 0.021 0.021
QueSTS HR 0.027 0.026 | 0.027 | 0.054 0.055 | 0.055
QueSTS LR 0.012 | 0.032 | 0.017 0.026 | 0.074 | 0.038
QueSTS HR Pre | 0.003 0.003 0.003 0.021 0.021 0.021
LexRank HR 0.048 | 0.017 0.025 | 0.090 | 0.031 0.046
LexRank LR 0.024 0.025 0.025 0.053 0.053 0.053
LexRank Pre 0.021 0.020 0.020 0.021 0.020 0.020
LSA HR 0.043 0.016 0.024 0.086 0.033 0.047
LSA LR 0.015 0.020 0.017 0.040 0.053 0.045
LSA Pre 0.002 0.003 0.002 0.020 0.024 0.022
LC HR 0.025 0.025 0.025 0.050 0.055 0.052
LC LR 0.043 0.018 0.025 0.082 0.035 0.049
LC Pre 0.003 0.002 0.003 0.022 0.022 0.022
SVR HR 0.044 0.018 0.026 0.085 0.035 0.050
SVR LR 0.018 0.026 0.021 0.041 0.059 0.048
SVR Pre 0.002 0.003 0.002 0.017 0.025 0.020

Table 4.11: ROUGE S (skip-gram 4) and SU for dataset SciDuet.
lower ratio, and HR corresponds to a higher ratio. Pre corresponds to preprocessed texts.

LR corresponds to a

BERTScore

Method i B F BLEURT
TF-IDF -0.268 -0.346 -0.306 0.203
TF-IDF Pre -0.275 | -0.272 | -0.272 0.155
TextRank HR | -0.315 -0.398 -0.355 0.224
TextRank LR | -0.330 -0.395 -0.361 0.221
TextRank Pre | -0.335 -0.353 -0.342 0.178
QueSTS HR -0.249 -0.362 -0.305 0.220
QueSTS LR -0.186 | -0.401 -0.295 0.212
QueSTS Pre -0.263 -0.316 -0.288 0.166
LexRank HR -0.265 -0.353 -0.308 0.221
LexRank LR -0.277 -0.350 -0.312 0.222
LexRank Pre -0.278 -0.293 -0.284 0.176
LSA HR -0.255 -0.347 -0.300 0.214
LSA LR -0.246 -0.353 -0.298 0.202
LSA Pre -0.245 -0.281 | -0.262 0.160
LC HR -0.188 -0.395 -0.294 0.213
LCLR -0.260 -0.354 -0.306 0.219
LC Pre -0.276 -0.404 -0.342 0.163
SVR HR -0.262 -0.345 -0.302 0.219
SVR LR -0.285 -0.347 -0.315 0.196
SVR Pre -0.248 -0.305 -0.275 0.151

Table 4.12: BERTScore and BLEURT in dataset SciDuet. LR corresponds to a lower ratio,
and HR corresponds to a higher ratio. Pre corresponds to preprocessed texts.

every method. The behaviour of the methods when applied BERTScore and BLEURT
(see Table 4.12) is also strikingly similar to that of the PS5K. For BERT Score, all methods
and ratios display a higher recall than precision, except TF-IDF preprocessed, with every
method except LSA and QueSTS having a better F-Score with a higher ratio. As for
BLEURT, its performance is better, also with a higher ratio for every method except

LexRank and Lexical Chains.
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Applying preprocessing was only able to improve BERTScore, with the exception of
the Lexical Chains method. Therefore, this approach does not bring much value to these
experiements.

Furthermore, with this dataset, for ROUGE-1, the best method is TF-IDF, while for
ROUGE-2, L, S, and SU, the best method is QueSTS HR. For ROUGE-4, the best is
LexRank LR, and for ROUGE-3, the best is TextRank HR, LexRank HR, and LC HR.
ROUGE-W has its best results with TF-IDF, QueSTS HR, and LexRank LR. So, in this
dataset, the best methods are TF-IDF and QueSTS (their values are all close), followed
by (in order): LexRank LR, TextRank LR, LC HR, and LSA LR. In terms of BERTScore,
LSA with preprocessing (or LC HR without preprocessing) provides the best results. For
BLEURT, the best method is TextRank HR, followed by LexRank and QueSTS HR.

It is challenging to identify a general best method for this dataset due to the diverse
best-performing methods in the various metrics. However, looking at the best scores in re-
lated work using the same dataset, the best reported ROUGE-1, ROUGE-2, and ROUGE-L
scores are respectively 0.20, 0.05, and 0.19. For ROUGE-1, simple unsupervised methods
such as TF-IDF (0.196), LexRank LR (0.195) and QueSTS HR (0.194) perform very close
to the state-of-the-art (0.20). For ROUGE-2, every method outperforms the best. For
ROUGE-L, QueSTS HR (0.182), LexRank LR (0.181), and TF-IDF (0.181) are very close
to the best obtained (0.19). Therefore, TF-IDF, LexRank LR, and QueSTS HR are the
best methods to use for this dataset.

In an effort to improve the scores, some combinations of methods were also tested,
as with the previous dataset PS5K. There were several combinations, but only six are
shown in the tables 4.13, 4.14, 4.15 and 4.8. The first three are all combinations of the
unsupervised methods with different thresholds (number of summaries a sentence needs to
be in to be chosen for the final summary). Then, there is a combination of all the graph
methods (2:4), all the methods (1:7), and only the best three methods (1,3,4): TF-IDF,
QueSTS, and LexRank.

ROUGE-1 ROUGE-2 ROUGE-3

R P F R P F R P F
2-1:6 0.241 0.152 | 0.187 | 0.027 | 0.016 | 0.020 | 0.003 | 0.002 | 0.002
1-1:6 0.321 | 0.086 | 0.135 | 0.046 | 0.012 | 0.019 | 0.007 | 0.002 | 0.003
3-1:6 0.138 | 0.244 | 0.176 | 0.013 | 0.022 | 0.016 | 0.002 | 0.002 | 0.002
2-2:4 0.166 | 0.221 | 0.189 | 0.015 | 0.021 | 0.018 | 0.002 | 0.002 | 0.002
2-1,3,4 0.133 | 0.246 | 0.172 | 0.013 | 0.023 | 0.017 | 0.002 | 0.002 | 0.002
3-1:7 0.154 | 0.230 | 0.185 | 0.014 | 0.020 | 0.017 | 0.002 | 0.002 | 0.002

Method

Table 4.13: ROUGE 1, 2, 3 and 4 in dataset SciDuet with methods combined. The first
number represents the number of summaries a sentence needs to be to be chosen to the
final summary. The final numbers represent the methods combined. For each method is
given a number. TF-IDF - 1, TextRank - 2, QueSTS - 3, LexRank - 4, LSA - 5, Lexical
Chains - 6 and SVR - 7.

For all combinations, several thresholds 8 were tested to determine which was the best
to use. The ideal 0 is going to change depending on the number of summaries combined.
The first three entries of the tables 4.13, 4.14, 4.15 and 4.8 show an example of the study
of thresholds for the combination of the unsupervised methods. After that, for every
combination, only the best § was included.

For the combination of the unsupervised methods, the scores are best when the 6 is
2, except for ROUGE 3 and 4, and BERTScore. A 6 of 3 might be too restricting and
one might be too embracing, which can even be seen by the recall and precision metrics.
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ROUGE-4 ROUGE-L ROUGE-W

R P F R P F R P F

1-1:6 0.004 | 0.001 | 0.002 | 0.298 | 0.080 | 0.126 | 0.083 | 0.036 | 0.050
2-1:6 0.002 | 0.001 | 0.001 0.224 | 0.142 | 0.174 | 0.064 | 0.066 | 0.065
3-1:6 0.001 | 0.001 | 0.001 0.126 | 0.226 | 0.162 | 0.038 | 0.116 | 0.057
2-2:4 0.001 | 0.001 | 0.001 0.154 | 0.207 | 0.176 | 0.046 | 0.102 | 0.063
2-1,3,4 0.001 | 0.001 | 0.001 0.123 | 0.228 | 0.160 | 0.038 | 0.117 | 0.057
3-1:7 0.001 | 0.001 | 0.001 0.141 0.213 | 0.170 | 0.042 0.106 | 0.060

Method

Table 4.14: ROUGE 4, L and W (weight 1.2) in dataset SciDuet with methods combined.
The first number represents the number of summaries a sentence needs to be to be chosen to
the final summary. The final numbers represent the methods combined. For each method
is given a number. TF-IDF - 1, TextRank - 2, QueSTS - 3, LexRank - 4, LSA - 5, Lexical
Chains - 6 and SVR - 7.

ROUGE-S ROUGE-SU

R P F R P F

1-1:6 0.055 | 0.015 | 0.023 | 0.100 | 0.027 | 0.042
2-1:6 0.034 | 0.021 | 0.026 | 0.068 | 0.043 | 0.053
3-1:6 0.017 | 0.029 | 0.021 | 0.037 | 0.065 | 0.047
2-2:4 0.020 | 0.028 | 0.023 | 0.045 | 0.060 | 0.051
2-1,3,4 | 0.016 | 0.030 | 0.021 | 0.036 | 0.066 | 0.046
3-1:7 0.018 | 0.027 | 0.022 | 0.041 | 0.061 | 0.049

Method

Table 4.15: ROUGE S (skip-gram 4) and SU in dataset SciDuet with methods combined.
The first number represents the number of summaries a sentence needs to be to be chosen to
the final summary. The final numbers represent the methods combined. For each method
is given a number. TF-IDF - 1, TextRank - 2, QueSTS - 3, LexRank - 4, LSA - 5, Lexical
Chains - 6 and SVR - 7.

BERTScore
Method R P P BLEURT
1-1:6 -0.268 -0.348 | -0.306 0.216
2-1:6 -0.259 | -0.353 | -0.305 0.216
3-1:6 -0.228 -0.374 | -0.301 0.217
2-2:4 -0.266 -0.357 -0.310 0.222
2-1,3,4 -0.223 | -0.382 -0.303 0.220

3-1:7 -0.246 | -0.362 | -0.303 0.214

Table 4.16: BERTScore and BLEURT in dataset SciDuet with methods combined. The
first number represents the number of summaries a sentence needs to be to be chosen to
the final summary. The final numbers represent the methods combined. For each method
is given a number. TF-IDF - 1, TextRank - 2, QueSTS - 3, LexRank - 4, LSA - 5, Lexical
Chains - 6 and SVR - 7.

Precision is the fraction of relevant sentences among the retrieved, while recall is the
fraction of relevant sentences that are retrieved. With 6 of 1, the recall is much higher
than the precision, indicating that, even though many relevant sentences are included in
the summary, because the summary is long, there are also many sentences that are not
relevant. As for 6 3, the opposite happens, where the precision is higher than the recall,
i.e., within the summary there are a good number of important sentences, but there are
still many relevant sentences missing. Something similar happens in other combinations; if
the 0 is too high, it requires more sentences, and if the 6 is too small, too many sentences
are selected.

When comparing the results obtained by the methods, individually and combined, it
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is evident that there is no benefit in combining the methods, such as with the previous
dataset. It is preferable to apply the methods individually. For ROUGE-1 and L, the best
combination is the graph methods, with their values being 0.189 and 0.176, respectively,
which is lower than the best value obtained through the methods individually: 0.196 and
0.182. As for the other metrics, better scores are obtained when combining the unsuper-
vised methods. BERTScore performs better with a 6 of three, being able to obtain a value
0f-0.301 as opposed to the -0.262 obtained by LSA preprocessed. ROUGE 2, 3, 4, W, S|
and SU perform better with a 6 of two. These metrics obtain the following values: 0.020,
0.003, 0.002, 0.065, and 0.053, which are lower or equal to 0.22, 0.003, 0.002, 0.066, and
0.055 obtained by the methods individually.

4.5 Abstrative Methods

Abstractive methods do not extract full sentences as the extractive methods do, but instead
generate a summary that captures the salient ideas of the source text, which may contain
novel words and/or sentences. There are already trained ready-to-use models, referred to
as transformers, that are available for use in this task.

As explained in section 4.1 these models can be fine-tuned for a specific dataset. How-
ever, the fine-tuned transformers that exist have not been fine-tuned with datasets relative
to the same scope as those under study in this report, with most of them being composed
of news and their summaries. Furthermore, the dataset records have short input texts
and even shorter output texts, one or two sentences usually. Since the final objective is to
construct slides, the final text needs to be longer than two sentences. A few highlights are
not enough; some more detail is required.

Due to those limitations, an experiment where a transformer was fine-tuned to the
PS5K and SciDuet datasets was carried out. This experiment, however, was not successful.
When trying to implement fine-tuning for SciDuet and PS5K, the model could not process
the entire length of the texts, making it necessary to compress the sentences to a small
size. This leaves the dataset records with the same size as the ones used in the already
fine-tuned transformers, and since almost everything in the text is cut, it is not possible
to properly train the model. For that reason, fine-tuning a transformer with PS5K and
SciDuet has been proven to not be a viable option, and therefore it was disregarded and
the already fine-tuned transformers were used.

As a preliminary experiment, seven transformers were tested. These models are de-
scribed in section 4.1. In order to test the transformers, the CNN/Daily Mail dataset [See
et al., 2017] and [Hermann et al., 2015] was used, due to its reduced size.

Tables 4.17, 4.18 and 4.19 present the recall, precision, and F-score values for each
transformer for ROUGE.

Transformer ROUGE-1 ROUGE-2 ROUGE-3

R P F R P F R P F
T5 Large 0.106 | 0.270 | 0.152 | 0.029 | 0.077 | 0.042 | 0.012 | 0.034 | 0.018
Multilingual T5 0.132 | 0.249 | 0.173 | 0.028 | 0.054 | 0.036 | 0.009 | 0.017 | 0.012
Roberta2Roberta 0.151 0.249 | 0.188 | 0.022 | 0.038 | 0.028 | 0.005 | 0.008 | 0.006
Distilbart 0.300 | 0.318 | 0.309 | 0.111 | 0.118 | 0.114 | 0.061 | 0.066 | 0.064
Pegasus Wikihow 0.177 | 0.205 | 0.190 | 0.043 | 0.049 | 0.046 | 0.016 | 0.019 | 0.018
Pegasus CNN /Dailymail | 0.433 | 0.272 | 0.334 | 0.165 | 0.103 | 0.127 | 0.095 | 0.059 | 0.073
Pegasus Xsum 0.115 | 0.217 | 0.151 | 0.029 | 0.054 | 0.038 | 0.012 | 0.023 | 0.015

Table 4.17: ROUGE 1, 2, 3 and 4 for various transformers in dataset CNN/Daily Mail.
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Transformer ROUGE-4 ROUGE-L ROUGE-W

R P F R P F R P F
T5 Large 0.018 | 0.019 | 0.010 | 0.095 | 0.243 | 0.137 | 0.049 | 0.210 | 0.080
Multilingual T5 0.003 | 0.006 | 0.004 | 0.114 | 0.216 | 0.149 | 0.057 | 0.181 | 0.087
Roberta2Roberta 0.002 | 0.003 | 0.002 | 0.135 | 0.225 | 0.169 | 0.064 | 0.180 | 0.094
Distilbart 0.040 | 0.043 | 0.041 | 0.266 | 0.282 | 0.273 | 0.117 | 0.209 | 0.150
Pegasus Wikihow 0.008 | 0.009 | 0.008 | 0.151 | 0.176 | 0.163 | 0.073 | 0.143 | 0.097
Pegasus CNN/Dailymail | 0.063 | 0.039 | 0.048 | 0.375 | 0.236 | 0.289 | 0.170 | 0.178 | 0.174
Pegasus Xsum 0.006 | 0.013 | 0.009 | 0.101 | 0.192 | 0.132 | 0.051 0.163 | 0.077

Table 4.18: ROUGE 4, L ans W (weight 1.2) for various transformers in dataset CNN/Daily
Mail.

Transformer ROUGE-S ROUGE-SU

R P F R P F
T5 Large 0.018 | 0.054 | 0.027 | 0.033 | 0.098 | 0.050
Multilingual T5 0.017 | 0.036 | 0.023 | 0.038 | 0.079 | 0.052
Roberta2Roberta 0.017 | 0.030 | 0.021 | 0.036 | 0.062 | 0.045
Distilbart 0.083 | 0.089 | 0.086 | 0.118 | 0.126 | 0.122
Pegasus Wikihow 0.028 | 0.033 | 0.031 | 0.056 | 0.065 | 0.060
Pegasus CNN /Dailymail | 0.131 | 0.080 | 0.100 | 0.182 | 0.111 | 0.138
Pegasus Xsum 0.019 0.038 0.026 0.037 0.077 0.050

Table 4.19: ROUGE S (skip-gram 4) and SU for various transformers in dataset CNN/Daily
Mail.

When looking for the best transformers, it is clear that Distillbart and Pegasus CNN,
particularly the latter, achieve the best results in all of the ROUGE metrics, with a sig-
nificant gap in values between those two models and the other five. This may be due to
the fact that both those datasets were trained with the same model as they were tested.
In order to test PS5K and SciDuet, only the top two transformers were used.

Tables 4.20, 4.21, 4.22 and 4.23 present the ROUGE scores, BERTScore and BLEURT
for the transformers, Distillbart and Pegasus CNN/Dailymail in the dataset PS5K. In
these tables there are two versions of the mentioned transformers, one where the whole
text is given and other with the text cut into pieces. The latter approach is used because
the transformers will output a small summary, and so cutting the original text, summarize
every piece separately, and then joining them together will result in a bigger final summary,
which can be beneficial in a slide generation context.

The columns in the tables without the "T" correspond to the usual test where the
original text component of the datasets is given as input, which will be then summarised
by the transformers and the resulting output will be compared to the golden summary.
Looking at the ROUGE scores, it is possible to observe that the F-Scores are very low,
which is expected. The summaries that result from these transformers, as mentioned
before, are only composed of one or two sentences, making the recall value really low.
Recall stands for the quantity of relevant sentences that were retrieved, and since the
recall is low, with no value surpassing 0.036, it is evident that the summaries are too short.
On the other hand, the precision is quite high, with the highest value obtained being 0.499,
which means that among the sentences retrieved there are a high percentage of relevant
ones, which also makes sense, since there are few sentences, their value must be high.
However, this still does not make up for the low recall, resulting in a low F-Score. So, in
order to try to solve this problem, a new approach was created where the text is divided
into topics and each topic is summarised individually before being combined into a final
summary. So, for scientific papers, the several sections of the papers are taken as topics,
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and each section is summarised separately. In the tables, these experiments are identified
with a "T" for topic. The tables show that this method significantly raises the recall and
F-score while lowering precision.

In table 4.23 the BERTScore and BLEURT are presented. Their behaviour is quite
contradictory to the one resulting of the ROUGE scores. With these metrics the best
performing methods are the ones without the text separated into topics. For BERTScore
the recall is better for these methods and the precision is worse.

ROUGE-1 ROUGE-2 ROUGE-3
R P F R P F R P F
Pegasus CNN 0.031 | 0.499 | 0.059 | 0.006 | 0.109 | 0.011 | 0.002 | 0.039 | 0.004
Pegasus CNN T | 0.266 | 0.258 | 0.262 | 0.053 | 0.051 | 0.052 | 0.014 | 0.014 | 0.014
Distilbart 0.036 | 0.484 | 0.066 | 0.007 | 0.104 | 0.013 | 0.002 | 0.036 | 0.004
Distilbart T 0.316 | 0.206 | 0.249 | 0.070 | 0.044 | 0.054 | 0.019 | 0.012 | 0.015

Transformer

Table 4.20: ROUGE 1, 2, and 3 for transformers Distilbart and Pegasus CNN/DailyMail
in dataset PSHK. "T" stands for Topic, indicating that the text has been divided into
topics, each of which has been summarised separately, before being combined into a final
summary.

ROUGE-4 ROUGE-L ROUGE-W
R P F R P F R P F
Pegasus CNN 0.001 | 0.021 | 0.002 | 0.029 | 0.473 | 0.055 | 0.011 | 0.272 | 0.022
Pegasus CNN T | 0.006 | 0.006 | 0.006 | 0.242 | 0.236 | 0.239 | 0.070 | 0.101 | 0.083
Distilbart 0.001 0.020 | 0.002 | 0.033 | 0.454 | 0.062 | 0.012 | 0.256 | 0.024
Distilbart T 0.009 | 0.006 | 0.007 | 0.287 | 0.188 | 0.227 | 0.083 | 0.079 | 0.081

Transformer

Table 4.21: ROUGE 4, L and W (weight 1.2) for transformers Distilbart and Pegasus
CNN /DailyMail in dataset PS5K. "T" stands for Topic, indicating that the text has been
divided into topics, each of which has been summarised separately, before being combined
into a final summary.

ROUGE-S ROUGE-SU
R P F R P F
Pegasus CNN 0.005 | 0.097 | 0.009 | 0.009 | 0.168 | 0.018
Pegasus CNN T | 0.047 | 0.046 | 0.047 | 0.084 | 0.082 | 0.083
Distilbart 0.005 | 0.090 | 0.010 | 0.010 | 0.159 | 0.020
Distilbart T 0.062 | 0.039 | 0.048 | 0.104 | 0.067 | 0.082

Transformer

Table 4.22: S (skip-gram 4) and SU for transformers Distilbart and Pegasus
CNN /DailyMail in dataset PS5K. "T" stands for Topic, indicating that the text has been
divided into topics, each of which has been summarised separately, before being combined
into a final summary.

BERTScore
Transformer i P F BLEURT
Pegasus CNN 0.053 | -0.445 | -0.208 0.247
Pegasus CNN T | -0.181 | -0.314 -0.247 0.244
Distilbart 0.030 -0.438 -0.214 0.245

Distilbart T -0.195 | -0.311 | -0.252 0.239

Table 4.23: BERTScore and BLEURT for transformers Distilbart and Pegasus
CNN/DailyMail in dataset PS5K. "T" stands for Topic, indicating that the text has been
divided into topics, each of which has been summarised separately, before being combined
into a final summary.
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ROUGE-1 ROUGE-2 ROUGE-3
R P F R P F R P F
Pegasus CNN 0.049 | 0.489 | 0.088 | 0.011 | 0.127 | 0.020 | 0.004 | 0.054 | 0.007
Pegasus CNN T | 0.282 | 0.339 | 0.308 | 0.067 | 0.085 | 0.075 | 0.025 | 0.035 | 0.029
Distilbart 0.070 | 0.464 | 0.122 | 0.016 | 0.109 | 0.028 | 0.006 | 0.043 | 0.010
Distilbart T 0.337 | 0.288 | 0.310 | 0.084 | 0.073 | 0.078 | 0.031 | 0.028 | 0.029

Transformer

Table 4.24: ROUGE 1, 2, 3 and 4 for transformers Distilbart and Pegasus CNN /DailyMail
in dataset PS5K. "T" stands for Topic, indicating that the text has been divided into
topics, each of which has been summarised separately, before being combined into a final
summary.

ROUGE-4 ROUGE-L ROUGE-W
R P F R P F R P F
Pegasus CNN 0.002 | 0.033 | 0.004 | 0.045 | 0.458 | 0.082 | 0.016 | 0.271 | 0.030
Pegasus CNN T | 0.015 | 0.022 | 0.018 | 0.252 | 0.305 | 0.276 | 0.074 | 0.146 | 0.098
Distilbart 0.003 | 0.024 | 0.005 | 0.064 | 0.425 | 0.111 | 0.022 | 0.240 | 0.040
Distilbart T 0.018 | 0.017 | 0.017 | 0.299 | 0.256 | 0.276 | 0.086 | 0.120 | 0.100

Transformer

[—

Table 4.25: ROUGE 4, L and W (weight 1.2) for transformers Distilbart and Pegasus
CNN/DailyMail in dataset SciDuet. "T" stands for Topic, indicating that the text has
been divided into topics, each of which has been summarised separately, before being
combined into a final summary.

The same process was used for the SciDuet dataset. The tables 4.24, 4.25 and 4.26
present the ROUGE scores, which have very similar behaviour to the results in the previous
dataset. When the entire original text is presented, recall and F-Score are low and precision
is high, whereas when the text is divided into topics, recall and F-Score are higher.

As for BERTScore and BLEURT, as is shown in table 4.27, they present their best final
scores when the text is divided by topics, even though the gap between the methods results
is not big. BERTScore has better recall and worse precision when the text is complete,
which is contrary to what happens in ROUGE.

In the following section, the differences between the two types of summarization—extractive
and abstractive—as well as the key findings—are highlighted.

4.6 Discussion

It is not an easy task to determine which is the best method after the experiments presented
in the sections above. This happens because some methods do better than others in certain
metrics, and vice versa, and it is not possible to be certain which one is more relevant.

ROUGE-S ROUGE-SU
R p F R P F
Pegasus CNN 0.009 | 0.105 | 0.016 | 0.015 | 0.173 | 0.028
Pegasus CNN T | 0.059 | 0.076 | 0.067 | 0.097 | 0.120 | 0.107
Distilbart 0.012 | 0.093 | 0.022 | 0.022 | 0.157 | 0.039
Distilbart T 0.072 | 0.065 | 0.068 | 0.117 | 0.102 | 0.109

Transformer

Table 4.26: ROUGE S (skip-gram 4) and SU for transformers Distilbart and Pegasus
CNN/DailyMail in dataset SciDuet. "T" stands for Topic, indicating that the text has
been divided into topics, each of which has been summarised separately, before being
combined into a final summary.
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BERTScore
Transformer i B 7 BLEURT
Pegasus CNN 0.061 | -0.415 | -0.188 0.217
Pegasus CNN T | -0.130 | -0.220 -0.174 0.217
Distilbart 0.020 -0.373 -0.184 0.221

Distilbart T -0.138 | -0.199 | -0.167 0.227

Table 4.27: BERTScore and BLEURT for transformers Distilbart and Pegasus
CNN/DailyMail in dataset SciDuet. "T" stands for Topic, indicating that the text has
been divided into topics, each of which has been summarised separately, before being com-
bined into a final summary.

There are two types of methods: extractive or abstractive. Extractive methods are
simple methods that extract sentences exactly as they are from the original text without
adding any novelty to them or condense sentences that have much unnecessary information.
Most of the methods studied here are unsupervised, which is an important advantage since
they do not require any training data, making it possible to summarise every text in every
topic and language. As for the abstractive methods, they aim to build a summary more
like a human would, adding new words or sentences. Typically, these methods output
very concise summaries that give a brief highlight of what the original text is about. The
abstractive methods in this report are all transformers, i.e., supervised models that are
already trained and ready to use.

The sections above 4.4 and 4.5 present the results of the datasets PS5K and SciDuet
for all the extractive and abstractive methods. In PS5K, the abstractive methods perform
worse than the extractive methods, while in SciDuet the opposite happens.

For the dataset PS5K, the tables 4.1, 4.2, 4.3 and 4.4 display the outcomes of extrac-
tive methods, while the tables 4.20, 4.21, 4.22 and 4.23 display the outcomes of abstractive
methods. As one can observe, every score of the extractive methods is higher than the
scores of the abstractive methods, with the exception of ROUGE-1, which, without prepro-
cessing, achieves a highest result of 0.260, while the transformer Pegasus CNN /DailyMail,
when the text is divided by topics, is able to reach 0.262. However, this is only one metric
among ten. So, for this dataset, it is preferable to use an extractive method, such as Tex-
tRank, that has always better values and is unsupervised. Following that method is: LSA
LR, LexRank LR, QueSTS HR, LC HR, and TF-IDF. All these methods have close scores.
As for the abstractive methods, both transformers, Pegasus CNN/DailyMail and Distill-
bart, present very close scores, with the Distillbart having an advantage in BERTScore
and BLEURT. The results are better when the text is divided by topics.

As for SciDuet, the tables 4.9, 4.10, 4.11 and 4.12 display the outcomes of extractive
methods, while the tables 4.24, 4.25, 4.26 and 4.27 display the outcomes of abstractive
methods. Contrarily to PS5K, all metrics have better values for the abstractive methods,
with the Distillbart having the best results. The best extractive methods are TF-IDF
and QueSTS (their scores are all close), followed by LexRank LR, TextRank LR, LC
HR, and LSA LR. The differences between the methods can be quite significant, with,
for example, ROUGE-1 having a difference of 0.114 between the best abstractive and
extractive methods.

The dissimilarity between the two datasets makes it challenging to determine which
approach is best: extractive or abstractive. The methods to choose are going to depend on
the dataset to be used. However, abstractive methods have the disadvantage of needing
training data, which can be of low quality, hard to access or even inexistent. Since training
is not required, unsupervised extractive methods allow for a quicker summarization of any
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text with any topic or language. Furthermore, abstractive methods tend to provide smaller,
more concise summaries, which for slide generation may not be ideal. Even though breaking
the summary into topics helps with this problem, the generated summaries are still not
going to be size adjustable as most extractive methods are, i.e., it will not be possible to
determine a ratio of the original text that is going to be kept in the summary. In the case
of wanting to generate larger abstractive summaries, the original text would have to be
separated into smaller pieces, which might still not return the summary with the intended
size and could create new problems and decrease the quality. Forcing a part of the text to
be in the slide might not be ideal since that part might not be needed and could decrease
the general quality of the summary. Additionally, there are other factors, such as coherence,
that the automatic metrics cannot evaluate but that might be important, especially for
transformers, that in order to create abstractive summaries might "hallucinate" and start
to invent facts that are not true. This does not happen for extractive methods because
they do not create any new words or sentences; they simply stick to what is written in the
original text.
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Slide Generation

The previous chapter 4 presents the results for the automatic evaluation of several sum-
marization methods for two datasets: SciDuet and PS5K. With the summaries made, the
next step is to put those summaries into slide decks. After that, a set of people are going to
evaluate them. What might be good in terms of summarization might not apply to slides.
Aspects like information organisation are something that is only possible to evaluate by
giving the slides.

However, as explained in section 4.2, the datasets SciDuet and PS5K are very chal-
lenging to understand. They are composed of scientific papers with abundant complex
concepts and mathematical formulas. So, in order to evaluate their summary or slide
decks, it would be required to have people that are experts in the subjects, which is some-
thing very hard to accomplish. Therefore, it is more viable to have a dataset with simple,
easy-to-understand concepts that people may already have some knowledge about in or-
der to accelerate the evaluation process. This is a very important aspect since manually
evaluating slide decks/summaries is a process that demands much time and effort. This
evaluation requires every evaluator to read the original document and the generated slides
or summary and then compare them and answer the provided questions. If the documents
are too long and hard to understand, this will be an intense task, and no one will want to
participate, and even if they do, they may not understand the topic well and their evalu-
ation may not be reliable. For these reasons, a dataset should be composed of topics that
are widely known and easy to comprehend. Additionally, this type of data is more akin
to that of Mindflow (a project-related company), where the slides concern a presentation
of a theme. However, datasets are not only composed of text; they also need their respec-
tive summaries, which can be harder to encounter. So, with that in mind, a dataset with
Wikipedia articles was built.

This chapter is divided into four sections. The first one (5.1) explains how the Wikipedia
dataset was built; section 5.2 presents the automatic evaluation, i.e., the results of the met-
rics ROUGE, BERTScore, and BLEURT when applied to the dataset Wikipedia in both
English and Portuguese. After that, the construction of slide decks is explained in section
5.3, along with some examples. Finally, in section 5.4 the process for the human evaluation
is described and the outcomes are shown and discussed.
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5.1 Wikipedia Dataset

Wikipedia has a wide range of topics that one may choose from, and at the beginning of
each there is a small introduction that can be taken as a summary. Since we could not
find such a dataset, one had to be constructed. For that, ten different articles were chosen.
These were divided into six different categories, and for each one a maximum of two articles
were chosen. The articles and categories are: Places ("Coimbra" and "Europe"), Organi-
zation/Band ("University of Coimbra" and "Queen"), Events ("Carnation Revolution"),
Technical Article ("Pythagorean theorem" and "Programming Language"), Person ("Cris-
tiano Ronaldo" and "Luis de Camoes") and Movie ("Star Wars"). Wikipedia also allows
for the construction of datasets in several languages, which is an advantage compared to
PS5K and SciDuet, since they are only composed of English articles. For the experiments
taking place here, two datasets were built: one in English and one in Portuguese, since
the objective was to build the slide decks in both of those languages. The experiments
so far only took English into account because there are no datasets for slide generation in
Portuguese. Despite being a small summarization dataset, this will allow for a preliminary
experiment to see how Portuguese-language slides would appear. Below there is an exam-
ple of the Wikipedia article "Carnation Revolution" (abbreviated), and its corresponding
summary.

Article:
By the 1970s, nearly a half-century of authoritarian rule weighed on Portugal. The 28
May 1926 coup d’état implemented an authoritarian regime incorporating social Catholi-
cism and integralism. In 1933, the regime was renamed Estado Novo (New State). Antonio
de Oliveira Salazar served as Prime Minister until 1968.In sham elections the government
candidate usually ran unopposed, while the opposition used the limited political freedoms
allowed during the brief election period to protest, withdrawing their candidates before the
election to deny the regime political legitimacy. The Estado Novo’s political police, the
PIDE (Policia Internacional e de Defesa do Estado, later the DGS, Direc¢ao-Geral de Se-
gurancga and originally the PVDE, Policia de Vigilincia e Defesa do Estado), persecuted
opponents of the regime, who were often tortured, imprisoned or killed.In 1958, General
Humberto Delgado, a former member of the regime, stood against the regime’s presiden-
tial candidate, Américo Tomds, and refused to allow his name to be withdrawn. Tomds
won the election amidst claims of widespread electoral fraud, and the Salazar government
abandoned the practice of popularly electing the president and gave the task to the National
Assembly. Portugal’s Estado Novo government remained neutral in the second world war,
and was initially tolerated by its NATO post-war partners due to its anti-communist stance.

In February 1974, Caetano decided to remove General Antonio de Spinola from the com-
mand of Portuguese forces in Guinea in the face of Spinola’s increasing disagreement with
the promotion of military officers and the direction of Portuguese colonial policy. This
occurred shortly after the publication of Spinola’s book, Portugal and the Future, which
expressed his political and military views of the Portuguese Colonial War. Several military
officers who opposed the war formed the MFA to overthrow the government in a military
coup. The MFA was headed by Vitor Alves, Otelo Saraiva de Carvalho and Vasco Lourengo,
and was joined later by Salgueiro Maia. The movement was aided by other Portuguese army
officers who supported Spinola and democratic civil and military reform. It is speculated
that Francisco da Costa Gomes actually led the revolution. The coup had two secret signals.
First, Paulo de Carvalho’s "E Depois do Adeus" (Portugal’s entry in the 1974 Eurovision
Song Contest) was aired on Emissores Associados de Lisboa at 10:55 p.m. on 24 April.
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This alerted rebel captains and soldiers to begin the coup. The second signal came at 12:20
a.m. on 25 April, when Rddio Renascenga broadcast "Grandola, Vila Morena" (a song by
Zeca Afonso, an influential political folk musician and singer who was banned from Por-
tuguese radio at the time). The MFA gave the signals to take over strategic points of power
in the country. Six hours later, the Caetano government relented.

After an early period of turmoil, Portugal emerged as a democratic country. The country
divested itself of almost all of its former colonies and experienced severe economic turmoil.
For the Portuguese and their former colonies this was a very difficult period, but civil rights
and political freedoms were achieved. Construction of what is now called the 25 de Abril
Bridge began on 5 November 1962. It opened on 6 August 1966 as the Salazar Bridge,
named after FEstado Novo leader Antonio de Oliveira Salazar. Soon after the Carnation
Revolution of 1974, the bridge was renamed the 25 de Abril Bridge to commemorate the
revolution. Clitizens who removed the large, brass "Salazar" sign from a main pillar of the
bridge and painting a provisional "25 de Abril" in its place were recorded on film. Many
Portuguese streets and squares are named vinte e cinco de Abril (25 April), for the day
of the revolution. The Portuguese Mint chose the 40th anniversary of the Carnation Rev-
olution for its 2014 2 euro commemorative coin. Freedom Day (25 April) is a national
holiday, with state-sponsored and spontaneous commemorations of the civil liberties and
political freedoms achieved after the revolution.

Summary:

The Carnation Revolution (Portuguese: Revolugao dos Cravos), also known as the 25 April
(Portuguese: 25 de Abril), was a military coup by left-leaning military officers that over-
threw the authoritarian Estado Novo regime on 25 April 197/ in Lisbon, producing major
social, economic, territorial, demographic, and political changes in Portugal and its over-
seas colonies through the Processo Revoluciondrio Em Curso. It resulted in the Portuguese
transition to democracy and the end of the Portuguese Colonial War. The revolution began
as a coup organised by the Armed Forces Movement (Portuguese: Movimento das Forgas
Armadas, MFA), composed of military officers who opposed the regime, but it was soon cou-
pled with an unanticipated, popular civil resistance campaign. Negotiations with African
independence movements began, and by the end of 1974, Portuguese troops were withdrawn
from Portuguese Guinea, which became a UN member state. This was followed in 1975
by the independence of Cape Verde, Mozambique, Sao Tomé and Principe and Angola in
Africa and the declaration of independence of FEast Timor in Southeast Asia. These events
prompted a mass exodus of Portuguese citizens from Portugal’s African territories (mostly
from Angola and Mozambique), creating over a million Portuguese refugees — the retorna-
dos. The carnation revolution got its name from the fact that almost no shots were fired and
from restaurant worker Celeste Caeiro offering carnations to the soldiers when the popu-
lation took to the streets to celebrate the end of the dictatorship, with other demonstrators
following suit and carnations placed in the muzzles of guns and on the soldiers’ uniforms.
In Portugal, 25 April is a national holiday (Portuguese: Dia da Liberdade, Freedom Day)
that commemorates the revolution.

5.2 Automatic Evaluation

This section presents the results of the metrics ROUGE, BERTScore, and BLEURT when
applied to the dataset Wikipedia in both English (subsection 5.2.1) and Portuguese (sub-
section 5.2.2).
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5.2.1 English

Tables 5.1, 5.2, 5.3 and 5.4 present the ROUGE, BERTScore and BLEURT results when
applied to the extractive methods and their combinations.

ROUGE-1 and BERTScore have better results with the combination of the unsuper-
vised methods with a threshold three, while ROUGE 2, 3, 4, W, S and SU have a better
performance with Lexical Chains. As for ROUGE L the best method is QueSTS. This
method is also the best for ROUGE 1 if the combinations were excluded.

Method ROUGE-1 ROUGE-2 ROUGE-3
erho R P F R P F R P F
TF-IDF 0.624 | 0.111 | 0.189 | 0.189 | 0.033 | 0.056 | 0.052 | 0.009 | 0.015

TextRank LR | 0.609 | 0.108 | 0.184 | 0.199 | 0.035 | 0.059 | 0.063 | 0.010 | 0.018
QueSTS HR 0.440 | 0.238 | 0.309 | 0.118 | 0.056 | 0.076 | 0.034 | 0.010 | 0.015
LexRank LR | 0.574 | 0.144 | 0.230 | 0.177 | 0.042 | 0.067 | 0.056 | 0.012 | 0.019

LSA LR 0.485 | 0.208 | 0.291 | 0.097 | 0.039 | 0.056 | 0.023 | 0.009 | 0.013
LC HR 0.614 | 0.151 | 0.243 | 0.219 | 0.075 | 0.111 | 0.072 | 0.039 | 0.051
3-1:6 0.485 | 0.232 | 0.314 | 0.136 | 0.064 | 0.087 | 0.040 | 0.017 | 0.024
2-1:6 0.663 | 0.082 | 0.147 | 0.232 | 0.029 | 0.051 | 0.078 | 0.009 | 0.017
1-3,5 0.578 | 0.141 | 0.227 | 0.158 | 0.034 | 0.055 | 0.045 | 0.007 | 0.012

Table 5.1: ROUGE 1, 2 and 3 in dataset Wikipedia in English for both separate and com-
bined extractive methods. In the combinations the first number represents the number of
summaries a sentence needs to be to be chosen to the final summary. The final numbers
represent the methods combined. For each method is given a number. TF-IDF - 1, Tex-

tRank - 2, QueSTS - 3, LexRank - 4, LSA - 5, Lexical Chains - 6 and SVR - 7.

Method ROUGE-4 ROUGE-L ROUGE-W
R P F R P F R P F
TF-IDF 0.023 | 0.004 | 0.006 | 0.395 | 0.070 | 0.118 | 0.079 | 0.035 | 0.049

TextRank LR | 0.032 | 0.005 | 0.009 | 0.393 | 0.069 | 0.117 | 0.080 | 0.035 | 0.048
QueSTS HR 0.015 | 0.003 | 0.005 | 0.278 | 0.155 | 0.199 | 0.059 | 0.083 | 0.069
LexRank LR | 0.024 | 0.004 | 0.007 | 0.363 | 0.089 | 0.143 | 0.074 | 0.045 | 0.056

LSA LR 0.006 | 0.002 | 0.003 | 0.287 | 0.121 | 0.170 | 0.060 | 0.063 | 0.061
LC HR 0.028 | 0.025 | 0.026 | 0.415 | 0.110 | 0.174 | 0.083 | 0.062 | 0.071
3-1:6 0.017 | 0.007 | 0.010 | 0.300 | 0.142 | 0.193 | 0.062 | 0.072 | 0.066
2-1:6 0.033 | 0.004 | 0.007 | 0.432 | 0.053 | 0.095 | 0.087 | 0.027 | 0.041
1-3,5 0.018 | 0.002 | 0.004 | 0.365 | 0.087 | 0.141 | 0.074 | 0.044 | 0.055

Table 5.2: ROUGE 4, L and W (weight 1.2) in dataset Wikipedia in English for both
separate and combined extractive methods. In the combinations the first number represents
the number of summaries a sentence needs to be to be chosen to the final summary. The
final numbers represent the methods combined. For each method is given a number. TF-
IDF - 1, TextRank - 2, QueSTS - 3, LexRank - 4, LSA - 5, Lexical Chains - 6 and SVR -
7.

As for the abstractive methods, these are presented in tables 5.5, 5.6, 5.7 and 5.8.
As expected, not separating the texts into topics results in lower scores. However, these
scores are higher than the ones obtained from the other datasets: PS5K and SciDuet. This
happens because the summaries taken from Wikipedia are smaller, making the fraction of
relevant sentences that were retrieved (recall) higher, which results in a better F-Score.
This is also relevant for other metrics that have higher scores. For example, ROUGE-1
and BERTScore. From all the transformers, the best performing one is Distillbart, which
is in line with the results of the other datasets that also presented this model as the best.

It is clear that the abstractive methods outperform the extractive ones when compared
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ROUGE-S ROUGE-SU
Method R P F R P F
TF-IDF 0.192 0.033 0.057 0.265 0.046 0.079

TextRank LR | 0.192 | 0.034 | 0.057 | 0.263 | 0.046 | 0.078
QueSTS HR 0.113 | 0.059 | 0.077 | 0.168 | 0.089 | 0.116
LexRank LR | 0.169 | 0.040 | 0.065 | 0.237 | 0.058 | 0.093

LSA LR 0.093 | 0.038 | 0.054 | 0.159 | 0.066 | 0.093
LC HR 0.214 | 0.065 | 0.100 | 0.281 | 0.080 | 0.125
3-1:6 0.129 | 0.061 | 0.083 | 0.189 | 0.089 | 0.121
2-1:6 0.226 | 0.028 | 0.050 | 0.300 | 0.037 | 0.066
1-3,5 0.155 | 0.034 | 0.056 | 0.226 | 0.052 | 0.085

Table 5.3: ROUGE S (skip-gram 4) and SU in dataset Wikipedia in English for both
separate and combined extractive methods. In the combinations the first number represents
the number of summaries a sentence needs to be to be chosen to the final summary. The
final numbers represent the methods combined. For each method is given a number. TF-
IDF - 1, TextRank - 2, QueSTS - 3, LexRank - 4, LSA - 5, Lexical Chains - 6 and SVR -
7.

BERTScore
Method R B P BLEURT
TF-IDF -0.086 -0.099 -0.092 0.293

TextRank LR | -0.097 | -0.099 | -0.097 0.307
QueSTS HR | -0.055 | -0.125 | -0.089 0.315
LexRank LR | -0.075 | -0.086 | -0.080 0.307

LSA LR -0.111 -0.116 | -0.113 0.291
LC HR -0.040 | -0.114 | -0.080 0.320
3-1:6 -0.063 | -0.073 | -0.067 0.327
2-1:6 -0.059 | -0.088 | -0.073 0.325
1-3,5 -0.097 | -0.109 | -0.102 0.290

Table 5.4: BERTScore and BLEURT in dataset Wikipedia in English for both separate
and combined extractive methods. In the combinations the first number represents the
number of summaries a sentence needs to be to be chosen to the final summary. The final
numbers represent the methods combined. For each method is given a number. TF-IDF -

1, TextRank - 2, QueSTS - 3, LexRank - 4, LSA - 5, Lexical Chains - 6 and SVR - 7.

to each other. The size of the summary might have some impact on these scores. The
extractives are larger, whereas the transformers return a summary that is smaller and more
akin to the ones from the golden summary.

ROUGE-1 ROUGE-2 ROUGE-3
R P F R P F R P F
Pegasus CNN 0.077 | 0.461 | 0.132 | 0.024 | 0.136 | 0.041 | 0.009 | 0.048 | 0.016
Pegasus CNN T | 0.365 | 0.300 | 0.329 | 0.090 | 0.077 | 0.083 | 0.023 | 0.021 0.022
Distillbart 0.106 | 0.420 | 0.169 | 0.021 | 0.085 | 0.033 | 0.006 | 0.021 0.009
Distillbart T 0.438 | 0.283 | 0.344 | 0.113 | 0.071 | 0.087 | 0.030 | 0.018 | 0.023

Transformer

Table 5.5: ROUGE 1, 2 and 3 in dataset Wikipedia in English for the abstractive methods.

5.2.2 Portuguese

Tables 5.9, 5.10, 5.11 and 5.12 present the ROUGE, BERTScore and BLEURT scores
for the Portuguese Wikipedia articles. The best performing methods for this dataset are
LexRank, which has the best results in ROUGE 2, 3, 4, W, S, and SU; QueSTS, which
excels in BERTScore; TextRank, which is better for BLEURT; and LSA, which outperforms
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ROUGE-4 ROUGE-L ROUGE-W
R P F R P F R P F
Pegasus CNN 0.005 | 0.026 | 0.009 | 0.061 | 0.366 | 0.104 | 0.016 | 0.240 | 0.029
Pegasus CNN T | 0.010 | 0.009 | 0.010 | 0.231 0.192 | 0.209 | 0.049 | 0.102 | 0.066
Distillbart 0.002 | 0.008 | 0.003 | 0.078 | 0.318 | 0.126 | 0.020 | 0.200 | 0.036
Distillbart T 0.012 | 0.007 | 0.008 | 0.271 | 0.174 | 0.212 | 0.057 | 0.091 | 0.070

Transformer

Table 5.6: ROUGE 4, L and W (weight 1.2) in dataset Wikipedia in English for the
abstractive methods.

ROUGE-S ROUGE-SU
R p F R P F
Pegasus CNN 0.019 | 0.112 | 0.032 | 0.029 | 0.175 | 0.049
Pegasus CNN T | 0.080 | 0.068 | 0.073 | 0.128 | 0.107 | 0.116
Distillbart 0.018 | 0.075 | 0.028 | 0.032 | 0.135 | 0.052
Distillbart T 0.102 | 0.064 | 0.079 | 0.158 | 0.101 | 0.123

Transformer

Table 5.7 ROUGE S (skip-gram 4) and SU in dataset Wikipedia in English for the ab-
stractive methods.

BERTScore
Transformer i P F BLEURT
Pegasus CNN 0.061 | -0.317 -0.135 0.296
Pegasus CNN T | -0.086 | -0.063 -0.074 0.264
Distillbart -0.020 | -0.289 -0.157 0.282

Distillbart T -0.091 | -0.050 | -0.070 0.263

Table 5.8: BERTScore and BLEURT in dataset Wikipedia in English for the abstractive
methods.

all others in ROUGE 1 and L, even though LexRank is not far behind from its results.
Furthermore, if combinations are employed, they are able to outperform some methods.
This is true for ROUGE-1 and L, which perform better when the unsupervised methods are
combined with a threshold of three and when QueSTS, LexRank, and LSA are combined
with a threshold of two. Among the two combinations, the latter is preferable.

In contrast to the results of the previous datasets, the majority of BERTScore values
are positive, while BLEURT values are negative. This might be happening simply because
of the different languages used. Although these metrics can be applied to a variety of
languages, it is reasonable to assume that since English is a more popular language, it
has received better training and preparation. As a result, the accuracy in the Portuguese
language result might not be as good, making the BERTScore look better and the BLEURT
look worse. On the other hand, ROUGE has range values that are comparable to those
in the prior datasets, which makes sense since this metric only compares words exactly as
they are in text, without needing any training, contrarily to the other evaluation metrics.

Tables 5.13, 5.14, 5.15 and 5.16 present the results for the transformer Multilingual
T5. Due to there only being one, the only comparison to make is between the input text
being separated by topics or not, and, as is expected, separating the text brings a big
improvement to the method. Furthermore, it is clear from a comparison of this method
and extractive methods that the latter performs superior to the former. This is contrary to
what happens when the Wikipedia dataset is in English. The reason for this is simply that
different transformers are used, and because this one was trained for several languages, its
results are not as accurate as Distillbart or Pegasus CNN. Tables 4.17, 4.18 and 4.19 show
the various differences in the metrics’ results.
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Method ROUGE-1 ROUGE-2 ROUGE-3
R P F R P F R P F
TF-IDF 0.516 | 0.179 | 0.266 | 0.128 | 0.040 | 0.062 | 0.031 | 0.011 | 0.016

TextRank LR | 0.558 | 0.186 | 0.278 | 0.154 | 0.048 | 0.074 | 0.047 | 0.016 | 0.023
QueSTS HR 0.541 0.207 | 0.299 | 0.129 | 0.049 | 0.071 0.034 | 0.015 | 0.021
LexRank LR | 0.514 | 0.225 | 0.313 | 0.140 | 0.056 | 0.080 | 0.044 | 0.018 | 0.025

LSA LR 0.421 0.276 | 0.333 | 0.076 | 0.047 | 0.058 | 0.017 | 0.011 0.014
LC HR 0.134 | 0.466 | 0.208 | 0.030 | 0.141 | 0.050 | 0.010 | 0.058 | 0.017
2-1:6 0.584 | 0.172 | 0.266 | 0.161 | 0.047 | 0.073 | 0.047 | 0.015 | 0.023
3-1:6 0.305 | 0.382 | 0.339 | 0.062 | 0.081 | 0.070 | 0.015 | 0.021 0.017
1-4,5 0.583 | 0.166 | 0.258 | 0.173 | 0.045 | 0.072 | 0.056 | 0.014 | 0.023
1-3:5 0.654 | 0.118 | 0.201 | 0.215 | 0.037 | 0.064 | 0.069 | 0.012 | 0.021
2-3:5 0.405 | 0.331 | 0.364 | 0.077 | 0.061 | 0.068 | 0.017 | 0.015 | 0.016

Table 5.9: ROUGE 1, 2 and 3 in dataset Wikipedia in Portuguese for both separate
and combined extractive methods. In the combinations the first number represents the
number of summaries a sentence needs to be to be chosen to the final summary. The final
numbers represent the methods combined. For each method is given a number. TF-IDF -

1, TextRank - 2, QueSTS - 3, LexRank - 4, LSA - 5, Lexical Chains - 6 and SVR - 7.

Method ROUGE-4 ROUGE-L ROUGE-W
R P F R P F R P F
TF-IDF 0.007 | 0.002 | 0.003 | 0.299 | 0.105 | 0.155 | 0.054 | 0.053 | 0.053

TextRank LR | 0.015 | 0.005 | 0.007 | 0.319 | 0.107 | 0.160 | 0.058 | 0.054 | 0.056
QueSTS HR 0.010 | 0.005 | 0.006 | 0.310 | 0.126 | 0.179 | 0.056 | 0.064 | 0.060
LexRank LR | 0.016 | 0.006 | 0.009 | 0.299 | 0.130 | 0.181 | 0.056 | 0.066 | 0.060

LSA LR 0.007 | 0.004 | 0.005 | 0.231 | 0.155 | 0.185 | 0.043 | 0.080 | 0.056
LC HR 0.003 | 0.024 | 0.006 | 0.095 | 0.367 | 0.151 | 0.021 | 0.245 | 0.038
2-1:6 0.015 | 0.005 | 0.007 | 0.336 | 0.101 | 0.155 | 0.061 | 0.050 | 0.055
3-1:6 0.004 | 0.005 | 0.004 | 0.177 | 0.229 | 0.200 | 0.033 | 0.128 | 0.052
1-4,5 0.022 | 0.005 | 0.008 | 0.343 | 0.096 | 0.151 | 0.063 | 0.047 | 0.054
1-3:5 0.027 | 0.005 | 0.008 | 0.389 | 0.071 | 0.120 | 0.070 | 0.035 | 0.047
2-3:5 0.004 | 0.004 | 0.004 | 0.224 | 0.189 | 0.205 | 0.041 | 0.099 | 0.058

Table 5.10: ROUGE 4, L and W (weight 1.2) in dataset Wikipedia in Portuguese for both
separate and combined extractive methods. In the combinations the first number represents
the number of summaries a sentence needs to be to be chosen to the final summary. The
final numbers represent the methods combined. For each method is given a number. TF-
IDF - 1, TextRank - 2, QueSTS - 3, LexRank - 4, LSA - 5, Lexical Chains - 6 and SVR -
7.

5.3 Slide Generation

To complete the pipeline of slide generation, the sentences of the generated summaries
need to be organised into slides. While a more complex strategy could be devised [Sefid
et al., 2021b, Sun et al., 2021b], and will be in the future, a fairly simple one was adopted
for illustrating the process in this report. Having in mind that most textual documents
have sections, their titles were used as the topics for the slides. The sentences in the
summary are then grouped according to those topics, i.e., each sentence is associated with
the topic (section) under which it was placed in the original document. As a result, each
slide will feature a title (i.e., the title of the section) followed by sentences selected from
the original document, in their original order. Each slide can only contain a configurable
number of sentences or characters. If the text does not fit on a single slide, additional
text-only slides are made. For illustrative purposes, Appendix A show some examples of
the slides generated with QueSTS HR, Distillbart, and TextRank LR.
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ROUGE-S ROUGE-SU
Method R P F R P T
TF-IDF 0.128 0.041 0.062 0.193 0.064 0.096

TextRank LR | 0.148 | 0.047 | 0.071 | 0.217 | 0.070 | 0.106
QueSTS HR 0.140 | 0.050 | 0.074 | 0.207 | 0.077 | 0.112
LexRank LR | 0.136 | 0.055 | 0.079 | 0.199 | 0.084 | 0.118

LSA LR 0.076 | 0.048 | 0.059 | 0.134 | 0.087 | 0.105
LC HR 0.030 | 0.114 | 0.048 | 0.048 | 0.179 | 0.075
2-1:6 0.158 | 0.046 | 0.071 | 0.229 | 0.067 | 0.103
3-1:6 0.063 | 0.082 | 0.071 | 0.103 | 0.134 | 0.117
1-4,5 0.167 | 0.044 | 0.070 | 0.237 | 0.065 | 0.101
1-3:5 0.206 | 0.036 | 0.061 | 0.282 | 0.050 | 0.085
2-3:5 0.082 | 0.066 | 0.073 | 0.136 | 0.111 | 0.122

Table 5.11: ROUGE S (skip-gram 4) and SU in dataset Wikipedia in Portuguese for both
separate and combined extractive methods. In the combinations the first number represents
the number of summaries a sentence needs to be to be chosen to the final summary. The
final numbers represent the methods combined. For each method is given a number. TF-
IDF - 1, TextRank - 2, QueSTS - 3, LexRank - 4, LSA - 5, Lexical Chains - 6 and SVR -
7.

BERTScore
Method R P B BLEURT
TF-IDF 0.127 | 0.159 0.144 -0.134

TextRank LR | 0.140 0.177 | 0.159 -0.101
QueSTS HR | 0.196 | 0.193 | 0.195 -0.122
LexRank LR | -0.101 | -0.112 | -0.105 -0.126

LSA LR 0.117 | 0.144 | 0.131 -0.131
LC HR 0.164 | -0.047 | 0.050 -0.107
2-1:6 0.166 | 0.177 | 0.172 -0.122
3-1:6 0.173 | 0.137 | 0.153 -0.112
1-4,5 0.153 | 0.171 0.163 -0.123
1-3:5 0.170 | 0.183 | 0.177 -0.127
2-3:5 0.196 | 0.185 | 0.192 -0.111

Table 5.12: BERT'Score and BLEURT in dataset Wikipedia in Portuguese for both separate
and combined extractive methods. In the combinations the first number represents the
number of summaries a sentence needs to be to be chosen to the final summary. The final
numbers represent the methods combined. For each method is given a number. TF-IDF -
1, TextRank - 2, QueSTS - 3, LexRank - 4, LSA - 5, Lexical Chains - 6 and SVR - 7.

ROUGE-1 ROUGE-2 ROUGE-3
R P F R P F R P F
Multilingual 0.025 | 0.718 | 0.048 | 0.011 | 0.342 | 0.021 0.005 | 0.161 | 0.010
Multilingual T | 0.148 | 0.578 | 0.236 | 0.040 | 0.161 | 0.064 | 0.015 | 0.053 | 0.023

Transformer

Table 5.13: ROUGE 1, 2 and 3 in dataset Wikipedia in Portuguese for the abstractive
methods.

ROUGE-4 ROUGE-L ROUGE-W
R P F R P F R P F
Multilingual 0.003 | 0.086 | 0.006 | 0.022 | 0.644 | 0.043 | 0.006 | 0.468 | 0.012
Multilingual T | 0.005 | 0.016 | 0.008 | 0.109 | 0.432 | 0.174 | 0.024 | 0.251 | 0.044

Transformer

Table 5.14: ROUGE 4, L and W (weight 1.2) in dataset Wikipedia in Portuguese for the
abstractive methods.
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ROUGE-S ROUGE-SU
R P F R P F
Multilingual 0.008 | 0.295 | 0.016 | 0.011 | 0.388 | 0.021
Multilingual T | 0.036 | 0.148 | 0.058 | 0.055 | 0.221 | 0.088

Transformer

Table 5.15: ROUGE S (skip-gram 4) and SU in dataset Wikipedia in Portuguese for the
abstractive methods.

BERTScore
Transformer 0 B 7 BLEURT
Multilingual 0.213 | -0.250 | -0.050 -0.083

Multilingual T | 0.184 | -0.046 | 0.062 -0.052

Table 5.16: BERTScore and BLEURT in dataset Wikipedia in Portuguese for the abstrac-
tive methods.

It is important to remember that these slide decks are not the final product, but
merely an initial draft that can be later improved. Humans can edit the slides in order to:
remove or add some sentences; add figures and tables; rectify some grammar and coherence
problems in the text; etc.

5.4 Human Evaluation of Slides

The final step of this work is to present the slide decks to a group of people for human
evaluation. This type of evaluation is described in section 2.4 and essentially involves
showing a group of people the original text and the resulting slides, and then asking them
questions about those slides. This type of evaluation seeks to evaluate every aspect of the
slide decks, such as information organization, and not just the summary. Furthermore, it
also allows for the summary to be evaluated based on the information that it has and not
just the similarity that it has with a golden summary. However, every evaluation that is
going to be received is subjective, and it can be highly variable since different people may
have different opinions.

In order to create a process of human evaluation, the first step was to choose the slides
to test. This is due to the fact that many experiments were conducted as part of this report,
and providing all of them to people would necessitate a significant amount of effort on their
part to evaluate the slides. There are ten articles from Wikipedia, each summarised in two
languages: Portuguese and English, using a maximum of two abstractive methods (only
one for Portuguese) in two different contexts (full text or separated by slides), and six
different extractive methods, which already exclude SVR, that cannot be applied to the
Wikipedia dataset because there is not enough data. Furthermore, these methods could
also be tested with different ratios and with several combinations.

For the ratios, only the best performing ones in automatic evaluation were chosen.
Even though having larger summaries could be something interesting to evaluate from
the perspective of a person, this is not a feasible option because it would require that
for each method evaluated, two different summaries were presented. As for combinations,
these were also excluded. Even though they can improve certain metrics, the combination
would change for every dataset, and since the results do not have a drastic improvement,
sometimes they do not improve at all, it is more advantageous to test only the methods
individually.

Regarding the language of the summaries, English was chosen. This was due to most of
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the experiments in this report being made with that language. Furthermore, the evaluation
metrics, except for ROUGE, and the transformers, were more adjusted to English than
Portuguese. Furthermore, Multilingual T5 is the only transformer that is able to process
Portuguese texts, and its automatic metrics are much below those of Distillbart or Pega-
sus CNN/DailyMail. Therefore, to have a better idea of what is possible to accomplish
with abstractive summarization, English is the language that all the slides and respective
Wikipedia articles are in. Besides that, only six of the ten articles—"Coimbra," "Europe,"
"Queen," "Carnation Revolution," "Cristiano Ronaldo," and "Star Wars"—were chosen,
and only three slide decks were produced for each, with each slide deck having a differ-
ent method. This articles were chosen to represent different themes: places-2, band-1,
events-1, person-1 and movie-1. There are no technical articles due to their complexity. In
appendix B there is an excerpt of the Pythagorean Theorem slide decks. As we can see,
the mathematical formulas are difficult to understand because they are not presented in a
clear manner. This is an extraction problem since it is all extracted as text, and formulas
should have a different way of extraction that would allow them to be in the slides exactly
as they are in the original text.

Three different types of methods were chosen. Since there are more extractive methods,
it was decided that they would be the majority. This means that out of those three
methods, two are extractive and one is abstractive. For the abstractive method, the choice
relapsed on the Distillbart transformer since it was the one that presented the best results
across all datasets.

The selection of extractive methods presented a more difficult decision, since there are
different "best methods" for all the datasets. So, a decision was made to have one method
that had already been used for slide generation and another that had only been used in
more traditional summarization scenarios. For the first type, there are only two methods:
QueSTS and SVR. Since SVR is not possible to apply to the Wikipedia dataset, QueSTS
was the one chosen. This method is also one of the highest performing methods for the
Wikipedia dataset, being the best for ROUGE 1 and L, excluding combinations, and being
the second best in several other metrics (BLEURT, BERTSCORE, ROUGE 2, W, S, and
SU), with only a small gap between its results and the best. So, this will also give an idea
of how a method that is automatically evaluated as one of the best performs in human
evaluation.

For the last method, TextRank was chosen. This is the method that was best scored in
the PS5K dataset, and so its inclusion, along with Distillbart, which is the best performing
method for SciDuet and Wikipedia English, will allow for an evaluation of the best methods
across all datasets. Furthermore, TextRank presents very mid-range results for Wikipedia
English, and is even one of the worst-performing according to certain metrics, such as
ROUGE 1. This will allow for a comparison between two of the best methods in automatic
evaluation (Distillbart and QueSTS) and one of the worst, which will give an idea of the
different behaviours when humans and algorithms evaluate the slide decks.

In conclusion, the human evaluation tests were made up of six different articles, all
written in English, each with three unique slide decks made using a different summarization
method: TextRank, QueSTS, or Distillbart. In order to organise this information for people
to evaluate, six forms were created, using Google Forms', each pertaining to an article
and consisting of three sections, with each section having several questions regarding a
particular slide deck. These questions are the same for every section/slide deck in every
form.

Thttps://www.google.com /forms/about /
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In order to develop the evaluation questions, ideas from some of the work described in
section 2.4 were used as sources of inspiration. However, instead of, for example, asking
respondents to rate items on a scale of one to five, the Likert scale |Likert, 1932| was
employed. This consists of providing statements instead of questions that people have to
rate, usually on the following scale:

e Strongly disagree (SA)

e Disagree (D)

Neither agree nor disagree

Agree (A)

Strongly agree (SA)

However, the third option, "Neither agree nor disagree," was removed to avoid any
room for doubt in the results. In this way, the scores are always going to give positive or
negative feedback.

After having the scale, the next and final step is the selection of the statements, which
includes the following, inspired by Sravanthi et al. [2009]:

I am satisfied with the amount of information in the presentation

I am satisfied with the relevance of the information in the presentation (the selected
information is the most important for the topic)

I am satisfied with the organization of the information presented

I am satisfied with the overall quality of the presentation

The first statement seeks to have a human perspective on the problem of the ratio that
was discussed throughout this report, mainly in section 4. Even though only the methods
with a lower ratio were used in the questionnaire, every slide has a different low ratio and
so a different size. As for the statement regarding relevance, it seeks to know if from all the
information that was presented in the original text, the most important was kept in the
slide decks or not. This statement is the closest to what happens in automatic evaluation,
that only compares the resulting summary to the golden one, i.e., the summary with the
most relevant information. Statement three, regarding the organisation of the text, is
included in order to have a better understanding if all the information is well organized,
not only in terms of topics but also within the topics. The overall quality statement aims
to ascertain the respondent’s opinion of the presentation as a whole, sort of combining
all the prior statements into one and including some additional elements that were not
evaluated but that the respondent finds significant and that should be added or removed
from the presentation. Finally, the last statement examines whether the slide deck achieves
the primary goal of this work, which is to create slide presentations that would serve as a
good foundation for the preparation of the final one.

Appendix C has an example of a form. Figures 5.1, 5.2, 5.3, 5.4 and 5.5 present the
results of the forms for each statement in each method. Each statement was assessed 30
times, with the form "Coimbra" receiving eight responses, "Europe" receiving six, "Cris-
tiano Ronaldo" receiving four, "Carnation Revolution" receiving six, and "Star Wars" and
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(a) QueSTS (b) Distillbart

B Strongly disagree
[ Disagree

O Agree

O Strongly agree

(c) TextRank

Figure 5.1: I am satisfied with the amount of information in the presentation

"Queen" receiving three each. All the responses were combined to increase the number of
responses for each method and produce more reliable results.

The best performing method for the statement regarding the amount of information in
the presentation, as it is possible to see in figure 5.1, is Distillbart, with 80% of positive
classifications, while TextRank has 63% and QueSTS has only 33%. In terms of the quan-
tity of existing information, Distillbart is between QueSTS and TextRank, not having as
much information as TextRank but having more than QueSTS. Therefore, the summaries’
quantity should be changed to one that is more in line with the Distillbart, especially for
QueSTS, which has a really low score, indicating a big information gap. Furthermore, since
TextRank has the same ratio as many of the other employed methods, it is not necessary
to test them to know that this problem will also be verified in those methods.

As for the statement regarding the relevancy of the information in slides, as is seen
in figure 5.2, the best performing method is, once again, Distillbart, with 87% of posi-
tive scores, while TextRank has 63% and QueSTS has 67%. Even though, QueSTS has
more positive reviews, TextRank has more "Strongly Agree" evaluations than QueSTS.
TextRank has 30% while QueSTS has only 7%.

In the first statement regarding the quantity of available information, QueSTS only
obtained a positive score of 33% and now regarding the relevancy of that information, the
method was able to obtain 67% of positive evaluations. This indicates that, despite the fact
that QueSTS presents limited information, what is presented is important. This makes
sense given the extensive information filtering required to select the few sentences that
appear in the final slides. However, in terms of information relevance, QueSTS is still not
the best method; Distillbart holds that distinction. This might be because Distillbart has
training and so is able to pinpoint the most important information more easily. Further-
more, this is also the only asbtractive method, which means that it can cut from sentences
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(a) QueSTS (b) Distillbart

W Strongly disagree
O Disagree

1 Agree

[0 Strongly agree

(c) TextRank

Figure 5.2: T am satisfied with the relevance of the information in the presentation (the
selected information is the most important for the topic)

information that is not important. This will also decrease the total size of existent informa-
tion, which results in more relevancy in fewer words. As a result, the first statement, which
refers to information quantity, and the second statement, which deals with relevancy, will
receive higher scores. The opposite happens for the extractive methods, which are unable
to cut sentences, and therefore they might be adding a sentence that only has a part that
is relevant, which will increase the quantity and decrease the relevancy.

Figure 5.3 presents the results regarding the organisation of the information. Distillbart
is, once again, the best method, this time without any negative evaluations, with 70% of
the responders strongly agreeing that the information is well organized. After that, the
best is TextRank with 80% of positive scores (43%: "Strongly Agree" and 37%: "Agree")
and then QueSTS with 73% of positive scores (46%: "Strongly Agree" and 27%: "Agree").
This is the statement with the best scores, which might be due to the information in the
original articles from Wikipedia already being well organized. The way the information
is presented on each slide may be the reason why the scores from the various methods
differ. Distillbart presents a more coherent type of text, which may aid in the organisation
of ideas in contrast to TextRank and QueSTS, which only extract full sentences from the
original text without regard to context or idea order.

As for the statement regarding the overall quality of the presentation, its evaluation re-
sults can be found in figure 5.4. The best evaluated method for this statement is Distillbart,
followed by TextRank, and then QueSTS, with 77%, 50% and 44% of positive ratings, re-
spectively. While both TextRank and Distillbart receive the same proportion of "Strongly
Agree" and "Strongly Disagree" ratings, their ratings differ in the other categories, with
Distillbart receiving more "Agree" ratings than TextRank.

This statement takes into consideration all aspects of a slide deck, including the ones
evaluated in the previous statements. So, taking into consideration the evaluations ob-
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(a) QueSTS (b) Distillbart

W Strongly disagree
[ Disagree

0 Agree

[ Strongly agree

(c) TextRank

Figure 5.3: I am satisfied with the organization of the information presented

(a) QueSTS (b) Distillbart

W Strongly disagree
@ Disagree

[0 Agree

O Strongly agree

(¢) TextRank

Figure 5.4: I am satisfied with the overall quality of the presentation
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(a) QueSTS (b) Distillbart

W Strongly disagree
[ Disagree

O Agree

[0 Strongly agree

40%

(c¢) TextRank

Figure 5.5: This presentation is a good starting point to prepare for the final presentation

tained for the other statements, these scores are expected, with the most preferable method
for people being the abstractive method: Distillbart.

Finally, in figure 5.5 are presented the results of the evaluation of the final statement
regarding the main objective of this work, i.e., producing slides that are a good starting
point to prepare for the final presentation. Distillbart is, again, the best evaluated method,
receiving the highest percentage of positive evaluations (93%) followed by TextRank (77%)
and QueSTS (63%). Despite Distillbart being the best, the other methods still show
a majority of favourable results, demonstrating that all the evaluated methods produce
presentations that are a good place to start when getting ready for the final one.

In table 5.17 there is a compendium of all the human evaluation results. The order of
statements is the same as the figures before. As for the answers, it is used an abbreviation,
as it is on the items above.

Quantit; Relevance Organization
Method |55 T X Tgx 1§D D [ A [SATSD [ D A | S&
QueSTS 5 15| 8 2 1 9 | 18 2 0 8 8 14
Distillbart 0 6 | 17| 7 0 4 |15 | 11 0 0] 9 21
TextRank 1 10 | 12 7 2 9 | 10 9 2 4 | 13| 11
Qualit, Starting Point
Method  |ep—S e T55 [ D [ A | A
QueSTS 3 14 8 5 1 10 | 15 4
Distillbart 1 6 | 15 8 0 2 | 13| 15
TextRank 1 14| 7 8 1 6 11 | 12

Table 5.17: Compendium of all the human evaluation results.

74



Slide Generation

5.5 Main Conclusions

This chapter presents an automatic and human evaluation of summaries and slides, respec-
tively, generated through some Wikipedia articles. In automatic evaluation, the best per-
forming method was Distillbart, followed by (in order, loosely): Lexical Chains, QueSTS,
LexRank, LSA, TextRank, and TF-IDF (the last three are all very close in value, which
makes it difficult to determine which is best). As for human evaluation, the best evaluated
method was also Distillbart, followed by (in order): TextRank, and QueSTS. In this evalu-
ation, only these three methods were tested. It is also important to take into consideration
that a different number of articles were used in automatic and human evaluation. So, there
might be some articles that might change the outcomes, for better or worse.

QueSTS outperformed TextRank in automatic evaluation, but this did not hold true
for human evaluation. The issue could be caused by the small size of the golden summary,
which is used to assess the generated summaries. As a result, QueSTS summary received
the highest rating because it also has a small size, which fits with the golden summary.
The best method, however, was based on Distillbart, which was deemed to be the best for
both types of evaluation. So, even though in the state of the art, abstractive methods have
very little use for slide generation, this appears to be a very interesting option to explore
and apply to this problem.
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Conclusion

This thesis presents a study of the two steps involved in the automatic generation of slides:
summarization and slide generation. Summarization is the one that receives the most
attention since it is the first and most diverse step.

At the beginning of this thesis, there is a compendium of several summarization meth-
ods. Some are automatically tested in three English datasets: two for slide generation and
one for summarization. In those tests, extractive and abstractive summarization methods
were chosen in order to understand which was the best-suited approach. However, each
dataset had a different best method. Two of the three datasets included text and the corre-
sponding slide decks, while the third included text and the corresponding summary. Only
one of those datasets—with slides as the goal—the best performance was achieved with
an extractive method, with the others producing better results when abstractive methods
were used. Even within extractive methods, the best performing method varies according
to the data.

In addition to automatic evaluation, human evaluation was also carried out. The people
that evaluated the slides preferred the abstractive methods to the extractive methods. This
proves that these methods are very interesting and warrant a larger research than what has
been done so far since they are rarely used for slide generation. However, these methods
have a limitation when compared to the extractive ones, since the majority of extractive
methods, in contrast to the abstractive methods, are unsupervised, which means they do
not require any training. As a result, they can summarise any text, regardless of the topic
or language. This was demonstrated by some tests using a Portuguese dataset. A very
limited multilingual transformer and some unsupervised extractive methods were tested
on this dataset, and the results of the extractive methods were noticeably better.

As such this thesis offered a number of contributions to the automatic slide generation
problem. Several methods, including extractive and abstractive, as well as supervised
and unsupervised ones, were tested in order to provide a comparison between them. In
an effort to improve the performance of the methods, a number of extractive methods
were combined. Unsupervised extractive methods and abstractive methods were tested in
Portuguese in addition to English, which was tested in every method. Three datasets were
used to test the methods; one of them was made especially for this study and consisted
of summaries rather than slides, even if slides were then generated. Furthermore, three
automatic evaluation metrics were used, and a human evaluation was conducted for the
final slide decks. Additionally, a scientific paper |Costa et al., 2022], on the experiments
with the unsupervised methods, was written and accepted for publication.
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Conclusion

Despite all the possible improvements and directions left to explore, the balance of this
work is positive. A range of methods is now easily available for the automatic generation
of slides, with several conclusions taken on their advantages and limitations. This will
definitely contribute to accelerate the process of slide production, which is currently a
completely manual process.

In order to improve this process, several directions for future work were identified. This
includes options for unsupervised abstractive summarization that may be explored along
with other interesting methods that were not applied in this work. Examples include QA
methods (described in 3.2), neural network methods (described in 3.1.5), such as RNNs,
and discourse-based methods (described in 3.1.2), among other not covered in this thesis.
Additionally, summarization can be expanded to include more than one document, and a
method for handling texts with more complex language, such as mathematical formulas,
can be studied. As for slide decks, future work might entail adding visual aids like tables
and images as well as coming up with alternative ways to arrange the sentences. A method
that can be used to accomplish this is topic modelling [Kherwa and Bansal, 2020]. This
unsupervised machine learning method scans one or more documents, looks for patterns in
the sentences, and groups the various words into topics. This would enable us to organise
the data without relying on section headings in a document.
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Appendix

Appendix A: Slide Decks Examples

Definition

Instead, the concept of "Western civilization" emerged as a way of grouping together Europe and these
colonies.

History

Ancient Greece was the founding culture of Western civilisation.
+ Theinvention and implementation of new technologies resulted in rapid urban growth, mass employment
and the rise of a new working class.

The last major famine recorded in Western Europe, the Great Famine of Ireland, caused death and mass
emigration of millions of Irish people.

+ World War I, and especially World War |, diminished the eminence of Western Europe in world affairs.
The Treaty of Rome in 1957 established the European Economic Community between six Western
European states with the goal of a unified economic policy and common market

Geography

« Europe makes up the western fifth of the Eurasian landmass.

Most of the older geology of western Europe existed as part of the ancient microcontinent Avalonia.
+ Theamount of natural forest in Western Europe s just 2-3% or less, while in its Western Russia its 5-10%.
* The most important species in central and western Europe are beech and oak

Economy

- Industrial growth (1760-1945)Capitalism has been dominant in the Western world since the end of
feudalism

Demographics

« Christian culture was the predominant force in western civilization, guiding the course of philosophy, art
and science.

Figure 1: Every slide generated with QueSTS for the article “Kurope”, in the FEn-
glish Wikipedia, as of June, 19, 2022. Read from left to right. Article Link:
https://en.wikipedia.org/wiki/Europe
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Name Definition

+ Inclassical Greek mythology, Europa was a Phoenician princess + The prevalent definition of Europe as a geographical term has been in use since the mid-19th century

Oneview s that her name derives from the Ancient Greek elements euris and 5ps, meaning ‘wide-gazing'
or "broad of aspect' Robert Beekes has argued in favour of a Pre-Indo-European origin

* Europe s taken to be bounded by large bodies of water to the north, west and south
Islands are generally grouped with the nearest continental landmass

Iceland is considered to be part of Europe, while Greenland is usually assigned to North America
Minor), but is considered part of the EU

Cyprusis closest to Anatolia (or As

History Geography

 Europe lies mainly in the temperate climate zones, being subjected to prevailing westerlies
- The climate is milder in comparison to other areas of the same latitude around the globe due to the
influence of the Gulf Stream

‘The geological history of Europe traces back to the formation of the Baltic Shield (Fennoscandia) and the
Sarmatian craton

- Ancient Greece was the founding culture of Western civilisation .
‘The Bronze Age began c. 3200 BCE in Greece with the Minoan civilisation on Crete

The Minoans were followed by the Myceneans, who collapsed suddenly around 1200 BCE, ushering the
European Iron Age

The Romans ruled the entire Mediterranean Basin by the turn of the millennium .

Politics Economy

« The economy of Europe is currently the largest on Earth and it is the richest region as measured by assets
under management with over $32.7 trillion compared to North America's $27.1 trillion in 2008

= The richer states tend to be in the West, followed by Central Europeans, while Eastern Europe economies
are still emerging from the collapse of the Soviet Union and the breakup of Yugoslavia

The prevalent form of government in Europe is parliamentary democracy, in most cases in the form of
Republic .
27 European states are members of the politico-economic European Union, 26 of the border-free
Schengen Area and 19 of the monetary union Eurozone

The European Union has been the focus of economic integration on the continent since its foundation in
1993

Demographics Culture

« Europeis often described as "maximum cultural diversity with minimal geographical distances" Different
cultural events are organized in Europe, with the aim of bringing different cultures closer together and
raising awareness of their importance .

« Cultural contacts and mixtures shape a large part of the regional cultures of Europe

= In2017, the population of Europe was estimated to be 742 million according to the 2019 revision of the
World Population Prospects

Europe's population may fall to about 7% of world population by 2050, or 653 million people

Europe is home to the highest number of migrants of all global regions at 70.6 million people, the IOM's
report said .

Figure 2: Slides generated with Distillbart for the article “Europe”, in the FEn-
glish Wikipedia, as of June, 19, 2022. Read from left to right. Article Link:
https://en.wikipedia.org/wiki/Europe
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Appendix

Definition

« The Book of Jubilees described the continents as the lands given by Noah to his three sons; Europe
was defined as stretching from the Pillars of Hercules at the Strait of Gibraltar, separating it from

Northwest Africa, to the Don, separating it from Asia The convention received by the Middle Ages and
surviving into modern usage is that of the Roman era used by Roman-era authors such as Posidonius,

* Europe s taken to be bounded by large bodies of water to the north, west and south; Europe's limits to
the east and north-east are usually taken to be the Ural Mountains, the Ural River and the Caspian Sea; to
the south-east, the Caucasus Mountains, the Black Sea and the waterways connecting the Black Sea to the
Mediterranean Sea.

Strabo and Ptolemy, who took the Tanais (the modern Don River) as the boundary.

« Acultural definition of Europe as the lands of Latin Christendom coalesced in the 8th century,
signifying the new cultural condominium created through the confluence of Germanic traditions and
Christian-Latin culture, defined partly in contrast with Byzantium and Istam, and limited to northern
Iberia, the British Isles, France, Christianised western Germany, the Alpine regions and northern and
central Italy.

Prior to the adoption of the current convention that includes mountain divides, the border between
Europe and Asia had been redefined several times since its first conception in classical antiquity, but
always as a series of rivers, seas and straits that were believed to extend an unknown distance east and
north from the Mediterranean Sea without the inclusion of any mountain ranges.

Anaximander placed the boundary between Asia and Europe along the Phasis River (the modern Rioni
River on the territory of Georgia) in the Caucasus, a convention still followed by Herodotus i the 5th

« Throughout the Middle Ages and into the 18th century, the traditional division of the landmass of
Eurasia into two continents, Europe and Asia, followed Ptolemy, with the boundary following the
Turkish Straits, the Black Sea, the Kerch Strait, the Sea of Azov and the Don (ancient Tanais).

century BCE

- Around 1715, Herman Moll produced a map showing the northern part of the Ob River and the
Irtysh River, a major tributary of the Ob, as components of a series of partly-joined waterways taking
the boundary between Europe and Asia from the Turkish Straits, and the Don River all the way to the
Arctic Ocean.

* He drew a new line along the Volga, following the Volga north until the Samara Bend, along Obshchy
Syrt (the drainage divide between the Volga and Ural Rivers), then north and east along the latter
waterway to its source in the Ural Mountains.

* By the mid-19th century, there were three main conventions, one following the Don, the Volga-Don
Canal and the Volga, the other following the Kuma-Manych Depression to the Caspian and then the
Ural River, and the third abandoning the Don altogether, following the Greater Caucasus watershed to
the Caspian.

« The question was still treated as a "controversy” in geographical literature of the 18605, with
Douglas Freshfield advocating the Caucasus crest boundary as the "best possible", citing support from
various "modern geographers" In Russia and the Soviet Union, the boundary along the Kuma-Manych
Depression was the most commonly used as early as 1906.

* In 1958, the Soviet Geographical Society formally recommended that the boundary between the
Europe and Asia be drawn in textbooks from Baydaratskaya Bay, on the Kara Sea, along the eastern
foot of Ural Mountains, then following the Ural River until the Mugodzhar Hills, and then the Emba
River; and Kuma-Manych Depression, thus placing the Caucasus entirely in Asia and the Urals entirely
in Europe.

« However, most geographers in the Soviet Union favoured the boundary along the Caucasus crest,
and this became the common convention in the later 20th century, although the Kuma-Manych

boundary remained in use in some 20th-century maps.

G e Og ra p hy = Although over half of Europe's original forests disappeared through the centuries of deforestation,
Europe still has over one quarter of its land area as forest, such as the broadleaf and mixed forests,
taiga of Scandinavia and Russia, mixed rainforests of the Caucasus and the Cork oak forests in the
western Mediterranean

Its maritime borders consist of the Arctic Ocean to the north, the Atlantic Ocean to the west and the

Mediterranean, Black and Caspian Seas to the south.

‘The water of the Mediterranean extends from the Sahara desert to the Alpine arc in its northernmost part

of the Adriatic Sea near Trieste.In general, Europe is not just colder towards the north compared to the

south, but it also gets colder from the west towards the east.

* The geological history of Europe traces back to the formation of the Baltic Shield (Fennoscandia) and the
Sarmatian craton, both around 2.25 billion years ago, followed by the Volgo-Uralia shield, the three
together leading to the East European craton (= Baltica) which became a part of the supercontinent
Columbia.

« Europe's present shape dates to the late Tertiary period about five million years ago The geology of Europe

is hugely varied and complex and gives rise to the wide variety of landscapes found across the continent,

from the Scottish Highlands to the rolling plains of Hungary.

« Anumber of insects, such as the small tortoiseshell butterfly, add to the biodiversityThe extinction
of the dwarf hippos and dwarf elephants has been linked to the earliest arrival of humans on the
islands of the Mediterranean Sea creatures are also an important part of European flora and fauna

Economy Culture

The boundaries of Europe were historically understood as those of Christendom (or more specifically Latin
Christendom}, as established or defended throughout the medieval and early modern history of Europe,
especially against Islam, as in the Reconquista and the Ottoman wars in Europe This shared cultural
heritage is combined by overlapping indigenous national cultures and folklores, roughly divided into Slavic,
Latin (Romance) and Germanic, but with several components not part of either of these group (notably
Greek, Basaue and Celtic).

Different cultural events are organized in Europe, with the aim of bringing different cultures closer
together and raising awareness of their importance, such as the European Capital of Culture, the European
Region of Gastronomy, the European Youth Capital and the European Capital of Sport.

+ The richer states tend to be in the West, followed by Central Europeans, while some of the Eastern Europe .
economies are still emerging from the collapse of the Soviet Union and the breakup of Yugoslavia

= The majority of Central and Eastern European states came under the control of the Soviet Union and thus
were members of the Council for Mutual Economic Assistance (COMECON) The states which retained a
free-market system were given a large amount of aid by the United States under the Marshall Plan.

in the En-
Article Link:

Figure 3: Slides generated with TextRank for the article “Europe”,
glish Wikipedia, as of June, 19, 2022. Read from left to right.
https://en.wikipedia.org/wiki/Europe
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Early life

+ Cristiano Ronaldo dos Santos Aveiro was born in the S50 Pedro parish of Funchal, the capital of the
Portuguese island of Madeira

He s the fourth and youngest child of Maria Dolores dos Santos Viveiros da Aveiro and José Dinis Aveiro,
municipal gardener and part-time kit man .

His mother revealed that she wanted to abort him due to poverty, his father's alcoholism and having too
many children already, but her doctor refused to perform the procedure

Club career

 Atage 16, Ronaldo was promoted from Sporting's youth team by first-team manager Lészlé Boloni

He became the first player to play for the club's under-16, under-17 and under-18 teams, the B team and
the first team, all within 2 single season

Manchester United manager Alex Ferguson agreed to pay Sporting £12.24 million for what he considered
to be "one of the most exciting young players” he had ever seen

Ronaldo made his debut as a substitute in a 4-0 home win over Bolton Wanderers in the Premier League
on 16 August 2003, and received a standing ovation when he came on for Nicky

International career

= Ronaldo made his first senior appearance for Portugal in a 1-0 win over Kazakhstan on 20 August 2003,
aged 18, coming on as a half-time substitute for Luis Figo

He was Portugal's second-highest scorer in their qualification group for the 2006 FIFA World Cup with
seven goals .

At the age of 21 years and 132 days, Ronaldo became the youngest ever goalscorer for Portugal at a World
Cup finals

Ronaldo captained Portugal for the first time in a friendly game against Brazil on 6 February 2007

Player profile

Ronaldo is a versatile attacker capable of playing on either wing as well as through the centre of the pitch
While at Sporting and Manchester United, he was deployed as a traditional winger on the right side of
midfield
As Ronaldo matured, he underwent a major physical transformation, developing a muscular body type that
allowed him to retain possession of the ball under pressure, and strong legs that enabled an outstanding
jumping ability
He became noted for his dribbling and flai
overs and so-called ‘chops'

s, such as the step.

often displaying an array of tricks and

Outside football

« Ronaldo has signed many sponsorship deals for consumer products, including sportswear, football boots,
soft drinks, clothing, automotive lubricants, financial services, electronics, and video games .

Forbes twice ranked Ronaldo first on its lst of the world's highest-paid football players; his combined
income from salaries, bonuses and endorsements was $73 million in 2013-14 and $79 million in 201415 .
In 2016, he became the first footballer to top the Forbes list of highest-earning athletes, with a total
income of $88 million from his salary and endorsements in 2015-16 .

+ ESPN named Ronaldo the most famous athlete in 2016, 2017, 2018 and 2019

Personal life

+  Cristiano Ronaldo has had six children

Hels currently in a relationship with Argentine-Spanish model Georgina Rodriguez
Ronaldo was named the world's most charitable sportsperson in 2015 after donating £5 million to the
relief effort after the earthquake in Nepal which killed over 8,000 people

Ronaldo and his agent paid for specialist treatment for a nine-year-old Canarian boy with terminal cancer

Career statistics

* Sporting CP Supertaga Candido de Oliveira: 2002
Manchester United Premier League: 2006-07, 200708, 2008-09 FA Cup: 2003-04 Football League Cup:
2005-06, 2008-09 FA Community Shield: 2007 UEFA Champions League: 2007 FIFA Club World Cup: 2008
FIFA World Player of the Year: 2008

Real Madrid La Liga: 201112, 2016-17 Copa del Rey: 2010-11, 2013-14 Supercopa de Espafia: 2012, 2017

Juventus Serie A: 2018-19, 201920 Coppa ltalia: 2020-21 Supercoppa Italiana: 2018, 2020 Superco

Figure 4: Every slide generated with Distillbart for the article “Cristiano Ronaldo”, in
the English Wikipedia, as of June, 19, 2022. Read from left to right. Article Link:
https://en.wikipedia.org/wiki/Cristianogonaldo
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Appendix

Premise

* The Star Wars franchise depicts the adventures of characters "A long time ago in a galaxy far, far away”, in
which humans and many species of aliens co-exist with robots

The universe of Star Wars is generally similar to ours but its laws of physics are less strict allowing for more
imaginative stories
Virtually any Earth biome, along with many fictional ones, has its counterpart as a Star Wars planet .

Films

+ The Star Wars film series centers around three sets of trilogies, the nine films of which are collectively
referred to as the "Skywalker Saga" They were produced non-chronologically, with Episodes IV-VI {the
original trilogy) being released between 1977 and 1983, Episodes -1l (the prequel trilogy) and Episodes
VIIHIX (the sequel trilogy) were released between 2015 and 2019 .

« Ananthology series set between the main episodes entered development in parallel to the production of
the sequel trilogy, described by Disney chief financial officer Jay Rasulo as origin stories

Television

« Eightlive-action Star Wars series will be released on Disney-
The first, The Mandalorian, premiered on November 12, 2019 and won the 2020 Webby Award for
Television & Film in the category Social .

Animated series began to be released in the 20005, focusing on the Clone Wars

« After Disney's acquisition of Lucasfilm, only the later Gl series remained canon

Fictional timeline

* The Star Wars canon fictional universe spans multiple eras, of which three are focused around each of the
film trilogies .

* The Expanded Universe of spin-off media depicts different levels of continuity, which were deemed
non-canonical and rebranded as Legends on April 25, 2014

Other media

« Expanded Universe (EU) was umbrella term for all officially licensed Star Wars storytelling material set
outside the events depicted within the theatrical films

Lucasfilm maintained internal continuity between the films and the EU material until April 25, 2014, when
the company announced all of the EU works would cease production

Existing works would no longer be considered canon to the franchise and subsequent reprints would be
rebranded under the Star Wars Legends label

Themes

« Star Wars features elements such as knighthood, chivalry, and Jungian archetypes such as "the shadow”
There are also many references to Christianity, such as in the appearance of Darth Maul, whose design
draws heavily from traditional depictions of the devil

+ George Lucas has said that the theme of the saga is redemption

Cultural impact

« The Star Wars saga has had a significant impact on popular culture, with references to its fictional universe
deeply embedded in everyday life .

The first Star Wars film in 1977 was a cultural unifier, enjoyed by a wide spectrum of people

The film can be said to have helped launch the science-fiction boom of the late 1970s and early 19805
Along with Jaws, Star Wars started the tradition of the summer blockbuster film in the entertainment
industry

Figure 5: Every slide generated with Distillbart for the article “Star Wars”, in the
English Wikipedia, as of June, 19, 2022. Read from left to right. Article Link:
https://en.wikipedia.org/wiki/Stary ars
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Figure 6: Every Slide generated with TextRank for the article “Coimbra”, in the Por-
tuguese Wikipedia, as of June, 19, 2022. Read from left to right. Article Link:
https://pt.wikipedia.org/wiki/Coimbra
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Appendix

Historia

Em todos os conjuntos dos quals fazia parte, era exigéncia cantar blues, todavia as influéncias do vocalista eram bem mais
ecléticas.

Mals tarde, o cantor estava
relacio s Suss habilidades de canto e pianc.m abril de 1970, apds Staffelter deixado o cnmunm pira Se integrar 3 Humpy
Bong, Farrokh foi efetivao como vocalista substituto da Smile.
May procurou magnatas da misica, patrocinios e outras formas de divulgar seu trabalho, mas ninguém se mostrou
interessado,
0 Queen foi escolhido, , gravou uma Ses: "Liar", "Keep Yourself Alive", "The Night
Comes Down”, “Great King Rat* « Iusua', maistarde enviando o mateia para virias gavadoras, qus majortaramente ndo
s s comcampaasces peforatis 0 Led Zepel.

Apesar do px o misica Gblico, no estando em
nenhuma parada
Seufuturo, no entanto era mais incerto ainda, e Mercury, o inico que no tinha um plano 8, estava apreensivo.

Brian May, como co-produtor, passou a por em execugio uma ideia de utlizar sua guitarra para emular outros instrumentos

ou efeitos sonoros + Acapa, flta por Mick Rock e Inspirada pelo ime Shanghal Express, com os quatro sob um fundo escuro fol
+ % s membros do Queen ulizaram piano, rgio hammond, snos tubulares,castanholas & uma harmonia de ses parts, reutilzada em dipes futur
a0 a duairam harmonis vocais &
overdubs,

+ Uma delas foi "Bohemian Rhapsody’", que fcaria nove semanas no topo das paradas do Reino Unido, e
projetaria o grupo mundialmente.

- ANightat docy Jandk
influgncias de hard rock, K heavy metal e outros géneros musicais, assim como feito em
Sheer Heart Attack época, o de Freddie wstin teve uma forte.

crise, embora estivessem noivos.
« John Deacon, o memb 3 5 e

empresas em nome do conjunto para que
quarteto.Apos o bom resultado de News of ™ World, a banda querla manter a espontaneidade omidano
projeto, mas sem repetir o erro de soar coma uma sequela do anterior, como foi em A Day at the Races,

« Freddie escreveu "Bicycle Race”, enquanto.
em *Fat Bottomed Girls"
. financel i

* Nesta época, o cantor passou a frequentar clubes gays & mudar sua vestimenta para roupas de couro,

tos em "Don't Stop Me Now'"

« No entanto, seu uso foi minimo e, em malor parte, o trabalho ainda contém muitos elementos antigos do
Queen

+ Nesta épacs, o cantor David Bowie estava gravando, e fol convidado a fazer vocals de apoio na cangdo.
+ John Deacon ficou levemente desapontado com o desempenho do guitarrista em suas musicas, ocorréncia
que deu espago aos primeiros atritos entre os dois.
+ Nesta época, a banda trabalhou com o ex-Mott the Hoople Morgan Fisher e Fred Mandel para tocar teclado
nas apresentagdes.
* Noentanto,o bros ainda era tenso; apenas por

5 pois estava ) tend:
+ ", do Band Aid, 3 situag3o desanimou muito o grupo, que por um momento pensou em encerrar as

atividades.
+ "Love Of My Life" cantada, em grande parte, pelo piblico foi um dos momentos mais marcantes do festival
+ Roger Taylor decidiu fundar uma nova banda, chamada The Cross, e John Deacon fez gravagdes com Elton
John, Cozy Powell € também fundou um grupo, chamado The Immartals, que chegou apenas a langar uma.
cangEo.Em janeiro de 1988, 0 grupo se reuniu em Londres para definr que,  partir daquele momento, todo o
todos, seus reais compositores,

para evitar decisdes guiadas pelo ega ou ganancia
+ Fol nessa época que o cantor revelou aos seus colegas ser portador da doenga, em uma reunio formal
+ Cada agio para preservar o siléncio do artista era questionada pela imprensa, mas os misicos sempre
negavam tudo.
« Antes de falecer, Freddie brincou com Brian May, dizendo que sua morte faria bem para o Queen,
comercialmente falando.
« Brian langou "Driven By You'" como o primeiro single de sua carreira solo, obtendo boas posigdes nas paradas.
: Foloitimo dlbum néio d bands Durante s sesses de ade i Hesven,John Descan tevesuadtima e
sexta filha, Cam
+ Em 2001, 2 banda foi incluida no Rock and Roll Hall of Fame, mas apenas Roger & Brian apareceram.

« Aparticipagio se I thvos de John Deacan ao jornal The firmande
que estava satisfeito por n3o ser envolver na gravagdo, e que Freddie era insubstituivel: Em novembro de 2003,
Brian e Roger participaram do 46664, evento ocarrido no antigo Green Point Stadium, na Cidade do Cabo.

* Nofinal do mesmo ano, rian e Roger angaram o ilbum 20 vivo A Nightat the Odean - Hammersmith 1975,
contendo um das primeiras apresentages apos o lansamento de "Bohemian Rhapsody” em 1975.Nos anos
seguintes, Adam ocorrer e, mais tarde, se tornau no
lbum a0 vivo Live Around the World (2020),

Musicalidade

 baiista John Deacon, por exemplo, aponta Chris Squire o grupo Yes como uma de suas influéncias no baixo, mas sempre
fol um grande admirador de thythm and blues e misica negra, fata que o fez compor canges como "Another One Bites the
Dust",

No entanto, admirava alguns intérpretes da miisica popular, coma Litle Richard, Fats Domino, Robert Plant, Aretha Frankiin,
mas principalmente Liza Minneli e Jimi Hendrix.

Segundo John, no iicio, as misicas do quarteto foram escritas numa estrutura mais adequada para um power trio
Numa enquete com votos do pilblico, a revista Guitar World elegeu Brian como o segundo melhor guitarrista, atrés apenas
de Eddie Van Halen.

O vocalista e pianista Freddie Mercury gravou a maior parte deles, mas Roger Taylor possula importante participagdo nas
vozes da bane

Em uma resenha do Live Aid em 2005, que "aqueles que

costumam dar a primeira posig@o para Robert Plant ou Mick Jagger, mas esto terrivelmente errados, por sua performance
mitologica no Live Aid Mercury era, sem divida, o maior de todos.”

Temas liricos

Ao contrario da maioria das bandas de rock do seu tempo, o Queen no tinha fortes pretensdes lircas, e tal caracteristica
era refletida nas composigBes.

0 vocalista Freddie Mercury,ironizand futilidade d fi uma prostituta
musical,declarando que, para ele, sempre fol importante produzir cang3es que alegrassem as pessoas, para todos as
publicos, de toda nacionalidade e cultura, ndo apenas os Intelectuais

Roger Taylor, por exemplo, brincou, questionando se em "I Want to Break Free", de The Works, o instrumentista estava
querendo desabafar algo acerca da banda.

© baterista, por sua vez, criava suas misicas a partir de uma ideia inicial, que poderia ser melGdica ou irica.

Em entrevista 4 Guitar World, Brian disse que, pelo fato de J4 integrarem outro conjunto anteriormente, os dols se
dentificavam mais.

Assim 2 [ toda avida

Reconhecimento e influéncia

+ Outros aristas e grupos que o citam como influéncia incluem Iron Maiden, David Lee Roth, Dream Theater, Keane, Anthrax,
Guns N' Roses, Def Leppard, Van Halen, Foo Fighters, The Darkness, Nirvana, Radiohead, Muse, Royal Blood, Manic Street
Preachers, George Michael, Lady Gaga e Katy Perry.

Figure 7: Every Slide generated with TextRank for the article “Queen”, in the Por-
tuguese Wikipedia, as of June, 19, 2022. Read from left to right. Article Link:
https://pt.wikipedia.org/wiki/Queen
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Appendix B: Pythagorean
Theorem Slide Decks

Other forms of the theorem

« If c denotes the length of the hypotenuse and a and b denote the two lengths of the legs of a right
triangle, then the Pythagorean theorem can be expressed as the Pythagorean equation:a 2 +b 2=c2.
If only the lengths of the legs of the right triangle are known but not the hypotenuse, then the length of
the hypotenuse can be calculated with the equation c=a2+b 2

A generalization of this theorem is the law of cosines, which allows the computation of the length of any
side of any triangle, given the lengths of the other two sides and the angle between them

Consequences and uses of the
theorem

The Pythagorean theorem has, a 2 + b 2 = ¢ 2 {\displaystyle aM{2}+b"(2}=cA(2}} while the reciprocal
Pythagorean theorem or the upside down Pythagorean theorem relates the two legs a, b {\displaystyle
3,b} to the altitude d {\displaystyle d}, 1a 2+ 1b 2 = 1d 2 {\displaystyle {\frac {1}aM2}}}+{\frac
{1HbM21}={\frac {1Hd*{2}}}} The equation can be transformed to, 1 (xz)2+1(yz)2=1(xy)2
{\displaystyle {\frac {1){() (2)}+{\frac {1}{{y2) (2={\frac (LH{(y)M21) where x 2 +y 2 =22
{\displaystyle x*{2}+yA(2)=27{2]} for any non-zero real x, y , z {\displaystyle x,y,2}

More generally, in Euclidean n-space, the Euclidean distance between two points, A=(a1,a2, .., an)
{\displaystyle A\=\,(a_{1},a_{2}\dots ,a_{n}}and B=(b1,b2, ..., bn) {\displaystyle
B\,=\,(b_{1}b_{2}\dots b_in}}, is defined, by generalization of the Pythagorean theorem, as: (a 1-b 1)
2+(a2-b2) 2+ +(an-bn)2

If instead of Euclidean distance, the square of this value (the squared Euclidean distance, or SED) s used,
the resulting equation avoids square roots and is simply a sum of the SED of the coordinates: (a 1-b 1) 2
+(22-b2)2+-+(an-bn)2=3i=1n(ai-bi)2

n(ai-bi)2.

+ The upper figure shows that for a scalene triangle, the area of the parallelogram on the longest side
i the sum of the areas of the parallelograms on the other two sides, provided the parallelogram on
the long side is constructed as indicated (the dimensions labeled with arrows are the same, and
determine the sides of the bottom parallelogram)

+ The left green parallelogram has the same area as the left, blue portion of the bottom parallelogram
because both have the same base b and height h. However, the left green parallelogram also has the
same area as the left green parallelogram of the upper figure, because they have the same base (the
upper left side of the triangle) and the same height normal to that side of the triangle.

* Asubstantial generalization of the Pythagorean theorem to three dimensions is de Gua's theorem,
named for Jean Paul de Gua de Malves: If a tetrahedron has a right angle corner (like a corner of a
cube), then the square of the area of the face opposite the right angle corner is the sum of the
squares of the areas of the other three faces.

+ Then the square of the volume of the hypotenuse of § s the sum of the squares of the volumes of
the n legs.

« Afurther generalization of the Pythagorean theorem in an inner product space to non-orthogonal
vectors s the parallelogram law : 2 [|v[| 2+ 2 | w [ 2= | v+ w | 2+ || v = w]| 2, {\displaystyle
2\[\mathbf {v}\| +{2}+2\|\mathbf {w} \|*{2}=\ [\mathbf {v+w} \|{2}+\| \mathbf {v-w} \|{2)\ ,}
‘which says that twice the sum of the squares of the lengths of the sides of a parallelogram is the
sum of the squares of the lengths of the diagonals.

« Specifically, the square of the measure of an m-dimensional set of objects in one or more parallel
m-dimensional flats in n-dimensional Euclidean space is equal to the sum of the squares of the
measures of the orthogonal projections of the object(s) onto all m-dimensional coordinate
subspaces. In mathematical terms: um s 2= 3 i=1x 12 m p i {\displaystyle \mu _{ms}A{2}=\sum
_{i=1}Mx\mathbf \mu A{2} _{mp_{i}} where: 1 m {(\displaystyle \mu _{m}} is a measure in
m-dimensions (a length in one dimension, an area i two dimensions, a volume in three dimensions,
etc.).

Proofs using constructed squares

In the first square, the triangles are placed such that the corners of the square correspond to the corners
of the right angle in the triangles, forming a square in the center whose sides are length c. Each square has
anarea of both (a + b ) 2 {\displaystyle (a+b)"{2}} and 2a b + c 2 {\displaystyle 2ab+c"(2}} , with 22 b
{\displaystyle 2ab} representing the area of the four triangles.

The four triangles and the square side c must have the same area as the larger square, (b+a)2=c2+4a
b2=c2+2ab, {\displaystyle (b+a)*{2}=c*{2}+4{\frac {ab}{2}}=c*{2}+2ab } givingc 2= (b+a) 2-2ab=
b2+2ab+az-2ab=a2+b2

Generalizations

This was known by Hippocrates of Chios in the Sth century BC, and was included by Euclid in his Elements:
If one erects similar figures (see Euclidean geometry) with corresponding sides on the sides of a right
triangle, then the sum of the areas of the ones on the two smaller sides equals the area of the one on the
larger side

While Euclid's proof only applied to convex polygons, the theorem also applies to concave polygons and
even to similar figures that have curved boundaries (but still with part of a figure's boundary being the side
of the original triangle) The basic idea behind this generalization is that the area of a plane figure is
proportional to the square of any linear dimension, and in particular is proportional to the square of the
length of any side.

(see also Einstein's proof by dissection without rearrangement) The Pythagorean thearem is a special case
of the more general theorem relating the lengths of sides in any triangle, the law of cosines: a2 +b2-2a
bcos B=c2, {\displaystyle aM{2}+bA{2}-2ab\cos {\theta J=ch2},} where 8 {\displaystyle \theta } is the
angle between sides a {\displaystyle a} and b {\displaystyle b}

+ The "hypotenuse" is the base of the tetrahedron at the back of the figure, and the "legs” are the
three sides emanating from the vertex in the foreground

+ Ina different wording: Given an n-rectangular n-dimensional simplex, the square of the (n -
1)-content of the facet opposing the right vertex will equal the sum of the squares of the (n -
1)-contents of the remaining facets.

+ Here the vectors v and w are akin to the sides of a right triangle with hypotenuse given by the vector
sum v +w. This form of the Pythagorean theorem is a consequence of the properties of the inner
product: [ v+ w [ 2= (vrw,vrw)=(v,v)+(w,w)+ (v, w)+(w,v)= v 2+[w]2,
{\displaystyle \left\|\mathbf (v} +\mathbf {w} \right\| *{2}=\langle \mathbf {v+w} \ \mathbf {v+w}
\rangle =\langle \mathbf {v} \ \mathbf {v} \rangle +\langle \mathbf {w} ,\ \mathbf {} \rangle
+\langle \mathbf {v\ w} \rangle +\langle \mathbf {w,\ v} \rangle \ =\left\ \mathbf {v}

\right\| A2}+\left\ | \mathbf {w} \right\| A{2),} where the inner products of the cross terms are zero,
because of orthogonality.

* However, the Pythagorean theorem remains true in hyperbolic geometry and elliptic geometry if the
condition that the triangle be right is replaced with the condition that two of the angles sum to the
third, say A+B = C. The sides are then related as follows: the sum of the areas of the circles with
diameters a and b equals the area of the circle with diameter c. For any right triangle on a sphere of
radius R (for example, ify in the figure is a right angle), with sides a, b, c, the relation between the
sides takes the form: cos {cR)=cos (aR)cos (bR)

+ By expressing the Maclaurin series for the cosine function as an asymptotic expansion with the
remainder term in big O notation, cos x=1-x22+0 (x4 )as x> 0, {\displaystyle \cos x=1-{\frac
XM2JH2T+O(xMAT]{\text{ as Hx\to O\ it can be shown that as the radius R approaches infinity and
the arguments a/R, b/R, and c/R tend to zero, the spherical relation between the sides of a right
triangle approaches the Euclidean form of the Pythagorean theorem.

Figure 8: Slides generated with TextRank for the article “Pythagorean Theorem”, in
the English Wikipedia, as of June, 19, 2022. Read from left to right. Article Link:
https://en.wikipedia.org/wiki/Pythagorean;heorem

95


https://en.wikipedia.org/wiki/Pythagorean_theorem

Chapter 6

Appendix C: Form Example

Avaliacao de Slides Gerados Automaticamente

Este formulério procura perceber a qualidade de slides gerados automaticamente a partir do artigo da
Wikipédia relativo ao tema "Coimbra” na lingua inglesa. Para isso, por favor leia o artigo:
https:/fen.wikipedia.org/wiki/Ceimbra,  os rés slides disponibilizados, sendo gue cada segdo coresponde a
um slide, & responda &s perguntas.

Slides: https://docs.google.com/presentation/d/1g6FlqBuhY1zIUCcBhE-geoAGEON-
bFdj/edit?usp=sharing&ouid=1082989037 26651 799086&rtpof=trusfsd=true

Discordo totalmente Discordo parcialm.. Concordo parcial . Concordo totalme..

Estou satisfeito/a _.

Estou satisfeito/a _..

Estou satisfeito/a _.

Estou satisfeito/a _..

Esta apresentacdo...

Slides: ‘
hittps.//docs.google.com/presentation/d/ 1 piaGlXnBEKKTCmLEpSyAnd_hkJOSLjSpy/edit?
usp=sharing&ouid=108298903726651799086&rpof=true&sd=true

Discordo totalmente Discordo parcialm.. Concordo parcial..  Concordo totalme..

Estou satisfeito/a _..

Estou satisfeito/a _.

Estou satisfeito/a .

Estou satisfeito/a _.

Esta apresentagio...

Slides: ‘
https://docs.google.com/presentation/d/1G1rDa4jSbAC4kSMDIVPErz 5mW2orlDrT/edit?
usp=sharing&ouid=108298903726651799086&rpof=true&sd=true

Discordo totalmente Discordo parcialm.. Concordo parcial..  Concordo totalme...
Estou satisfeito/a _.
Estou satisfeito/a _..
Estou satisfeito/a _.
Estou satisfeito/a _.

Esta apresentagdo...

Figure 9: Form relative to English Wikipedia article "Coimbra"

96



	Introduction
	Motivation
	Goals
	Proposed Approach
	Main Contributions
	Contextualization
	Structure of the document

	Background
	Natural Language Processing (NLP)
	Preprocessing
	Summarization
	Statistical summarization Methods
	Graph summarization Methods
	Machine Learning

	Evaluation Metrics
	Conclusion

	Related Work
	Extractive methods
	Statistical Methods
	Discourse Based
	Graph
	Ontology
	Machine Learning

	Abstractive summarization
	Other summarization Methods
	Summary

	Summarization Results
	Methods
	Datasets
	Implementation
	Extractive Methods
	Results in PS5K
	Results in SciDuet

	Abstrative Methods
	Discussion

	Slide Generation
	Wikipedia Dataset
	Automatic Evaluation
	English
	Portuguese

	Slide Generation
	Human Evaluation of Slides
	Main Conclusions

	Conclusion

