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Abstract

Telecommunication is one of the most fundamental parts of our daily basis, so it
proliferates. Therefore the telecommunication hardware and software infrastruc-
ture must fulfill this demand and adapt to any situation. To comply with that,
one of the methods to optimize telecom services is by forecasting resource usage
to meet the client’s demand and reduce infrastructural costs. AlticeLabs, over the
past two decades, has developed and evolved a solution for real-time control and
charging of telecommunications services. At the start, it was called the NGIN -
Next Generation Intelligent Network. This work has explored existing research
that meets similar goals to the resource forecast. Two forecasting methods were
studied, traditional time series forecasting and machine learning adaptation to
forecast one selected resource based on the rest of the features provided by Altice-
Labs. For each forecasting model, different training sizes and hyperparameters
were systematically experimented with to achieve a lower error with lower train-
ing time. The best model overall was Seasonal Autoregressive Integrated Moving
Average (SARIMA) which has reached an overall Mean Absolute Percentage Er-
ror (MAPE) for all machines at the CPN site of 10.69%. This dissertation proved
that forecasting could be done using traditional time series algorithms assuming
that future value is related to the historical pattern or machine learning adap-
tations assuming the predicting values correlate with variables. When forecast-
ing CPU Load using Long Short-Term Memory (LSTM) or SARIMA resulted in a
lower error compared to Triple Exponential Smoothing or Holt-Winters (TES). As
expected for LSTM, using multiple features instead of just the target data results
in a mean of 0.21% decrease in error. When comparing methods to forecast fu-
ture values related to history patterns SARIMA perform better compared to TES.
Whereas in the case of SARIMA, the past observations are weighted equally, ex-
ponential functions like TES are used to assign exponentially decreasing weights
over time. When analyzing the best TES, SARIMA, and LSTM model on the mean
for all machines at CPN site SARIMA results in an improvement of 1.3% when
compared to TES and an improvement of 0.64% when compared to LSTM. The
goals of this dissertation were achieved by developing a forecasting framework
that starts by pre-processing data, applying the best-suited forecasting models,
and uploading them into a dashboard using a visualization tool.

Keywords

Machine Learning, Time Series, Resources Forecast, Data Mining, Neural Net-
work, Visualization
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Resumo

As telecomunicag¢des sdo uma das partes mais fundamentais da nossa base didria,
e por isso, crescem a um ritmo muito elevado. Por conseguinte, a infraestrutura
de hardware e ‘software’ de telecomunicac¢des precisa de satisfazer esta procura
e adaptar-se a qualquer situagdo. Para o cumprir, um dos métodos para otimizar
os servicos de telecomunicagdes é a previsdo da utilizagdo de recursos para sat-
isfazer a procura do cliente e reduzir as infraestruturas custos. A AlticeLabs
desenvolveu e desenvolveu nas ultimas duas décadas uma solugdo para o con-
trolo e cobranca em tempo real dos servigos de telecomunicag¢des, que no inicio se
chamava NGIN - Next Generation Intelligent Network. Este trabalho explorou a
investigacdo existente que cumpre objetivos semelhantes em contemplacdo com
a previsdo de recursos. Foram estudados dois métodos de previsdo, a previsdo
tradicional de séries cronolégicas e a adaptacdo da aprendizagem de méquinas a
previsdo de um recurso selecionado com base no resto das caracteristicas forneci-
das pelo AlticeLabs. Para cada modelo, diferentes tamanhos de formacéao e hiper-
parametros foram sistematicamente experimentados para se conseguir um erro
menor com menor tempo de formacdo. O melhor modelo em geral foi a Média
Moével Integrada Sazonal Autoregressiva (SARIMA), que atingiu uma Média Ab-
soluta Global Erro percentual (MAPE) para todas as maquinas no sitio do CPN de
10,69%. Esta dissertacdo provou que a previsdo pode ser feita usando algoritmos
tradicionais de séries temporais assumindo que o valor futuro estd relacionado
com o padrao histérico ou adaptagdes de aprendizagem da méquina, assumindo
que os valores de previsdo estdo correlacionados com varidveis. Ao prever a carga
da CPU utilizando Memoéria de Curto Prazo Longo (LSTM) ou SARIMA resultou
num erro menor em comparagdo com o Triple Exponential Smoothing ou Holt
Winters (TES). Como esperado para a LSTM usando miltiplas caracteristicas, em
vez de apenas os dados alvo, resulta numa média de 0,21% de diminui¢do do
erro. Ao comparar métodos com previsdo de valores futuros relacionados com
padrdes histéricos, SARIMA tem melhor desempenho em comparacdo com a
TES. Enquanto no caso da SARIMA as observagdes passadas sdo igualmente pon-
deradas, fungdes exponenciais como a TES sdo utilizadas para atribuir pesos ex-
ponencialmente decrescentes temporalmente. Ao analisar o melhor modelo TES,
SARIMA, e LSTM sobre a média de todas as maquinas no sitio CPN, SARIMA re-
sulta numa melhoria de 1,3% quando comparado a TES e uma melhoria de 0,64%
em comparagdo com a LSTM. Os objectivos desta dissertagdo foram alcangados
através do desenvolvimento de um quadro de previsdo que comeca pelo pré-
processamento de dados, aplicando os modelos de previsao mais adequados, e
carregando-os para um painel de instrumentos utilizando uma ferramenta de vi-
sualizagao.

Palavras-Chave

Aprendizagem de Maquina, Séries Temporais, Previsdo de Recursos, Mineragao
de dados, Rede Neural, Visualizacao
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Chapter 1

Introduction

Telecommunications are the means for information to travel at a distance. This
information may come from voice, message, data, text, images, or video. Some
technologies, such as wire, optical fiber, radio, or electromagnetic systems, can
transmit this information. Possible at a global scale, it can be used with a phone,
a computer, wired or wireless, with or without internet, making it a very com-
petitive area, so there is a need for improving services aiming at the held of the
customer. There is a clear focus on resources when talking about the demand and
investment in infrastructure or software to handle it depending on the type of
request since internet access is growing at a high rate compared to voice calls or
SMS, which has shown a decrease in demand.

Nevertheless, the use of telecommunication is growing. Unfortunately, there is no
consistency when it comes to its usage. Sometimes, the user is more frequent, like
Christmas or New Year, or even at a smaller granularity. There are times of the
day when the use decay, when sleeping, for example. Predicting the usage of the
service is crucial to responding to the client’s request. When there is no response,
or it is too, it can create a disappointment to clients and therefore influence others
negatively. A software that can predict these peaks not only when there is a high
demand but also when there is low demand can optimize the company’s service
by decreasing its costs, for example.

AlticeLabs has developed and evolved a solution for real-time control and charg-
ing of telecommunications services over the past two decades, which started to
be called NGIN - Next Generation Intelligent Network. This solution can assist
most of the needs of the company. However, this tool needs to be developed
regularly to keep up with updates in the real world.

The process of extracting valuable and valid information from a large amount of
data is termed Data mining [1]. Data mining can extract useful information or de-
tect patterns to analyze and make future predictions. These predictions can help
companies or organizations make better business growth decisions. For example,
resource usage forecast meaning is predicting the future of resource requirements
to monitor and analyze these systems. To do so, we need to discover interesting
patterns in the database that are useful for decision support or even alarm trig-
gering. These patterns help plan strategies to prevent problems or decrease the
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cost of unused resources.

Data is available in different formats and structures. In the case of this disser-
tation, temporal data is a type of data that varies over the change in time, it is
represented using time stamps, and the process of finding patterns is called tem-
poral data mining [1].

Time Series Data is a sequence of data points that occur in a temporal order over
some time. Its granularity depends on how the company or organization collects
data. It can be represented in several ways: per year, month, day, or hour.

The workload in the form of CPU utilization often fluctuates, which leads to un-
necessary cost and environmental impact for companies [2]. It is a challenging
task studied for years to optimize resource management. Although the activity
of making this task automated is recent, traditionally, it was a task for the busi-
ness analyst, generally using statistical techniques. Neglecting the importance of
resource management can lead to business or client harm. On the other hand,
excessive monitoring can lead to the system’s overhead and, thus, increase the
cost associated with analyzing the network infrastructure.

In a distributed computing environment, resources, such as CPU, memory, disks,
Etc., are time-shared by many tasks. Generally, a scheduling strategy is applied
to guide the execution of these tasks to achieve high performance. Resource mon-
itoring and usage prediction are required [3].

Previous researchers have proven that using a Recurrent Neural Network (RNN)
can be forecasted CPU utilization for the next 15 minutes [4] or 20 minutes [5].
However, depending on the company’s need, a maximum of 20 minutes can be
too small, and a longer lag into the future may be necessary.

With this in mind and having access to historical data, some machine learning or
time series techniques can be applied to forecast essential resources and ease the
telecom system. For example, when we are in the presence of a low peak or even
provide enough resources, the system will be prepared for higher peaks.

In the case of AlticeLabs, as it was said, it produces two types of data, opera-
tional and business, and our goal is to take advantage of both to add value to the
forecasting. To that end, there are some questions to start with:

1. Do CPU Load evolve in the same way with time for all the machines in the
telecom ecosystem?
2. How do waiting processes evolve over time?

3. Which are the business features with the strongest influence over the oper-
ational data?

4. What are the days with the highest and lowest requests? Which type of
request influenced most?

5. What is the best forecasting model?

2
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6. Can an automated tracking visualization be created for business features
and forecasting data?

Considering all these questions and AlticeLab’s needs, this dissertation aims to
create a prototype to answer all these questions and forecast the essential feature
to help optimize telecom resources.

1.1 Motivation

Computational power is often over-provisioned to sustain workload during peak
hours which generates the idle capacity outside peak hours [2]. By optimiz-
ing computational resources and avoiding over-utilization or under-utilization,
it would be possible to reduce both costs. One way to do this is to provide a tool
that reduces the uncertainty of future resource utilization.

AlticeLabs has created a product called Next Generation Intelligent Network
(NGIN), by extracting reports from this tool we can improve this tool by adding
a forecasting piece. NGIN tool is capable of dealing with the requests and keep-
ing a record of them, but it can be improved by forecasting the usage of these
resources and so benefiting from the problem-solving or cost-reducing that it can
provide.

By adding a new feature to NGIN, forecasting resources, the next NGIN will be
able to suggest when high or low peaks may happen, or correlate business data
and adapt resources or eventually marketing strategies. Further on will be shown
the created prototype of this forecasting upgrade and how can it be useful within
the telecom environment.

There is a need to keep up with the demand and be prepared for any situations
and daily improving tools that we work with to evolve at the same time as the
local reality needs.

1.2 OQutline

This document has the following structure: a state of the art (Chapter 2) where the
reader will understand the context, data, the problem, and related work focused
on feature importance and selection and forecasting; and an approach (Chapter
3) where the reader will understand the requirements, framework, motivation
of the methodologies and the initial the pre-processing; the forecasting (Chapter
4) where all the methodologies and approaches in order to forecast will be ex-
plained; forecasting results afterwards (Chapter 5) where it is shown how data
behaves when applying the forecasting methodologies, the subsequently fore-
casting and the final dashboard; a planning chapter (Chapter 6) where it will be
discussed how the implementation of the dissertation occurred compared to the
initial proposal, a conclusion and future work.






Chapter 2

Context and State of the Art

As it was already said and studied in the scientific community, network traffic
forecasting is a benefit for a company with the goal of reducing costs to give
clients a better user experience.

There are multiple approaches to forecast resources. For example, it can be done
using historical data, real-time, or for a long step ahead window. In the following
subsections, some approaches are exhibited to deal with past and future values
and the best algorithms for each case.

First, dataset context and content will be described. Second is the problem defi-
nition in the AlticeLabs environment. Third is the background knowledge neces-
sary to examine the work and related work with new eyes, and finally, a summary
section.

2.1 Dataset Context and Definition

Next Generation Intelligent Network - Convergent Charging and Policy (NGIN-
CCP) is a business intelligence solution that gives a complete and detailed overview
of the NGINPCC solution in the form of two types of reports: operational data
which is considered to be the inventory and business data and business data
which is considered to be the usage-related activity.

This report gives telecom operators a complete and detailed vision of the solution
status and usage activity, as described in the following subsections.

2.1.1 Business Data

The usage-related reports are based on periodically receiving activity registers
from all the NGIN-CCP modules, guaranteeing near real-time reporting. Infor-
mation is organized accordingly with the primary process that generated it. The
processes cover the complete NGIN-CCP activity, typically from provision to ser-
vice usage or topup 3.25.
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Business Data Size
Data/D | Size/D | Data/M | Size/M
24*5=120 | ~ 0.5KB 3600 ~ 14.5KB

Table 2.1: Business Data Size - Number of data cells (number of hours*number of
features) and its size per day(D) and month(M)

e SMS shows the total number of SMS events.

Call shows the total number of voice call events.

Data shows the total number of finished data session events.

¢ Provisioning shows the total number of provisioning operations like create,
remove, modifications

Topup shows the total amount of credit operations, like debit or recharges.

In order to have the business dataset, all its features are merged on the feature
data for SMS, voice call, data session, topup, and provisioning. This process will
result in only one dataset characterized by its five features and data per day, as
seen in table 2.1.

2.1.2 Operational Data

The base for Inventory, for a status reporting of the solution entities, is a daily
photo taken of the entities that compose NGIN-CCP.

Diameter Gy (DSGW) starts by receiving the charging events per voice, SMS, and
data session, which are forwarded to Central Processing Node (CPN) to proceed
with executing these. This process ends by receiving the reports of the internal
records from Service Management Platforms (SMP) to keep historical evidence.
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Figure 2.1: Real-Time Charging Process

A telecommunication charging process creates a dataset that presents three charges:
data session events, voice call events, and SMS events.
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e DSGW, it is located at the Satellite Site, and here the logic is executed to
perform protocol adaptation, signaling control, and requests management.
DSGW receives requests to perform charging of voice, SMS, data, or specific
services

* OCS CPN, where the policy control, rating, and charging functionalities are
executed at this site

e SMP Writer Events, receives all events and registers at the internal database

These event requests mentioned before SMS, voice call, and data session are cre-
ated by a subscription linked to a pack previously bought by a company or for
personal use. A company buying a pack requires several subscriptions linked to
it. When it is for personal use, then it corresponds to one subscription. These two
types of subscriptions, either for a company or personal use, are formerly allied
to a DSGW machine, which is processed and forwarded to a CPN machine to be
executed.

For the operational data, the process is not as easy considering its three differ-
ent sites, satellite, central, and SMP domains. They have three different types of
reports in common:

¢ CPU, lower, higher and average percentage of CPU usage each hour per
metric (idle, system, user, IO wait, nice, steal, interrupt)

* CPU Load, or average load, lower, higher, average number of processes
waiting to be executed summed to the ones already being executed in the
last 5 and 15 minutes

* Generated Logs, lower, higher, average, and the absolute number of differ-
ent types of logs generated by the application per hour (error, warn, info,
debug, trace).

Starting by looking in more detail at DSGW receives charging events per voice,
SMS, and data session, which is most of the system use. This application has
instances for each, but they run deferentially on four machines. At this level,
there are two types of reports apart from the three mentioned above:

* Result Codes, lower, higher, average, and the absolute number of requests
each hour (success, errors, undefined)

* Request Rate, lower, higher, average, and absolute rate request

After the pre-process at DSGW the requests are forwarded to OCS CPN where it
receives and executes events. This application contains 16 machines where events
run deferentially. At this level, there is one report apart from the three mentioned
above:
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Operational Data Size

Site Data/D Size/D | Data/M Size/M
DSGW | 108*24*4=10 368 ~ 78KB 311 040 ~ 2.3MB
CPN | 104*24*16=39936 | ~286KB | 1198 080 | ~ 14.5MB
SMP 64*24*6=9 216 ~ 69KB 276 480 ~ 2MB

Table 2.2: Operational Data Size - Number of data cells (number of features *
hours * number of machines) and its size per day (D) and month (M)

* Type of Requests and Charging Success Ratio, lower, higher, average, and
absolute number each hour for the charging events and result of the request
(success, errors, undefined)

At the end of the pipeline, the SMP Writer Events receives reports of the internal
records from the CPN. The application has six machines running deferentially. At
this level, there is only one report apart from the three mentioned above:

* SMP Result Codes (OCS), lower, higher, average, and the absolute number
of results each hour per each metric of the requested charging result (suc-
cess, errors, undefined).

This process will result in three datasets, one per site, which are characterized by
their features specified before as as seen in table 2.2. As previously stated, CPN is
a site composed of more machines than the others and has many features, making
it the site with a greater need for memory space.

2.2 Problem Definition

We have three main goals that will be approached during this dissertation: fore-
casting resources or a resource that may present some randomness, creating au-
tomated visualizations in Grafana, and extracting knowledge from operational
and business data.

The problem that is faced is understanding data and its dependencies. We have
two perspectives of data resulting from NGIN-CCP, an operational recommended
for diagnosing operational problems and the business perspective recommended
for macro business information. The goal is that by mixing the knowledge from
both sides, we may be able to discover some problems or patterns to reduce re-
sources possibly.
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2.3 Concepts and Definitions

The area of machine learning is one of the most prominent subjects in research.
Consequently, multiple fields research a way of optimizing their work, service,
or processes. Machine learning aims to predict outcomes that approximate the
future with as little error as possible with the help of some input using statistics
to estimate a function [2]. This function can contain different types of parameters.
Some are set before training, and others are updated during training to minimize
or maximize the cost function.

This section will start by presenting the main differences between forecasting and
prediction used during this dissertation. Right after the different types of ma-
chine learning and time series forecasting algorithms and how to use them, from
the simpler models to the most complex ones. Subsequently, methods are intro-
duced to select features to input into the models prepared for it and, in the end,
how to classify values as outliers to help further characterize a resulting forecast.

Forecasting vs. Prediction

Comparison Forecasting Prediction
Essentially Not  necessarily
Main Difference | around future | concerned about
outcomes the future
Not based on past
Based on histori- | comparatively

Data

cal data find fu-
ture outcomes

they just give the
possibility of the
outcome

Output

The output will be
a future scenario
based on the past

The output are
logical analysis in
contemplation of
the estimation for
a certain event

Application

Useful in econom-
ical and meteoro-
logical fields

Applied in major-
ity of fields as
long as there is a
need of an expla-
nation of an event
in the future

Table 2.3: Comparison between forecasting and prediction

Prediction is concerned with estimating the outcomes for unseen data. A model
is fitted to a training set to make predictions for new samples. When predicting,
we are not always finding future outcomes, so it is not bounded by any time, past
or present.

Forecasting is a branch of prediction applied to time series. Based on historical
data, we forecast the future using trend, seasonality, and other time series statis-

9
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tics. Classical time series can be subdivided into five categories:

Exponential Smoothing Methods

* Regression Methods

Autoregressive integrated moving average methods

Threshold methods

Generalized autoregressive conditionally heteroskedastic methods

The first three listed above can be considered linear methods, and the last two
as non-linear methods. See Makridakis et al. [6] for more details about these
statistical methods.

Nowadays, some modern heuristic methods for time series forecasting are based
on neural networks and methods based on Genetic Programming (GP) [7] that
will be shown further on.

Time Series Forecasting Time Series (TS) is a collection of observations made
sequentially through time. The objective of TS can be categorized into four do-
mains, description, explanation, prediction, and control. From the description TS
can be analyzed and identify trends, missing data, outliers, etc. This knowledge
can be used for the optimization of problems or to understand them and perform
a prediction.

TS can be decomposed into trend, seasonality, or other cyclic patterns. If they are
composed by them then that TS is said to be a non-stationary TS, otherwise it is a
stationary TS. This definition is important to define the forecast approaches to be
used.

Machine Learning The area of machine learning is one of the most outstanding
subjects of research [2], it is a type of Artificial Intelligence (AI) that allows the
software to predict outcomes without being explicitly programmed. In addition,
Machine Learning (ML) are trained using a training dataset of selected features,
and the validation set with new data is used to ensure its generalizability and
validate the accuracy of the selected features [8] [9]. This optimization is done by
using evaluation metrics that will be talked about in the sub-sections below.

Pre-processing the dataset before training is a significant step when using a ML
model [10]. The pre-process may differ depending on the type of ML. For exam-
ple, in the case of supervised learning, the dataset used requires a label to help
the prediction. On the contrary, no labels are given for unsupervised learning,
and the algorithms find a structure from input on their own.

Long-Short Term Memory Long Short-Term Memory (LSTM) is an extension of
Recurrent Neural Network (RNN) with an improved memory. LSTM can remem-
ber inputs over a longer period. This algorithm has three types of gates input,
output, and forget. Based on the given information importance these gates de-
cides if it is going to be stored. The importance of the information is based on the
weights, which are also learned by the LSTM. The gates responsible for writing,

10
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deleting, and reading are in the form of sigmoids, meaning they range from 0 to
1. The goal of this algorithm is to determine the importance of the information.

Random Forest It can also be called Random Decision Forest, an ensemble learn-
ing method that can be used for both classification and regression. This algorithm
fits several decision trees classifier on multiple sub-samples of the training data
and uses averaging to improve accuracy and decrease overfitting. In the case of
regression problems, the algorithms return the mean or average prediction of the
individual trees.

Time Series Decomposition Understanding the time series decomposition is im-
portant to classify time series as stationary or not and to apply the right model to
it. Time series can be composed by three components:

¢ Trend, behavior over time
¢ Seasonality, seasonal period behavior

* Residual, everything not captured by trend and seasonality

In the case of applying a stationary model to a non-stationary time series, season-
ality and trend are generally removed. Then the model is applied to the remain-
ing data, called residual. Two types of combinations of the three components lead
to the final time series. It can be:

* Additive, individual components are added together, meaning that each
component is independent.

yt = Ty + St + Ry (2.1)

When trend is additive, it indicates a linear trend, and additive seasonality
indicates the same frequency and amplitude cycles.

* Multiplicative, individual components are multiplied together, meaning
they depend on each other.

yt = Tt * St * Rt (22)

When the trend is multiplicative, it indicates a non-linear trend. A multi-
plicative seasonality indicates cycles’ increasing/decreasing frequency and /or
amplitude.

¢ Pseudo-additive, it can also be a mixture of additive or multiplicative mod-
els.

Box Jenkins Methods Box Jenkins (B]) is a time series analysis to apply Autore-
gressive Integrated Moving Average (ARIMA) and Seasonal Autoregressive In-
tegrated Moving Average (SARIMA) to time series forecasting. This method is
composed of several steps to analyze data to be forecasted until reaching a set of
parameters to be applied to the forecasting model. It is a manual proceeding and
highly dependent on the data scientist’s experience. Another way of reaching the

11
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parameters is by grid-search. For a more exhaustive study about BJ can be seen
in Das [11].

Moving Average (MA) One of the stationary TS models is Moving Average (MA)
it will be referenced on subsection section 2.4. It consists of predicting a future
value by averaging the n previous value. Usually, this method is used as a base-
line algorithm, if the one compared to it has worse results then it should be better
to switch algorithm [2] as explained on the fourth key point.

Autoregressive Integrated Moving Average (ARIMA) One of the non-stationary
TS models are ARIMA will be referenced on subsection section 2.4. ARIMA is the
combination of Autoregressive (AR) and and MA, "i" corresponds to the inte-
grated differencing (removing trend of data) step. It can be used to understand
the data or predict future trends. The algorithm will identify the appropriate
amount of differencing to be applied to data and verify if it is stationary. It will
then output the results ARIMA is useful in data with high seasonality. The draw-
back is not being good at detecting outliers [12]. The notation of ARIMA is (p,d,q)

where:

* p is the number of autoregressive terms
¢ dis the number of differences

* qis the number of moving average terms

Seasonal Autoregressive Integrated Moving Average (SARIMA) A temporal
random process of SARIMA type is nothing other than a generalization of ARIMA
model containing seasonal part [13]. The notation for SARIMA is (p,d,q)(P,D,Q)S,
same parameters as ARIMA and seasonal components:

¢ P is the seasonal autoregressive order
* D is the seasonal difference order
* (Qis the seasonal moving average order

* Sis the seasonal period

It is essential to highlight that the S parameter influences (P, D, Q) parameters.
For example, S=24 for hourly data suggests a seasonal cycle of 1 day. P=1 would
use the first seasonally offset observation(o) 0=5*1 or 0=24. For P=2, it would use
the first two, 0=[(5*1),(5*2)], or 0=[24,48].

Exponential Smoothing (ES) Exponential Smoothing (ES) is a time series fore-
casting method where the forecasting is a weighted linear sum of past observa-
tions. However, the difference with the previous time series forecasting methods
is that ES explicitly uses an exponentially decreasing weight for past observa-
tions. This means that different weights are given to the recent and oldest ob-
servations. There are three most known exponential smoothing time series. A
simple method gives weights to the values, another additionally gives weights to
the trend, and the most advanced additionally gives weights to the seasonality.

12
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Simple Exponential Smoothing (SES)

Also known as Single Exponential Smoothing, is a time series forecasting method
that handles data with no trend and seasonality. Its notation is alpha, called
smoothing factor or smoothing coefficient. It controls the rate of decay of past
observations exponentially. Often it is set to a value between 0 and 1. Higher val-
ues make the model pay attention to the most recent past values, whereas lower
values are the opposite when forecasting. Parameters are:

¢ alpha - smoothing level

Double Exponential Smoothing (DES)

This model can also be called Holt’s linear trend model and adds support for
trends in univariate time series. Besides the alpha factor, a beta factor is added
to control the exponential decrease of the trend called b. Trend can change in
two ways, multiplicative when the trend is exponential or additive if the trend
is linear. When the forecast is more extended, we may consider dampening the
trend over time, meaning that it reduces the size of the trend down to a straight
line (no trend). This process can be done in additive or multiplicative ways. The
coefficient p is responsible for the decreasing rate of the trend. Parameters are:

alpha - smoothing level

* beta - smoothing trend

trend - additive or multiplicative
¢ dampen - additive or multiplicative

* phi - damping coefficient

Triple Exponential Smoothing (TES)

Also known as Holt-Winters Method, this model is the most advanced exponen-
tial smoothing variation. This model, besides the trend support, adds seasonality
support. The new parameter is called gamma and controls the decreasing sea-
sonality rate. This seasonality can be modeled as multiplicative or as additive.
Moreover, to model the seasonality correctly, the parameter period is added to
describe the seasonal period of the data. Parameters are:

alpha - smoothing level

beta - smoothing trend

* gamma - smoothing seasonality

trend - additive or multiplicative

¢ dampen - additive or multiplicative

phi - damping coefficient

13
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¢ seasonality - additive or multiplicative

* period - time steps in seasonal period

Feature Selection Feature selection processes to identify relevant features over
not relevant and redundant features from a dataset [10]. This feature selection
is used because the forecasting or prediction result ML does not depend only on
the models but also on the data. Data can be composed of features in a tabular
representation, that means its columns. Therefore, we need to understand data,
identify the importance of the features, and later select the ones that result from a
model with better accuracy. There are three kinds of feature importance applica-
tions, which can be done by a filter, wrapper, or by embedded features selection

[9].

¢ Filter Method is the most used because of its relatively low computational
cost and good efficiency. It analyses the correlation and redundancy be-
tween features and targets. Some methods can be Correlation Criteria (CC)
and Mutual Information (MI)

* Wrapper Method, become computationally expensive when the feature space
dimensions are quite large, and these methods use various search algo-
rithms to enumerate subsets of the original feature space. Some methods
can be Genetic Algorithm (GA) and Particle Swarm Optimization (PSO).

* Embedded Method, can reduce computational time. Feature selection is
part of the training of machine learning. Some can be Random Forest (RF),
Ridge Regression (RR), and Support Vector Regression (SVR).

There are multiple approaches to select subsets of features, one can be an ex-
haustive search over all possible combinations, but depending on the number of
features may turn out to be an operation with a high demand of complexity. The
next best alternative is the branch, and bound algorithm, which has been shown
to perform reasonably well in specific scenarios [14].

The most famous techniques behave in a "markovian" fashion because there is no
going back once a certain feature has been excluded or included. There are two
forms of doing this:

* Sequential Search or Forward Selection algorithm starts with an empty
subset and adds one feature at a time, which maximizes prediction perfor-
mance in an existing subset.

* Backward Elimination, here instead of adding a feature, it starts with a sub-
set containing all the features and shrinks the set by removing one feature
at a time based on its performance

Missing Data Characterization Missing data are data values that are not stored
for a variable in the observation of interest [15]. Researchers deal with missing
data all the time. It can reduce the statistical power of a study and produce biased
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estimations, which significantly affect the conclusions from the data. We can en-
counter three types of missing data and, therefore, multiple techniques to handle
this missing data.

* Missing Completely At Random (MCAR), the probability of missing data
is not related to the set of data. It can happen because of an equipment
failure, can be lost in transit, or is technically unsatisfactory.

* Missing At Random (MAR)), the probability of missing data is related to
the set of data, but it is not related to the missing data itself.

* Missing Not At Random (MNAR), if missing values cannot be character-
ized by the previous, then it falls in the category of MNAR. This characteri-
zation is problematic since a more complex model estimates missing data.

Techniques for Handling with Missing Data The best way to handle missing
data is by preventing the problem and collecting data carefully. There are a num-
ber of alternatives to handle missing data. Some of them are:

¢ Listwise or Case Deletion, this is the most common approach when han-
dling missing data. For this technique, we omit the missing cases and ana-
lyze the rest of the data [15].

* Pairwise Deletion, this strategy eliminates when the particular missing
data is needed to test a particular assumption. This technique preserves
more information than the previous one, but if there are many missing val-
ues compared to the length of the dataset, then we may have an unsatisfac-
tory analysis.

* Mean Substitution, the mean value of a feature is used in place of the miss-
ing values of the same feature. This strategy preserves the continuity of the
dataset, and it is a reasonable estimate for a random selection from a normal
distribution. However, this approach adds no new information, increases
the sample size, and underestimates the error.

¢ Last Observation Carried Forward, replaces every missing value with the
last observed from the same feature. This technique is usually used in the
time series approach. This technique is advantageous because it is a sim-
ple approach to implementing and communicating however this method
assumes that the missing values remain unchanged.

* Regression Imputation, imputation is the process of replacing the missing
data with estimated values. It replaces with a probable estimated value
based on other available information. It is a great approach because, un-
like listwise or pairwise, deletion does not alter the distribution’s standard
deviation or shape. [15].

These techniques should only be employed after seeking and understanding mul-
tiple reasons for the missing data and applying appropriate techniques to prevent
it.
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Outlier Detection The goal is to estimate the future values and get the closest
possible to the actual value of the peaks. In this case, we can consider these peaks
as outliers. For this, there are multiple techniques to characterize outliers in data.
In the case of Amidan et al. [16] explains how an outlier may occour:

* Typographical or any human intervention
* Misunderstanding questions (surveys)
¢ Instrumentation Breakdown or out of calibration

* Merging distinct data with different characterization

It is based on Chebyshev’s Theorem, which was designed to determine a lower
bound of the percentage of data that exists within k number of standard devia-
tions from the mean The Chebyshev outlier detection uses this inequality to cal-
culate an outlier. This can be obtained by calculating an upper limit and a lower
limit, and if a value gets out of this limit bounds, then it is considered an outlier.
The following equations can calculate the limits:

UpperLimit =y +kxo (2.3)

LowerLimit = y+ ko (2.4)

Where y and o are calculated from data, the higher the k, the less rigorous the
calculation of outliers will be.

Regression Metrics Finally, there are several metrics to be used in order to val-
idate a model. Instead of categorizing a discrete input, the output is predicted
in a continuous form. The regression method is extensively used [1], and it is no
different for this dissertation.

The following metrics contain some of the most common ones and those used in
section 2.4.

Mean AbsoluteError(MAE) Z ly; — (2.5)
N
MeanSquareError(MSE) = Y (y; — 9;)? (2.6)
i=1
1N
RootMeanSquareError(RMSE) = " Y (i — 9i)? (2.7)
i=1
100% &
Mean AbsolutePercentageError(MAPE) = Z (2.8)
] Yi
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2.4 Related Work

This section contains several related works regarding forecasting and feature se-
lection. For every work it will be presented, algorithms used, logic performed,
and the final metric used to be compared further. In addition, each one of these
topics will have a summary table containing the algorithms used, their author,
metrics used, and how many steps ahead the algorithms forecasted for the higher
number.

2.4.1 Feature Importance and Selection

Feature selection is applied because it reduces the model’s training time, helps
simplify its complexity, improves accuracy, and avoids overfitting by eliminat-
ing unnecessary variables from the feature set. Some works showed another im-
portant aspect of the machine learning process. How many features should we
choose and which ones? Chen et al. [9] proposed a test with embedded feature se-
lection. SVR, Gradient Boosting Regression Tree (GBRT) and ML were proposed
as forecasting algorithms, as feature selection algorithms were selected RF, RR,
SVR as comparison the proposed approach and the evaluation metric used were
MAPE, MAE and RMSE. The proposed feature selection used the results of three
embedded feature selection algorithms, RF, RR and SVR to aggregate them into a
single set by weighted vote, which results in a set of features by aggregation. The
results showed that in most of the scenarios, the proposed algorithm dramatically
improved over the individual feature selector, and the second best one was RF.

Another work where RF was used as a feature selector was in Lahouar et al.
[25], where features were selected to forecast one day-ahead photovoltaic power.
Feature importance was executed with RF and was selected by their importance
value. As forecasting algorithms were tested RF, Artificial Neural Network (ANN)
and persistence (PER) were it assumes that the actual value is the same as the pre-
vious. The result was accurate and satisfactory in most cases, with a good ability
to handle seasonal effects, and the best forecasting algorithm overall was RF us-
ing as evaluation metrics MAPE, MAE and RMSE.

There are other ways to get the importance and selection of the features. Lee
et al. [26] has shown this step’s importance while experimenting with a forecast
with all features and for a selected set of features using a Convolutional Neu-
ral Network (CNN). The proposed feature selection was made by fitting a CNN
model with each feature and storing its RMSE by testing it with the testing set.
The selected features were above a threshold decided by [26]. Furthermore, it
was proven that using only the features with higher correlation resulted in better
results than all.

Another way of feature selection is using GA, Chen and Zhou [27] also used
LSTM to stock prediction model because an ANN can learn any nonlinear re-
lationship and is less disturbed by noise data. Also LSTM is an improved version
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Ref. | Technique Metric Step Ahead z)rwest Er-
[17] E%T LR, SVM, MAPE, MAE, MSE | 20 3 (MAE)
2.56 to
[18] | LR, SVM, GBT | MAE, MSE 5 14.5
(RMSE)
2.56 to
[19] XE{SIII\/IZIEIFEF:FZES’ RMSD 1+ 14.5
’ (RMSD)
PSO, DE, CMA- 0.23
[5] | ES, RWE MA, | MAE, MSE 4 (M AE)
LR, BP
ARIMA, TES, 48
[12] LSTM MAPE,RMSE 1 (MAPE)
9.78 to
[3] | FT MM, MER, SD-MER | 1 35.85(MER)
2 to 55
[20] | TB Mean, RMSE 1 (Mean)
LSTM, 0.87
[2] MA RNN MSE, MAE 30 (MAE)
0.19 to
[7] | GP, DyForGP MSE 1 0.23 (MSE)
59.16
[21] | DES, TES MSE 1 (MSE)
0.26 to 7.6
[22] | ARIMA, TES MSE ,MAPE 1 (MAPE)
0.82 to
[23] | SARIMA, TES | RMSE 12 1.07
(RMSE)
AR,ARMA, 558
[24] | SARIMA,DES, | RMSE 11 i
TES (RMSE)

Table 2.4: Survey of related works to forecasting resources
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Ref. | Feature Selection Metric Step Ahead Lowest Error

[9] RF, RR,SVR MSE, MAE, MAPE 1 3.1 to 6.72 (MAPE)
[25] | RF, ANN, PER | MSE, MAE, MAPE 1 21 to 28 (RF) (MAPE)
[26] CNN RMSE 100 0.18 (MSE)

[28] DNN MAPE 1 2.05(MAPE)

[27] PCA, GA MSE 5 39 to 53(MSE)

Table 2.5: Survey of related works to feature selection

of RNN because of its memory. It was concluded that models applied to selected
features using GA and LSTM as predictor delivered the best results. Forecasting
using all the features with RF and LSTM resulted in worse models. Between mod-
els with feature selection there were Principal Component Analysis (PCA) com-
bined with Support Vector Machines (SVM) and Dual-stage Attention-based Re-
current Neural Network (DA-RNN) with higher error than using GA and LSTM.
When the control parameters of GA are set, such as crossover rate, mutation rate,
and the number of factor combinations, a variety of suitable combinations can be
derived to improve the research performance.

Chang and Tsai [28] proposed a solution to forecast the number of tourists since
it is an indicator of the tourism demand and can serve as the reference for the
government policies about tourism and the business strategies of tourism indus-
tries. A proposed associative model like SVM, Neural Network (NN), and a deep
learning neural network with feature selection can forecast this number. An ex-
tra feature selection was made by eliminating redundant and irrelevant features.
Data is split into 80% for training and 20% for testing. Features are once again
selected based on a GA, and the result is used to train the proposed algorithms.
For the NN there were tested different activation functions like sigmoid function
and ELUs and optimizers like gradient descent and stochastic gradient descent
(SGD). Testing for different epochs showed that as activation function ELUs has
the best performance and for optimizer was Stochastic Gradient Descent (SGD).
In the end, the best algorithms were the ones with feature selection, and by a
small percentage, deep learning has better results.

2.4.2 Forecasting Algorithms

Forecasting algorithms as explained on Table 2.3 use historical data in order to
essentially around future outcomes. Here will be presented traditional time series
algorithms and machine learning adaptations in order to forecast these future
outcomes.

Mason et al. [5] explains that methods like ARIMA or Autoregressive Moving Av-
erage (ARMA) rely on patterns in historical data to forecast and, therefore they
are not suitable when there are no distinct patterns in data or if there is a sig-
nification amount of random variation in data. For this reason Mason et al. [5]
proposes a NN approach due to its robustness by not needing assumptions or
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requirements about the dataset when using it. Algorithms based on NN used are
PSO, Differential Evolution (DE) and Covariance Matrix Adaptation Evolution-
ary Strategy (CMA-ES). In order to prove this theory Mason et al. [5] compares
NN with Random Walk Forecasting (RWF), MA, Linear Regression (LR), Back-
propagation (BP). Metrics used to decide best algorithms are MAE and MSE, he
proves that non evolutionary algorithms (BP, RWF, MA and LR) even though
the best one between neural network-based algorithms is CMA-ES. Mason et al.
[5] proved that evolutionary algorithms perform better on unseen data which
confirms the generality of trained neural networks. He took it further by experi-
menting on multi-step ahead prediction trying to know how far in the future with
good accuracy can the CPU be predicted or if the model is generalized enough
to be used in multiple hosts. As planned, the accuracy decreases more and more
when we predict into the future and the evolved networks are capable of ac-
curately predicting CPU utilization on unseen data from both the same or new
hosts, which demonstrates a high degree of generalization.

Forecasting future system performance can be used to guide adaptations to their
behavior in response to changes in system status [20], so Yang et al. [20] imple-
mented several one-step-ahead and low-overhead time series prediction strate-
gies that track recent trends by giving more weight to recent data. The error
of this algorithm is about 2% and 55% less (36% less on average) compared to
Network Weather Service (NWS) system. There are proposed two types of ap-
proaches static and tendency-based, but the experiment was done using only the
tendency-base since the static prediction strategies always give worse results than
does a simple last-value prediction strategy in the initial experiments. It was ex-
plained that for TS is impossible to forecast when a time series is going to “change
direction” — that is, when an increasing time series will become a decreasing one,
or vice versa [20]. At this turning point is where the highest error occurs. For
these tendency-based algorithms for example if a point drops after several incre-
ments the predicted values will still increment by the reason of the tendency of
the TS. He discovered that all experiments had lower error than NWS and for
lower frequencies, the reason for it may be that data points are widely spaced in
time.

The case of Liang et al. [3] is a proposition of a model with a longer prediction
for CPU Load range, with an acceptable accuracy compared with its previous
predictors. For this algorithm was used Fourier Transformation (FT) to exploit
the periods of the CPU waves. All the experiments were done by comparing
the tendency-based algorithm proposed by Yang et al. [20], the same algorithms
were tested using one step ahead prediction. Using MM, MER and SD-MER, the
results showed that the long term prediction has a lower error rate compared to
the short term and higher accuracy in most cases compared to the tendency based
algorithm. On the other hand, the mean error at each point should be lower even
though it had high precision.

As it was shown in the previous study LSTM was the best algorithm predicting
CPU resource. Nads Starberg and Rooth [2] predicted CPU utilization using the
same algorithm compared to MA as a naive baseline model and standard RNN
using MSE and MAE as evaluation metric. The second question was about how
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far in the future can predict CPU with acceptable accuracy. As expected LSTM
is an improvement of the standard RNN, even for a multi-step ahead prediction
which were for 10, 20 and 30 steps ahead. However it is clear that the further
away we forecast the higher the error gets.

Rahmanian et al. [19] proposed an ensemble prediction algorithm that combines
several prediction models to increase profit by gathering more customers and
providing efficiency in cloud resource usage. Also, it is mentioned that there is
no single model that can accurately predict the future usage of different cloud
resources. The ensemble proposed has a weight that is penalized if the algorithm
has no good performance or the ones with better accuracy get awarded. In each
time slot, each prediction model is evaluated to determine its weight, after the
update the ensemble prediction results on combining the multiplication of the
predicted values of individual prediction models to their weights. Rahmanian
et al. [19] proved that this type of ensemble outperforms the references.

Baig et al. [18] proposes a method to automatically identify which model predicts
more accurately based on the statistical feature of historical resources usage. The
historical resource is divided into slices of size k, each slice is used to train dif-
ferent prediction models then the system selects the model with lower prediction
error for a given slice and keeps the selected features for the best predictor. Baig
et al. [18] uses a library TSFRESH to filter features, removing features with iden-
tical unique values, highly correlated with one another and the ones that have
zero importance for a given set of features, some of these features are standard
deviation, partial, and autocorrelation at different lags and the first location of
minimum. MAE and RMSE is used to select best model and RF outperforms all
predicted models. Baig et al. [18] got an improvement of 6% to 27% for prediction
accuracy compared with the references and there is also a remark on the window
sensitivity.

Baig and de Catalunya. Departament d”Arquitectura de Computadors [17] pro-
poses three approaches to optimizing services, first techniques to downsize the
database yet without losing relevant information. The second solution proposes
an adaptive prediction model, this method dynamically selects the best predic-
tion model for estimating and forecasting cloud resources based on time series
teatures. This method was implemented because Baig and de Catalunya. Depar-
tament d’Arquitectura de Computadors [17] observed that different predictors
yield better estimation for different scenarios of forecasting. Some methods used
were LR, SVM, Gradient Boosting Tree (GBT) and Gaussian Process also known
by Krigin (KR). Using RMSE and MAE Baig and de Catalunya. Departament
d’Arquitectura de Computadors [17] proved that RF had better performance, he
also proved window size sensitivity for this solution. The third solution proposed
was a method to dynamically identify the best sliding window size to train the
regression model for estimating and forecasting cloud resource utilization. Baig
and de Catalunya. Departament d’Arquitectura de Computadors [17] concluded
that the third approach requires an extensive search to identify appropriate win-
dow size which is not feasible for real-time processing.

Another different form of applying an automation is the forecasting is proposed
by Wagner and Michalewicz [7], where we encounter an adaptive windowing for
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time series forecasting in dynamic environments. It compares GP with Dynamic
Forecasting Genetic Program (DyFor GP) that turns out to behave better by more
than 50%. The most used methods to forecast time series are applied in a static
environment and require some element of human judgment at the beginning and
therefore are subject to error. In the real world situation environments are contin-
uously shifting situations, of course it depends of the area. Still, these environ-
ments ask for adaptive methods and meet these changing conditions. This topic
is approached by Wagner and Michalewicz [7] where GP is compared to DyFor
GP which is an adaptive windowing technique that automatically adjust to varia-
tions over time. Here the sliding window approach is explained as in the scheme
Figure 4.3a on section 4.3. This feature allows DyFor GP yo analyze all existing
data and take advantage of previous patterns making it easier to adapt and fore-
cast. It is also studied the correct size of the training data automatically. During
this experiments it is only forecasted the 1 value ahead and DyFor GP performs
well over all dataset with difference over 50% compared to the GP.

Rao et al. [12] performs a time series forecasting of CPU utilization using, ARIMA.
Triple Exponential Smoothing or Holt-Winters (TES) and LSTM in order to com-
pare them and conclude which one is more relevant using MAPE and MAE as
metric. Mahalakshmi et al. [1] proved that LSTM has better performance as the
results had lower MAPE, ARIMA was the next and the worst performance was
given by TES. The explanation for these results was that the dataset used was
unlike the other as it had a lot of residual error which is not suited for time series
prediction algorithms.

Although for the case of Rao et al. [12] TES wasn’t a good forecasting algorithms,
but as explained that happened because of the high number of errors, there are
cases were TES performed as the best algorithm as is the case of Banitalebi et al.
[21] , Santos and Pour Yousefian Barfeh [29] or Karaman and Altiok [22] where
it was testes in simple cases with 1 step ahead or with simpler algorithms like
ARIMA.

The case of Akrami et al. [23] there were tested two algorithms with a higher
degree of complexity like TES and SARIMA with multi-step ahead where the
evaluation metric used was RMSE. In order to identify the parameters of the al-
gorithms the Box—Jenkins method was used, this methods was explained on sec-
tion 2.3. The experiment was done by forecasting with 1, 3,6, 9 and 12 months us-
ing SARIMA and TES, where SARIMA performed better in this case, even though
the accuracy of the model decreases when the lenght of step ahead increases.

We have a last study were Idman et al. [24] modeled a time series with AR,
ARMA, SARIMA, Double Exponential Smoothing (DES) and TES usign RMSE
as evaluation metric. Explained that time series is a combination of various com-
ponents:

¢ Trend, long term behaviour over time
¢ Seasonality, repeat period over time

* Error (Residual), unexpected change of data over time

23



Chapter 2

If trend and seasonality component don’t change over time then an additive
method should be used:
Y=T+S+E (2.14)

If trend and seasonality increase or decrease non-linearly over time, then a mul-
tiplicative method should be used:

Y=Tx%xSx*E (2.15)

For this study the methods showed before were used to predict from 1 to 11 steps
ahead, or months ahead. Unlike before, for more than 1 step, the error decreased
and then kept almost constant after 5 steps. This happened because the point
when the test began was when the tendency changed, so after the first step the
error decreased because of mean of values.
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2.5 Summary

This chapter explained the work and data context, from where data was ex-
tracted, and what kind of data we can expect. It exhibited the two types of data
we have, business and operational, and its charging process. It is known that the
operational site consists of three sites, each with its number of machines. There-
fore its dataset is gathered into a single for each site with the overall information
per site. All features are merged into a single business data for business data.

Our problem consists of receiving multiple tabular time series from where there
is a need to understand its peak tendencies or their tendency to change and how
it affects the process. It presented the research done before applying techniques
to data and how to extract valuable information from forecasting. For example,
suppose we have too many features which can mislead forecasting results. In
that case, we may be able to apply some techniques of feature importance and
selection or, if we have missing data, how to handle or categorize them.

After the research, it was elucidated that we have two types of forecasting, as it
can be done using machine learning or traditional time series. Depending on the
forecasting method, overfitting or underfitting can be avoided, as well as prelim-
inary work, time, or memory.

The related work showed several implementations in this area, each with its tech-
niques and metrics. It can be seen the summarized information about forecasting
in Table 2.5 or about feature selection in Table 2.4. The best performance tech-
nique when forecasting using machine learning was LSTM and for traditional
time series TES and SARIMA because of its ability to use time series statistics to
perform long-time forecasting. In the case of this dissertation, the evaluation met-
ric which fits better is MSE because we want to penalize peaks. However, MAPE
is used as an additional metric to get a better interpretation.
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The Approach

This chapter will present how to approach this dissertation’s goal by considering
the dataset, its context, related works, and the best models suited for this disser-
tation.

It will first present use cases when interacting with the tool, the requirement spec-
ification of the solution, and how the solution will be delivered. Then, at the end
of the chapter, the pre-process and some visualizations of its results.

The main goal is to forecast resources from the data that AlticeLabs provides. In
the section 2.1 are presented the dataset in detail. There is a need for monitoring
and forecast resources to support the solution for real-time control and charging
of telecommunications services, called NGIN - Next Generation Intelligent Net-
work. This optimization aims for a better service for the client and improved use
of resources in an automated form.

The data created by the company can be categorized into two main areas:

* Business, produced by the business application.

* Operational, produced by the operational application.

The business intelligence application produces reports from the activity informa-
tion of the business processes section 2.1.

The operational management application produces operational reports that are
originated by the operational Key Performance Indicatorss (KPIs) generated pe-
riodically by the application instances.

To achieve the expected goal, we can take advantage of the historical data or the
multi-feature dataset to find patterns and forecast the values of the next day. In
the end, correlate the business and operational data with the help of a graphical
tool.

We have a dataset that has been withdrawn from the stations and given to us.
Now there is a need to automate the process of receiving data, pre-processing,
and storing them in a database. At this step, we will study them by first visualiz-
ing them, understanding the problem, choosing some possible outputs to predict,
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and testing the model with some algorithms that fit better for each case. Also, we
need to understand what is the best approach to apply. Chang and Tsai [28] ex-
plained that there are two types of approaches, to use Time Series (TS) methods
or the associative model. TS models assume the future forecasting value is re-
lated to the historical pattern. On the other hand, associative models assume the
predicting value correlates with the variables considered in the model.

3.1 Use Cases

The knowledge that can be gathered so far can be used to construct a use case
to justify the framework decision described in section 3.3. Use cases can be pre-
sented in a list or event steps. Exhibits interactions between a role and a system
are typically defined to achieve a goal. It also can be a set of behaviors that, in this
case, the tool may perform in interaction with its users. This interaction produced
observable results that contribute to the user’s goals. The use cases in the context
of this work having in mind operational and business data, are represented in
Table 3.1

Use Cases
Nr. | Action Tool Interaction
1 | Visualize how business data affects | The application displays the CPU
CPU Load. Load forecasting and business fea-
tures.
2 | Compare the forecasting error of a | The application allows the option
day to the whole forecasting. to visualize the forecasting error of
a time range or the whole forecast-
ing.
3 | Visualize all forecasting models for | The application allows choosing a
all sites for a specific machine. machine for each site CPN, SMP,
and DSGW to display a graph con-
taining all the forecasting models.
4 | Compare the percentage of suc- | The application allows the user to
cessful and error requests for busi- | compare the percentage of success-
ness data. ful requests with the percentage of
requests that resulted in an error.

Table 3.1: Table of Use Cases

Prediction of peaks is a challenging task, and some can even say that it is impos-
sible [20], as a result of being in a changing environment. However, we can be
prepared for it, and forecasting with relatively high precision can lead to business
improvement.

In Table 3.1 is exposed some possible scenarios when using the tool. Most of the
cases are focused on forecasting models and how to correlate peaks with business
data. The use cases shown in the are based on some visualizations that will be
described during this chapter.
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3.2 Requirement Specification

MoSCoW Prioritization, also known as MoSCoW Analysis, is used for the re-
quirement specification the tool used to support and map the demands was MoSCoW
Method. It is a prioritization tool used in management to agree with stakehold-
ers on the importance of the deliverable. MoSCoW is an acronym for Must Have,
Should Have, Could Have, and Won’t Have.

In a spell, out way, these criteria can be evaluated by the importance of a com-
pany. Must have is critical, should have is important but not necessary, could
have is desirable but not necessary, and won’t have was decided between stake-
holders as the least critical.

The requirements covered in the table Table 3.2 were determined within a collab-
orative approach. Their establishment and categorization were performed fort-
nightly during meetings of the first semester, from whence they resulted in an

agreement.
MoSCoW Table
Must Have Should Have Could Have Won’t Have
Dashboards with | The solution | Real Time Analy- | Cyber Security
forecasting and | should be auto- | ses Execution implementation

business data in
Grafana

mated

The solution must | Train forecasting | Adjustable fore-
be able to be | models using | casting model
imported under | multiple features | type

Next Generation

Intelligent  Net-

work (NGIN)

One day ahead | Connection be- | Adjustable Win-
prediction tween  Grafana | dow Size Predic-

and database

tion

Table 3.2: MoSCoW Table of the Requirements of the Application

The central and most fundamental requirements for this dissertation to be com-
pleted are in the "Must Have" and "Should Have" columns.
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3.3 Framework

The first step of the proposed solution in Figure 3.1 is by pulling the raw data and
pre-processing them. This is an automated process since the goal is to standardize
the datasets and prepare them for the forecasting system. The chosen algorithm
within the forecasting system can be composed of a single forecasting model or
several depending on their performance on the overall error or on outliers, as will
be seen in the next chapter. In this forecasting system, all the models already have
pre-defined parameters, and they are trained with the new samples. The one day
ahead forecasting result is stored in a database that is linked to Grafana. This
tool is an open-source web application for interactive visualization. Dashboards
created within the tool can be exported or imported in .json format, allowing
integration within NGIN framework.

An internal plug-in link the pre-defined dashboard to the target database, where
forecasting and pre-processed data are stored. Using this plug-in automatically
assembles the results of the current forecasted models with the historical ones in
a visualization form in Grafana.

The stakeholders chose and approved these visualizations as they met the com-
pany’s requirements.

Check Prediction

Grafana Forecasting System

or
Monitor U
Resources ser Pull Raw Data

X e Algorithm
Visualizations < E—)
Visualizations - Trained
_ Model
Data

Base

Store Prediction

Figure 3.1: Architecture Flow of the Proposed Application

In the scheme presented in Figure 3.1 we see that there are three components and
a user. This user has two associated actions with two types of contributions, one
to help the forecasting system and the other as a final user observing the final
output of the forecasting system. The scheme represents an example of one or
multiple users, one to check the visualizations and one that gives the instructions
to start the process of forecasting data.

When integrated into the working environment, this architecture will not need
direct human interaction to start the forecasting process, as it can be set automat-
ically daily.
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3.4 Pre-Processing

Our dataset is updated every month, where within, we have metrics from periods
of one hour every day. This dissertation’s goal is to identify patterns and therefore
forecast problems that may occur. An exhausting study of the dataset is needed
to understand the dependencies between data and their patterns.

The first step is looking for missing data, noisy data, or semantics. There was
human involvement in extracting data from a higher aggregation of data, which
might be a higher error percentage.

After checking the content of it, there is a need to rearrange them to visualize or
have a better train performance. After the dataset definition in section 2.1 where it
was described that there are two types of data, the business which is composed of
five features, and the operational data composed of three different sites, satellite,
central, and Service Management Platforms (SMP).

3.4.1 Data Pre-processing

Requests are received at Satellite Site (will be referred to as Diameter Gy (DSGW)).
Here is the only site where request types can be differentiated. DSGW sends
a charging request to the Central site (will be referred to as Central Processing
Node (CPN)), here charging requests are executed, and finally, SMP will keep a
record of the events.

Each site has its scheme since the information extracted differs. One process that
was maintained between them is as illustrated, "ADD TIME FILTERS". With this
filter, a column is created for the day of the week and another column for the hour
of the day. These two columns are added for all of the datasets. The additional
features will help discover patterns by filtering out a day of the week and hour of
the day and can also be seen as additional features.

Per each scheme, arrows represent data selected from the dataset, and the mean-
ing of each arrow is explained below:

* DSGW, pre-process is shown in Figure 3.2a

Minimum, maximum and average
Minimum, maximum and average
Minimum, maximum, average, and sum per metric.

Minimum, maximum, average, and sum per KPI and metric.

SN I

Minimum, maximum, average per KPI
* CPN, pre-process is shown in Figure 3.2b

1. Minimum, maximum and average

2. Minimum, maximum and average
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Figure 3.2: All sites Pre-process Scheme

3. Minimum, maximum, average, and sum per metric.
4. Minimum, maximum, average, and sum per KPI and metric.

5. Minimum, maximum, average per metric.
* SMP, pre-process is shown in Figure 3.2c

1. Minimum, maximum and average
2. Minimum, maximum and average
3. Minimum, maximum, average, and sum per metric.

4. Minimum, maximum, average, and sum per KPI and metric.

The result in 4 datasets one per site, DSGW, CPN, SMP domain, and an extra one
for CPN. The result of these datasets was obtained by its inner aggregation of
timestamp and host.

In order to make it easier to interpret, the names of the host per site were mapped
into integer numbers from 1 until the number of machines per site. It can be seen
in the tables 3.3,3.4 and 3.5.

When looking at data apparently doesn’t present any "NaN" but there are missing
values as it is presented in the tables 3.6, 3.7 and 3.8.

In our case, missing data is a problem because nearly all standard methods pre-
sume no missing data, in other words, complete information for all variables in-
cluded in the analyses as said in Soley-Bori [30].

We can see in the table 3.6 that all machines have 11 missing hours, and it should
be noted that it is the same for all of them.
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Name Machine Mapping (CPN)

Number Machine

Hostname

odosdprd-pcco2cs-nodel1

odosdprd-pcco2cs-node(2

odosdprd-pcco2cs-node03

odosdprd-pcco2cs-node04

odosdprd-pcco2cs-node05

odosdprd-pcco2cs-node06

odosdprd-pcco2cs-node07

R O U1 x| W N =

odosdprd-pcco2cs-node08

O

odostprd-pcco2cs-node01

10

odostprd-pcco2cs-node(2

11

odostprd-pcco2cs-node03

12

odostprd-pcco2cs-node(4

13

odostprd-pcco2cs-node05

14

odostprd-pcco2cs-node06

15

odostprd-pcco2cs-node07

16

odostprd-pcco2cs-node08

Table 3.3: Mapping the hostname to the representing number for each machine

(CPN)

Name Machine Mapping (DSGW)

Number Machine

Hostname

odosdprd-pcco2cs-dscpl

odosdprd-pcco2cs-dscp2

odostprd-pcco2cs-dscpl

= QI N =

odostprd-pcco2cs-dscp2

Table 3.4: Mapping the hostname to the representing number for each machine

(DSGW)

Name Machine Mapping (SMP)

Number Machine

Hostname

odosdprd-pccsmp-bel

odosdprd-pccsmp-be2

odosdprd-pccsmp-be3

odostprd-pccsmp-bel

odostprd-pccsmp-be2

O\ Ul x| W N —

odostprd-pccsmp-be3

Table 3.5: Mapping the hostname to the representing number for each machine

(SMP)
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] Real Data Statistics per Machine (DSGW) \

Machine | Min Max  Mean Missing Values
1 50.92 69825 19752 11~=0.32%
2 7838 73728 2128 11 ~ 0.32%
3 36.57 523.18 201.71 11 ~ 0.32%
4 42.67 547.68 202.68 11 ~ 0.32%

Table 3.6: Minimum, maximum and mean of the real data per Machine DSGW:
higher values colored in red and lower values colored in green each statistic

Real Data Statistics per Machine (CPN)

Machine | Min Max  Mean Missing Values
1 97.87 1602.65 402.13 0
2 297.07 2198.32 625.52 0
3 213.23 1997.18 521.62 0
4 203.25 1828.25 516.82 0
5 22427 1939.05 505.05 0
6 21393 21547 511.28 0
7 206.0 1621.63 503.85 0
8 206.53 1746.58 515.01 0
9 98.8  2343.95 509.59 1~ 0.03%
10 117.6  1507.12 509.1 1~ 0.03%
11 193.2 1761.47 491.12 1~ 0.03%
12 97.8 1599.55 490.24 52 ~1.49%
13 854 159525 49583  52~1.49%
14 72.8 1873.1  502.84 52 ~ 1.49%
15 137.74 1572.65 480.94 52 ~ 1.49%
16 168.03 16443 489.01 52~1.49%

Table 3.7: Minimum, maximum and mean of the real data per Machine CPN:
higher values colored in red and lower values colored in green each statistic
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Real Data Statistics per Machine (SMP)

Machine | Min Max Mean Missing Values
1 7617 42298 225.61 0
2 79.82 42477 233.65 0
3 65.78 431.03 222.83 0
4 39.08 516.65 239.58 0
5 4943 499.6  248.75 0
6 45.72 514.52 237.93 0

Table 3.8: Minimum, maximum and mean of the real data per Machine SMP:
higher values colored in red and lower values colored in green each statistic

When we look at table 3.7 that there are eight machines with missing values,
where machines 9, 10 and 11 have one missing hour and from 12 to 16 have 52
missing hours.

Looking at the SMP in table 3.8, we see no missing values.

A study about the characterization of missing data was discussed on section 2.3,
and techniques overcome this issue and adapt data to the model in section 2.3.
Having in mind data studied in section 2.1, it can be said that the best way to
handle missing values is by using Last Observation Carried Forward (LOCF) but
with a slight difference. Instead of using exactly the last one, because our data has
a seasonality of 24h, as we will see further in this dissertation will be more appro-
priate to use the value from the last day at the hour of the missing value. As can
be seen in Figure 3.3, data may be in the presence of peaks on the previous values,
meaning that when using LOCF, unnecessary peaks may be added. To overcome
this issue, two techniques may be mixed, LOCF and the Mean Substitution value
of the hour of the peak of the historical data, as we can see in Figure 3.3

Average of CPU Load for Machine 16

Avg Cpuload
Missing Values

1600

1400
1200
1000

800

600
400
200

Nov 21
2021

Number of Events

Nov 28 Dec 5 Dec 12 Dec 19 Dec 26 Jan 2

2022

Jan 9 Jan 16

Date

Figure 3.3: Pre process of Missing Values for Machine 16 (DSGW)

In the case of integrating into the NGINPCC, it is done automatically and saved
into a separate database to be linked to Grafana and the forecasting used.

In the case of business pre-processing, it is an easier task. We take the five fea-
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tures, and then we mix them by merging on the date column. An extra column is
created for future visualization or to make the combination easier.

3.4.2 Raw Data Visualizations

Visualizations are a graphical representation of the information and, in this case,
temporal, tabular data. Visual elements like Scatter Plot, Charts, and Graphs
make it easier to understand data, outliers, and patterns.

In this sub-section, raw data visualization from both operational and business
data is analyzed. Its high or low peaks and patterns in common between ma-
chines or sites.

First, it starts by analyzing features per machine from the operational data and
comparing a slice’s peaks and patterns with the entire dataset to see if patterns
and peaks maintain. Then at the end of this sub-section, the business data behav-
ior and peaks are analyzed.

Operational Data

It starts with analyzing the successful events of each type of request, voice call,
SMS, or data session with the interest to see how it behaves over time and com-
pare them to the total number of events per request. To do that, the percentage
error of the request is calculated using Equation 2.8

Sum of the Number of Successful Data Session Events

Machine
—1
—2

L

Nov 21 Dec 5 Dec 19 Jan 2 Jan 16 Jan 30 Feb 13 Feb 27 Mar 13 Mar 27
2021 2022

16M

14M

12M

1

=
=

Number of Events
@
=

o
=

4M

M

Date

Figure 3.4: Entire Dataset of Successful Data Session Events per Hour for each
Machine at DSGW site - The machine’s number corresponds to the DSGW host

mapping

When looking at successful data session events, Figure 3.5 over time, we can see
that the decay starts around 11 PM, reaching the lowest values around 8 AM. We
can also see that some smaller decays start at 4 PM and reaches the lowest at 7
PM. We can see a clear pattern during the day that repeats daily. However, it
is not clear when we look at the big picture on Figure 3.4. Some peaks can be
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Sum of the Number of Successful Data Session Events
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Figure 3.5: 15 days of Successful Data Session Events per Hour for each Machine
at DSGW site - The machine’s number corresponds to the DSGW host mapping

Percentage Error of Data Session Events
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Figure 3.6: Entire Dataset of Percentage Error of Data Session Events per Hour for
each Machine at DSGW site - The machine’s number corresponds to the DSGW
host mapping

seen but do not present any pattern as they happen during any day of the week
or month. When looking at Figure 3.6, data session request which resulted in an
error, can be seen that the highest error was on 3rd January at 14h with 12% of
error, but there is no pattern between these peaks.

In the case of the voice calls, Figure 3.8, the first thing that pops up is that there is
one day with lower values than others, and the second is the difference between
the number of Data Session Events and the Voice Call events. The higher value
for data sessions is around midnight and for the voice calls is around 2 PM or
3 PM. The day when there are fewer voice calls is Sunday, and we can see this
pattern is repeated for the entire dataset in figure Figure 3.7. After 2 PM or 3 PM,
the requests decrease until the second lowest value of the graph at 5 PM. Again
it increases a little bit, arriving at the second-highest value in a day at 9 PM and
then decreasing to the lowest value at 7 AM. When we look at the percentage of
error of voice call request Figure 3.9, we can see that it is even higher than the
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Sum of the Number of Successful Voice Call Events
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Figure 3.7: Entire Dataset of Successful Voice Call Events per Hour for each Ma-
chine at DSGW site - The machine’s number corresponds to the DSGW host map-

ping

Sum of the Number of Successful Voice Call Events

L.8M Machine
—_—1
—_—12
—3
—_—

Number of Events

Nov 17 Nov 19 Nov 21 Nov 23 Nov 25 Nov 27 Nov 29 Dec 1
2021

Date

Figure 3.8: 15 days of Successful Voice Call Events per Hour for each Machine at
DSGW site - The machine’s number corresponds to the DSGW host mapping

previous, reaching 33% of error.

Successful SMS events can be seen looking at Figure 3.11, there are even fewer
requests, as the highest is around 20K. It is not easy to see which hour of the day
the highest value is reached. We know that it can be at 4 PM or 11 PM. Although
we can see that the lowest of the day is at 8 AM, the second-lowest is at 7 PM,
and the second highest is at 3 PM or 4 PM. When we look at the entire dataset
on figure Figure 3.10 we see a change in the pattern from 21 December to 22
December. Even so, when we look at the figure Figure 3.12 where we can see
the percentage error, we can conclude that the total number of SMS requests also
changed. In the same graph, the percentage error is still high compared to the
data session, but it is the same as for voice calls.

As expected, there are fewer requests during the night than during the day. Also,
the usage of data sessions being higher than the others was expected as well, as
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Percentage Error of Voice Call Events
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Figure 3.9: Entire Dataset of Percentage Error of Voice Call Events All Data per
Hour for each Machine at DSGW site - The machine’s number corresponds to the
DSGW host mapping
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Figure 3.10: Entire dataset of Successful SMS Events per Hour for each Machine
at DSGW site - The machine’s number corresponds to the DSGW host mapping

it is influenced by marketing to use apps free data session credit charge.

To complement these requests, we can look at the Average percentage of CPUs
not actively being used. We see that on January 13th, there is a significant dif-
ference between machines 3 and 4 compared to 1 and 2. While during this day;,
machines 3 and 4 reached the highest peaks, machines 1 and 2 reached the lowest
ones. With our data, we do not have an explanation for only these requests, but
we can surely tell that the accounts linked to 1 and 2 are composed of a pack of
higher accounts than those for 3 and 4. As we studied on section 2.1 DSGW is the
site that starts by receiving the requests, and these requests are linked randomly
to a machine by the sold packet. This packet can contain a different number of
subscriptions as asked in accordance to the company, and further on, this packet
is linked to a machine. The discrepancy usually happens when these subscrip-
tions are uploaded into the system, which can create this disparity.
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Sum of the Number of Successful SMS Events
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Figure 3.11: 15 dats of Successful SMS Events Sliced Data per Hour for each Ma-
chine at DSGW site - The machine’s number corresponds to the DSGW host map-

ping

Percentage Error of SMS Events
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Figure 3.12: Entire dataset of Percentage Error of SMS Events All Data per Hour
for each Machine at DSGW site - The machine’s number corresponds to the
DSGW host mapping

We can see in Figure 3.14 that the lowest points decrease a little for three days,
which are Sundays, which means that there are fewer processes for the CPU to
work on. That is the exact behavior of voice calls. On Sundays, they decrease.
Maybe it indicates that Voice Calls play a significant role when it comes up to the
CPU of the DSGW. The hour of the day when CPU is less used is at 8 AM, and
the lowest is around 11 PM. This observation makes sense because around 8 AM
is when there are fewer requests, and at 11 PM, there are more.

Once more, at the Figure 3.16, we identify a lower maximum on Sundays because
of the above explanations. The lowest value is at 8 AM, and the highest is between
2 PM and 4 PM. We can also see that the second lowest is at 8 PM and the second
highest is around 10 PM. In Figure 3.15, we can identify some peaks in the graph,
but as expected, it complements the CPU not actively being used.
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Average Percentage of CPU not Actively being used
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Figure 3.13: Entire Dataset of the Average of the Percentage of Idle per Hour for
each Machine at DSGW site - The machine’s number corresponds to the DSGW
host mapping
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Figure 3.14: 15 days of the Average of CPU Idle per Hour for each Machine at
DSGW site - The machine’s number corresponds to the DSGW host mapping

At the CPN level at Figure 3.18, there are some strange patterns, until day 17
November the CPU not actively being used was about 57%, after this day it in-
creased for more or less 66%, what they have in common is the hour of the day,
which is about 10 PM. Another strange point is what can be identified as an out-
lier on 25 November at 10 PM. While all the machines had a percentage of CPU
not used, around 66%, this machine was about 57%. This can be caused by a hu-
man error when extracting the data. We can check the complete data on 3.17 and
confirm that there are different patterns over time and no connection between
peaks and DSGW.

In the Figure 3.17 we see the opposite behaviour as it was seen in Figure 3.19,
as expected, even though with the same strange tendency change. Before 17
November, around 8 AM, can be seen bigger high peaks compared to the ones
after 18 November, around 6 AM. Between these days, almost a constant low
waiting process per hour per machine can be seen. It also presents a value that
looks like an outlier as it is out of the ordinary compared to the other machine’s
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Average CPU Load
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Figure 3.15: Entire dataset of the Average of CPU Load per Hour for each Machine
at DSGW site - The machine’s number corresponds to the DSGW host mapping
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Figure 3.16: Entire dataset of Average CPU Load per Hour for each Machine at
DSGW site - The machine’s number corresponds to the DSGW host mapping
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Figure 3.17: Entire Dataset of the Average of CPU Idle per Hour for each Machine
at CPN site - The machine’s number corresponds to the CPN host mapping
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Average Percentage of CPU not Actively being used
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Figure 3.18: 15 days of the Average of CPU Idle per Hour for each Machine at
CPN site - The machine’s number corresponds to the CPN host mapping
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Figure 3.19: Entire Dataset of the Average of CPU Load per Hour for each Ma-
chine at CPN site - The machine’s number corresponds to the CPN host mapping
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Figure 3.20: 15 days of the Average of CPU Load per Hour for each Machine at
CPN site - The machine’s number corresponds to the CPN host mapping

high peaks on 25 November at 10 PM.
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Average Percentage of CPU not Actively being used
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Figure 3.21: Entire Dataset of the Average of CPU Idle (SMP) - The machine’s
number corresponds to the SMP host mapping
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Figure 3.22: 15 days of the Average of CPU Load per Hour for each Machine at
SMP site - The machine’s number corresponds to the SMP host mapping

When looking at the Figure 3.22, we see that it is constant with a period of a day.
The lowest value is between 12 AM and 11 PM. Analyzing the big picture, it does
not look that constant. Compared to the CPN, DSGW percentage of CPU not
actively being used, the upper bound does not remain as constant, and therefore
the waiting processes as well since they complement each other as can be seen in
Figure 3.23.

On the Figure 3.24, we see a pretty constant pattern with a period of 1 day. The
high is between 4 PM and 10 PM, and the low is between 7 AM and 10 AM. Even
though, looking at the big picture, it does not look that constant.
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Figure 3.23: Entire Dataset of the Average of CPU Load per Hour for each Ma-
chine at SMP site - The machine’s number corresponds to the SMP host mapping
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Figure 3.24: 15 days of the Average of CPU Load per Hour for each Machine at
SMP site - The machine’s number corresponds to the SMP host mapping
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Business Data

This sub-sub-section analyzes a dataset with five metrics: SMS, voice call, data
session, topup, and provisioning. Each metric is explained in more detail on
section 2.1.

SMS Creation Quantities
Call Removal Credit Amount

Data Session Modification Debit Amount

Figure 3.25: Specification of each Business Metric

Let us look at the statistics about each metric from Figure 3.25. First, we see that
the quantities differ from one another.

We can see that, as expected, there are fewer topup and provisioning operations
compared to the data created by the service usage. The most used service is data
sessions which makes complete sense as it is the tool that a person or a company
makes the most use of.

Business Statistics

Metric Min Max Mean
SMS 2370 32316 11211.36
Topups 2 30802 11525.98

Voice Call 7863 884827  354606.01
Data Session | 3557050 8699745 6769457.38
Provisioning 855 126292 29830.72

Table 3.9: Statistics for each Business Metric, min, max and mean

Looking at the graph of the Call in figure 3.26 we can see that it has a seasonality
of 24*7 hours (one week), meaning that it has the same pattern every week, where
at 3 AM we have the lowest values and at 10 AM the highest. The second lowest
peak during the day happens at 1 PM, and the second highest peak is at 3 PM,
which means that during lunch, people do not call as much as at other times
during the day. We can also see a day in the week when the voice call peak does
not reach the same values as other days. When looking carefully, we can see that
it happens on Sundays. We can also see three days in the graph with low peaks
on the 15th, 16th, and 17th of April because of Catholic Easter.

The second graph to look at is SMS on figure 3.27. Although SMS service is not
used as much as the previous one, it has a week’s seasonality. During the day,
the lowest peak is at 3 AM or 4 AM, and the highest is at 12 PM or 2 PM. During
the week, we can see that the lowest values are during the weekend. In this case,
although the values of Sundays are almost always lower than Saturdays, it is not
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Business Data: Call
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Figure 3.26: Business: Voice Call

that obvious. The highest peaks in the graph are at the end of working days,
Thursdays and Fridays.

Business Data: SMS

(Mar 3, 2022, 16:00, 32.316k)

30k
25k
20k

15k

Nr. Requests

10k

5k|

Mar 6 Mar 13 Mar 20 Mar 27 Apr 3 Apr 10 Apr 17 Apr 24
2022

Date(h)

Figure 3.27: Business: SMS

Looking at the Data Sessions in figure 3.28, we can conclude that it is the most
used service, reaching more than 8 Million sessions a day. Again, there is no clear
pattern here, but unlike SMS and Call, this service had slightly higher values
during Easter than the other days. During the day, the lowest peaks are at 4 AM,
as per the previously explained metrics, but the highest peaks are at 7 PM or 8
PM, which may be when we leave work. The second lowest peak is at 3 PM, and
the second highest is at midnight.

It is now passed on to topup. As for SMS or Voice Calls, it presents a seasonality
of a week, but it is visible that there are days in a week with higher or lower
topup operations. The lowest values are on Sundays, reaching the highest value
around 11 AM and the second highest at 5 PM. The rest of the days during the
week presents the highest peak at 7 PM and the second highest at 10 AM. The
lowest value is always at 3 AM, and the second lowest is at 3 PM or 4 PM, except
for Sundays at 6 PM. So we can also see that during Easter topup operations were
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Business Data: Data
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Highest, Lowest Values for Business Data

Metric Highest High(2) Lowest Low(2)
Call 10AM 3PM 3AM 1PM
SMS 12PM,2PM 7PM,8PM 12 PM,2PM  4PM,5PM

Data Session | 7PM,8PM 12PM 4AM 3PM

Topup 7PM,8 PM 12PM 4AM 3PM

Provisioning Any 4PM,5PM,6PM,7PM Any 3PM,4PM

Table 3.10: Highest, second highest, lowest, second lowest and seasonality values
for Business Data

For the last we have provisioned, here it shows seasonality of 24 hours. The
highest provisioning values appear at the end of the month or the beginning of
the other. However, more data should be visualized to take that conclusion as
a generality. During a week, there is no pattern on which days have higher or
lower values. Per day the lowest values are at 4 AM, 5 AM, 6 AM, or 7 AM. As
for higher values, they can happen during any hour of the day.

Looking at the Table 3.9, we can see the dissimilarity in quantities of events be-
tween the types mentioned above. We can see that Data Sessions have a higher
demand compared to the three statistics min, max, and mean. We can relate this
fact to our daily routine, the service that we may use with higher frequency is
data session, and the lowest one is charging our tariff.
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3.5 Summary

This chapter starts by describing how operational and business data is extracted
and what approaches will be implemented into the proposed framework. Then,
aiming for that goal by the guidance of some use cases Table 3.1 some scenarios
when using the tools were exposed, and most of them focused on forecasting.

Following the architecture, requirements are ordered by the MoSCoW approach,
where it can be seen from the essential requirements to the ones that are not
mandatory within this dissertation goal section 3.2. This analysis helps rank the
specificity of the proposed application.

A section with the framework was introduced. We can see in the Figure 3.1 how
the process work alongside the forecasting system until the final visual product.
This architecture shows user interaction with the forecasting system and the vi-
sualization tool using Grafana.

Afterward, the pre-processing and statistics about operational and business data
are explained. This section also reported line chart forms of visualizations to give
the reader an idea of what type of data we are dealing with. It was shown how
each site would pre-process its dataset, what kind of visualizations resulted, and
issues were raised. As expected, at night telecommunications have a low rate
request and during the day may fluctuate on rush hours, working hours, and
weekends. Some tendency-change and peaks that can be evaluated as outliers
were distinguished. Here it was concluded that the best feature to forecast is the
CPU Load since this feature is the one that shows if machines can handle all the
requests every time of day.

It was possible to answer some of the questions proposed on the chapter 1. Rel-
atively to the first questions, it was shown that CPU Load does not evolve in the
same way either by looking at a specific site or comparing between sites. There-
fore, a forecasting model for each machine is needed since it evolves differently.

Relatively to the second question, there are times of the day when CPU Load has
a higher load of requests and when there is no need for so many active resources.
As well as when looking at weekends or holidays may also differ.

To answer the third and fourth questions by looking at the correlation between
business and operational data can be seen that data session request has more in-
fluence on the telecommunication system, reaching more than 8 million requests
during a day. A slight difference can be noticed when it comes to its use during
the weekends, compared to voice calls and SMS, that the rate request deacreases,
on these days the data sessions request increases. As expected when looking at
the type of request that leads to error, the data session is the one with higher er-
rors because it is the most used and it is the one with a longer duration type of
request
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Forecasting Methodology

Initially, there is the need to understand the difference between prediction and
forecasting section 2.3. When we have an input, and our goal is to predict what
the result might be giving the input, we are talking about the prediction. How-
ever, we are talking about forecasting in this case, where we want to make a future
prediction using historical data to estimate future observations.

In order to answer the questions proposed in chapter 1 related to the best fore-
casting model, this chapter discusses the approaches to applying the best-suited
forecasting algorithms studied in the section 2.4 and their variation.

The goal is to develop a pipeline to forecast the values for the next day and, de-
pending on the model, observe which operational features, x, impact the feature
chosen y. As a result of the analysis on section 3.4, the feature chosen as y was
the average CPU Load. It appears the most inconsistent, with more pattern fluc-
tuation and a higher number of peaks section 3.4. By forecasting the number of
waiting for processes or understanding which features correlate with it, we can
save resources on the lower demands and be prepared when a higher demand
will happen.

This chapter will describe the methodologies applied to make forecasts using ma-
chine learning and traditional time series algorithms, how to rank and select the
features for the machine learning approach and how to validate the models when
presented with a new dataset.

4.1 Proposed System Overview

The process of getting the best parameters per type of forecasting model can be
resumed as in the Figure 4.1. However, depending on the model, some adapta-
tions are made before starting the grid search using a selected set of parameters
per type of forecasting.

Grid Search is an exhaustive search over a pre-defined set of parameters for an
estimator. The search for the best suitable algorithm will be defined by training
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Figure 4.1: Training Grid Search Scheme

depending on the type of training size and tested by forecasting the next 24 hours,
as it is the ultimate goal, during one month. The forecasted values are then com-
pared with the testing set, the actual values. The grid search will be performed
over all machines for all sites, testing the pre-defined set of parameters.

As we can see in the Figure 4.1 for each host or machine, we are going to define
the type of training size as will be seen in the following sections, where we can
have a fixed training size or an expanding one. Next, for each iteration, inside the
grid search function, for each set of parameters, we will train, test, evaluate, and
save the results until all parameter combinations are finished for all machines.
Ultimately, we store the best set of parameters and its Mean Absolute Percentage
Error (MAPE).

Here are tested simple and complex models to see how it behaves throughout the
hosts. The aim is to classify the best model by the time it takes to train, with the
lowest MAPE for overall and outliers error.
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4.2 Feature Importance and Selection

A dataset with multiple features can benefit the forecasting result section 2.4.
However, at the same time can lead to worse results. In order to avoid that, a
feature selection can improve the forecasting results in different ways, such as
reducing training time, simplifying complexity, improving the model’s accuracy,
and even avoiding over-fitting by eliminating unnecessary features [14].In sub-
section 2.4.1 indicates different types of feature selection, such as filter methods,
wrapper methods, and embedded methods.

We can look at this problem as an optimization problem. It needs to define a
cost function to be minimized subject to certain conditions and an optimization
strategy to explore the search space. We may encounter two problems when se-
lecting the features: relevance and redundancy [14]. When ranking the features
by importance, we encounter the relevance problem based on their classification
performance. Nevertheless, the way we select the set of features may lead to re-
dundancy. For example, a feature may appear in a higher rank of importance, but
a set of features may turn out to be an irrelevant feature. The opposite case may
appear where a weakly relevant feature in a set of features may be relevant.

For our approach, it was used an embedded method to rank features. For a better
explanation, it can be found on subsection 2.4.1. As explained in the embedded
method, the algorithm has its feature selection logic, so this process is performed
while training the model. The algorithm used was Random Forest, resulting in a
ranked list of features.

After the features ranking process, multiple strategies select a lower number of
features to decrease the complexity or avoid overfitting the result by using all of
the variables as explained in section 2.3. In this dissertation, it was opted to use
an elbow graph to contribute to the feature selection. Then, an iteration through
all the features is done. In each step, a prediction algorithm is trained with the
accumulative features to save the selected error metric at each iteration. The out-
come is a graph that can look like an elbow graph since, in the beginning, the
more features we add, the lower the error gets, and after accumulating a certain
number of features, it starts increasing. With this strategy’s support, we can see
which features contribute positively by having an acceptable error.
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4.3 Train and Test

There are two types of model validation which are out-of-sample and in-sample
performance. The out-of-sample validation, called generalization performance as
well, on unseen data, measures how well a trained learning algorithm general-
izes from the sample set it was trained on [31]. The in-sample validation refers
to an empirical error or training error. Generalization is an essential concept in
mind since the subsequent model to be applied in a real scenario may encounter
variations in patterns and outliers.

(a) (b) (c)

Figure 4.2: Bias-Variance Trade-off Example: (a) feature space with optimal seg-
regation (b) overly complex model (c) overly simplistic model

For example, in a scenario like Figure 4.2 where machine learning classification
linearly separates two classes depending on the model and the data it is tested
with, we may come across some challenges. Looking at Figure 4.2¢c, we see a lin-
ear separation classification between two classes. Since the problem is not always
obvious, it can be underfitting data. This error is called bias, and it arises when
the model pays very little attention to the training data, it leads to a high error
in the training and test data. Bias may occur when the model is too simple and
trained with few features.

When we look at Figure 4.2b, we have an example of high variance, pay much
attention to training data, and do not generalizes on the data which it has not
been seen before. As a result, it performs very well on training data but results
in a high error for unseen data. In order to reduce this error, more training data
should be introduced.

So, as the bias increases, variance decreases, and vice-versa, this is called a trade-
off. The goal is to get a model with low bias and variance.

\
| TRAIN | TEST TRAIN | TesT

TRAIN | TEST

| TRAIN | TEST
| TRAIN TEST

(a) (b)

Figure 4.3: Window Length Approaches (a) sliding window (b) expanding win-
dow

TRAIN | TEST
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Since the model may be used in a real-life scenario and the dataset increases daily,
fixing a taining size may be helpful on the long road. Two techniques are used
for the machine learning training: expanding and sliding window, as seen in the
Figure 4.3.

On the Figure 4.3a, we can see that the training size of the first, second, and third
iteration (i=1,2,3) is still the same: three units. On the other side, when looking
at figure Figure 4.3b, we can see the training size increasing each iteration as new
data arrives. In this case, all data is essential to forecast or predict the next step.

The choice between the training size reflects the seasonality of the data. When
a smaller training size is used, the patterns are shorter than an expanding train-
ing size. The fixed training size allows new patterns to be developed with time.
When an expandible size is used, the model has a change to look for longer-
duration patterns, for example, at yearly holidays instead of monthly or daily
patterns. This approach can be beneficial for stationary data to make maximum
use of available training data at each point in time [31].

4.4 Forecasting

In the context of time series data, one variable is the value at time t, and the other
is any value at time t-x, where x is a non-zero positive integer [14]. Meaning that
the forecast depends on the historical data. Given a vector of past observations V
= v(t-1),...,v(t-N) of metrics for example CPU Load the forecasting problem con-
sists of predicting values at time t denoted by v(t). "The Short-Term forecasting or
prediction focuses on a time frame or period of fewer than three months, whereas
the Mid-Term period focuses on a time frame of three months to one year and the
Long-Term considers a time period more than a year."Mahalakshmi et al. [1]

We can apply two types of forecasting: machine learning or traditional time series
models. There is some difference between these models depending on the input
and output. In the case of time series forecasting, they can fit into two groups,
univariate and multivariate. When a time series is composed only of a variable
varying in time, it is called univariate. When the time series is composed of more
than one variable also varying in time, it is called multivariate. As we are in the
context of forecasting, we need to pre-process data differently according to the
forecasting models.

The pre-processing to prepare data for time series approaches is pretty much
deciding on the training and forecasting sizes. These models can use tendency,
seasonality, or different levels of importance to apply these techniques success-
tully. There is difficulty in applying the model type, and higher expertise may be
needed to handle its parameters.
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Figure 4.4: Univariate Preprocessing Example

When it comes to using machine learning, in our case regressor, it is not that ob-
vious as these models are prepared to estimate a particular event based on a set
of features, not necessarily concerned about the future section 2.3. In the contem-
plation of forecasting, there is the need to transform time series into supervised
learning, meaning that the machine learns from the labeled data. We can see in
Figure 4.4 and Figure 4.5 examples of how can to prepare univariate or multivari-
ate data for forecasting using machine learning.

In the Figure 4.4, we have an example of how we can prepare univariate time
series for supervised machine learning. In this case, we have a time series com-
posed by [1,2,3,4,5], independently of time but keep in mind that they are se-
quential. If the goal is to train a machine learning algorithm with size three and
to forecast one value into the future, then we start by taking the first three values
as the first row of the X, our input, and the fourth value is the Y, the output. The
second raw of the X will be formed starting with the second value until the fourth
because of the training size, and Y is the fifth value. This way, the training dataset
is constructed. Independently on the time unit, either 3 hours or 3 minutes, the
fourth value results in the output value. In the case of using this type of approach,
we are eliminating all the seasonality, trends, or time variables, and it represents
phenomena observed at a single point in time.

[ For training size = 3 step ahead =1 ]

F1 F2

2e000
(@ooes )

In the case of multivariate, as shown in Figure 4.5 can be a little bit more chal-
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lenging to understand, but it follows the same rationale. The goal here is to train
a machine learning model with size two and forecast 1 step ahead, using a mul-
tivariate time series. Data here is composed of three variables, F1 and F2 will be
used to train data in the direction of forecasting the variable T for the next day.
The difference is that three-time units are merged data of both F1 and F2 with the
three values from T, creating the X using the three features to predict the T value.

Aside from the data adaptation from univariate and multivariate data, there are
two types of outputs, Y. They can be a single output or multi-out, meaning that
for single output, as can be interpreted from the name, only one value is fore-
casted. For multi-out, we are forecasting multiple values each time. In the case
of traditional time series techniques, we only need to explicitly express a num-
ber of forecasting values we want to receive from the models. However, some
machine learning regressors are not prepared for multiple outputs, and there are
some alternatives to deal with this dilemma. When it comes to supervised algo-
rithms that can forecast multiple outputs, for example, Long Short-Term Memory
(LSTM), as in the section 2.4, was used as a forecasting algorithm. There is a slight
difference in the pre-process shown before. Instead of training with Y of only one
value, if, for example, Figure 4.5 or Figure 4.4, with a step ahead=2 then for i=1,
the test set it Y=[4,5]. When the algorithms cannot output multiple values si-
multaneously, we use the sliding window approach explained in section 4.3 on
Figure 4.3a, from where we use the output from previous forecasting values until
reaching the number step ahead of desired. For example, in the case where step
ahead=2 and training size=3 to forecast the last value, we use two real values and
the last forecasted value.

One big difference between forecasting using machine learning or a traditional
time series algorithm is how the train takes effect in the future. Although for ma-
chine learning, we save the trained model and re-train with new values, when
it comes to time series, there is no need to save the model for future forecasting;
nevertheless, we need to re-train with all historical values and the new ones. An-
other big difference is that using traditional time series techniques, we only use
one variable, which is the one to forecast. On the other hand, the main advantage
of using machine learning is the ability to use multiple variables or features to
help with forecasting.
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4,5 Evaluation Metric

The evaluation metrics that will be used are Mean Square Error (MSE) because
we want to penalize the peaks and MAPE for assisting MSE for a better interpre-
tation. In evaluating the algorithm, we can compare it in several ways. One is the
overall error, the total error by a time section, or extracting the error only at out-
liers. This last error calculation is helpful because it gets lost on the mean when
we do all over the time series since there are fewer outliers than within the range
calculated to get the outlier. The error calculated on the values without outliers
helps interpret how well a model performs for an ideal case, where all values stay
under the limits.

In section 2.3 was elucidated on how to characterize the outliers based on the
mean and standard deviation using k=[1.5, 1.75 ,2] for varying degrees of strin-

gency.

During this dissertation, CPU Load will be forecasted since it is the feature with
the most inconsistency and more outliers. This is a feature for forecast since, in a
case where values are too high, meaning that it could be a bottleneck within the
telecom system. On the other hand, if values are too low, the resources are not
being utilized, meaning they could be decreased.

Outliers Count per Machine (CPN)

Machine k=2 k=1.75 k=15
1 51 ~1.47% 150~ 4% 424 ~12%
2 33x~095% 107 =~3% 374~11%
3 30~ 0.86% 111 ~3% 404 ~ 12%
4 31~ 0.89% 116 ~3% 383~11%
5 25~072%  98=3% 374=11%
6 18 ~ 0.52% 110~3% 378 ~11%
7 20~ 0.57% 106 ~3% 399 ~11%
8 21 ~ 0.6% 9x~3% 388=~11%
9 45~1.29% 122~4% 399 ~11%
10 46 ~1.32% 131 ~4% 396 ~11%
11 35~1.01% 126 ~4% 415~ 12%
12 40~ 1.15% 123 ~4% 414 ~12%
13 40~ 1.15% 145~4% 412~12%
14 43~ 1.24% 143 ~4% 437 = 13%
15 38~1.09% 111 ~3% 381~11%
16 35~1.01% 124 ~4% 414~12%

Table 4.1: Outliers Count per Machine CPN: higher values colored in red and
lower values colored in green each threshold

We can see outliers in the tables 4.1, 4.2 and 4.3 where the outliers are counted per
machine and therefore per site. We can see that we have fewer values for higher
values of k, and for lower values of k results in more outliers. Considering that
looking at the operational data size in Table 2.2, for a total of 6 months, data of

58



Forecasting Methodology

Outliers Count per Machine (DSGW)

Machine k=2 k=1.75 k=15
1 10~ 029% 23~1% 173 ~5%
2 9~026% 24~1% 154 ~4%
3 7~02% 18=1% 187 =~5%
4 9~026% 17=0% 188 ~ 5%

Table 4.2: Outliers Count per Machine DSGW:higher values colored in red and
lower values colored in green each threshold

Outliers Count per Machine (SMP)

Machine k=2 k=1.75 k=1.5
1 66 ~19% 266~8% 496 ~ 14%
2 57 =~ 1.64% 262==~8% 506~ 15%
3 72 ~2.07% 289 ~8% 489 ~ 14%
4 105~ 3.02% 210~6% 392~ 11%
5 88~253% 178 ~5% 375~ 11%
6 108 ~3.1% 213 ~6% 416~12%

Table 4.3: Outliers Count per Machine SMP: higher values colored in red and
lower values colored in green each threshold

around 69 120 records for CPN, 17 280 for DSGW, and 25 920 for SMP, we do not
have a high number of outliers. For CPN with around 440 outliers corresponds
to 0.64% of data, DSGW with around 200 outliers corresponds to 1.15%, and SMP
with around 1.8%.

4.6 Summary

This chapter introduced the methodology employed for this dissertation. We saw
that we have two different techniques with the aim of forecasting. We can do it
by using machine learning with some additional data pre-processing or tradi-
tional time series techniques. We start by presenting the system overview in the
Figure 4.1 and then explaining how each operation will proceed. First, an ex-
haustive grid-search will be performed per machine and training size to obtain
the parameters that lead to the model with lower MSE, per model. The tests were
done using a grid-search approach by training each model with three months
corresponding to October, November, and December and one month to test, cor-
responding to January. In the end, the model with the lowest error for each type
of forecasting algorithm is saved for each machine at all sites. Subsequently, using
all the best models forecasts the new data from February until April and uploads
them to the final dashboard in Grafana.
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Forecasting Results

In the chapter before, the methodologies and the pipeline are described. In this
chapter, it is going to be shown the results in-depth manner. First, it is going
to be shown how the process of choosing the right features by their importance,
forecasting using Long Short-Term Memory (LSTM) for both univariate and mul-
tivariate data, and forecasting using Seasonal Autoregressive Integrated Moving
Average (SARIMA) and Triple Exponential Smoothing or Holt-Winters (TES) for
both expanding and sliding window. The last questions proposed in the chap-
ter 1 are answered in this chapter. Finally, the best model for each forecasting
algorithm is explained and presented with the final dashboard and its properties.

5.1 Feature Importance and Selection

Feature importance is a technique to assign a score for each feature used as input
based on how useful they are at predicting a target variable. Features are ranked
by the correlation with the target feature. This is an important step since next, the
set of features is used to predict the target, which is the avg_cpu_load. Feature
selection is made because the number of features per site is high, 108 for DSGW,
104 for CPN, and 64 for SMP, as seen on Table 2.2. Using all of them can increase
the model’s complexity, training time, and overfitting. Random Forest (RF) is
used to rank features, followed by a features selection using RF to predict and
employ the elbow graph and get the selected features.

The process of ranking feature is by training, in this case, RF and testing it. First,
the features will be internally ranked by their importance in the prediction com-
pared to the test set. After getting the set of all features ranked by their impor-
tance, the next step is selecting the features using an elbow graph.

Elbow Graph is produced by iterating over the features ranked chosen. Each
iteration accumulates one feature at a time to train and test using RF. In the end,
we choose the set of features with lower error. In the Figure 5.1 we can see an
example the resulting graph.

In the Figure 5.1, we can see that the more features we add, the lower the error
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Figure 5.1: Elbow Graph for Machine 1 (SMP)

gets until a certain point. We can also see that the difference between adding one
more feature at the begging is higher than at the end. Also, in this figure, the
lowest error is when we use 59 features, but the error using 28 and 35 is almost
the same. At this point, we need to decide if this small error is worth it when
forecasting since it adds more complex the model and, therefore, the longer it
takes to perform the forecast. In the case of this dissertation, it will be considered
the absolute minimum value, even if it takes longer in the interest of reaching the
best estimation of the actual values when forecasting.

After this process, let us look at the most important features of each site. To do
this it was counted how many times a feature was selected for each machine for
CPN Figure 5.3, for DSGW Figure 5.2 and for Figure 5.4.

Count Features for All Machines (DSGW)

avg

QEEGE VR EE EE s E VR EEE S S XU UG R 2 VEE 52 LY RV UG YR EYGUUUEYREYY >ue Y s YU buy
R A L R R e R et LA o
1EG 2> ISIEG 2y >a IERSuwad s IENE IS8 E "3 >0 30 I8 18 18 o 18 D Tie 18wl RN R}
28 330 x 28 5380, 2 rE e ST E BT e T e BT E Y B NEE B EE S A NEEESELBIEE ST
u‘CwI&\J)gu‘:‘m|&m|ulxxu:m\&"‘lﬁﬁ‘ﬂxlnlﬂ-ulc}E:"DIQEE:J'“|U|Utlm\'01 B g aEERES MR g A ES SERRET SERTE
A NG BTN T Y SEExCEYaEES AL VR gy N Y e e VY VES R Y VTR E B
2209 - =3 0€Es | T5 { 18, O, > = EJEEED s sE2EEa 7 %)
REARY FEBUELY EEJED EE ESCTE B OE gt RUS(SSsESSELSSESETR U5t XSS ek

= x c o = 2> x o

o3 ® 8 x‘g gg c'gE & EE ¢ 3 ®8z8% EXEs.Ec SEEEE -y g E
H g g £ @ ggEEEE AR33 L ]

min_drc_a|
min_drc
max_drc_a
max_drc_a
avg
sum_drc_a
sum_drc

Features

Figure 5.2: Count Feature for All Machine (DSGW)

In figure Figure 5.2, the features selected for DSGW are presented, and it can be
seen that 20 features are grouped into the most important features for all the ma-

chines. Those features are: "avg_cpu_idle", "avg_cpu_interrupt", "avg_cpu_system",

"avg_cpu_user", "avg_drc_gy_err", "avg_warn", "day_week_num", "max_cpu_idle",

"max_cpu_interrupt”, "max_cpu_system", "max_cpu_user", "max_drc_apc_err",
"non non non non

"max_drc_gy_err", "max_error", "max_warn", "min_cpu_idle", "min_cpu_interrupt",
"min_cpu_system" and "min_cpu_user".

Figure Figure 5.2 presents the features selected for CPN. Three features are grouped
into the most important features for all machines. Those features are: "avg_cpu_idle",
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Count Features for All Machines (CPN)
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Figure 5.4: Count Feature for All Machine (SMP)

Figure Figure 5.4 presents the features selected for SMP. Three features are grouped

into the most important features. Those features are: "avg_cpu_idle", "avg_cpu_interrupt"
and "avg_cpu_user".

These graphs show that the essential features are most of the CPU statistics and
errors created from data sessions and voice call evens. The pre-process was ex-
hibited in section 3.4. In this sub-section, data sessions were the type of request
with the highest number of errors, which may contribute to the selection of the
selected features. Moreover, another feature, which was later added, is the day of
the week. It goes according to the conclusions in section 3.4 since on Saturdays
or Sundays, fewer requests are made.
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5.2 Forecasting using ML

For the machine learning forecasting LSTM was the best suited since it is the
model with the best performance, from the Table 2.5

LSTM is a Recurrent Neural Network (RNN) that can learn and forecast long
sequences in detail can be seen at section 2.3. The training set is composed of the
tirst three months, and the test set by one month from the dataset. The evaluation
metric is Mean Square Error (MSE) because we want to penalize peaks however
the metric showed is Mean Absolute Percentage Error (MAPE) because of a better
interpretation.

There are different pre-processes for each type of dataset, depending on the num-
ber of features. Let us look at the univariate data when forecasting data using an
expanding window with a continuous update for all data.

5.2.1 LSTM - Univariate Results

The parameters used for this model can be seen on Figure 5.5 which are very
similar as on [14].

Layer (type) Output Shape Param #
lstm 3 (LSTM) (None, 48, 50) 10400
lstm_4 (LSTM) (None, 48, 50) 20200
lstm 5 (LSTM) (None, 50) 20200
dense_1 (Dense) (None, 24) 1224

Figure 5.5: LSTM Structure of Univariate with MultiOut: 3 layers, each with 50
neurons, and a final dense layer of 24 values.

These parameters are used for univariate and multivariate comparisons, chang-
ing only the network’s ability to receive a different input, whether with other
features” impact or not.

To validate the LSTM model using univariate data, the initial training and test
set is used, from which one percent of the test set is used for internal validation
purposes.

We can see that the training and validation error follows the same pattern and
that the error decreases fast until almost zero MSE, which means that it is a good
model for our data. Looking at the forecasting result for new data in Figure 5.7
can be seen that the forecast maintains the same patterns. Although it maintains
the same pattern, because there are few outliers, the error is not that high as it
results in 13.4% MAPE and 6735.73 MSE.

In figure Figure 5.8 we can see how applying the structure on Figure 5.5 for all
dataset updating the model each 24h. We can see the error for this machine in
the table Table 5.1 that it increases to 16.98% for the full dataset because it also
presents more outliers. Analyzing the outlier points for the different kinds of
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Train and Validation Loss Univariate (CPN) for Machine 1
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Figure 5.6: Train and Validation Loss for Univariate Data (CPN): Loss corre-
sponds to MSE error
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Figure 5.7: Forecast and Real values of univariate test dataset for CPN Machine 1
-TVT

thresholds, we get MAPE is 29.22% for the lowest threshold, for the medium
is 31.96% and for the highest is 46.36%. The error increases with the threshold
because fewer points are analyzed than those with the highest error. We can also
verity if the model has good performance regarding its periods and seasonality
when obtaining the error without the anomaly points, meaning how the model
behaves in a perfect case. For example, in the Table 5.1, we can see that the error is
alotlower, around the overall error, which was expected, with 16.31%. Removing
the outliers above the lowest threshold, 17.21% above the medium, and 17.44%
above the highest threshold.

5.2.2 LSTM - Multivariate Results

We also can use more features to add information and eventually decrease er-
rors. Let us see if the performance increases when adding more features using
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LSTM Forecasting CPN (UNI) - Machine 1
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Figure 5.8: LSTM Forecasting for Machine 1 CPN - Univariate

the multivariate data.
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Figure 5.9: Train and Validation Loss for Multivariate Data (CPN): Loss corre-
sponds to MSE error

In the Figure 5.9 we can see how the MSE of the training set and validation set
behaves. It is more regular than the one in the previous sub-section since this
dataset’s learning rate was low enough because it almost reached zero and not
too high, making the error vary.

In the Figure 5.11 we have a forecasting using LSTM which resulted with the fol-
lowing errors MSE=4411.9 corresponds to MAPE=11.4%. Compared to the previ-
ous result, it got better; on the validation part, it resulted in 13.4%. However, let
us see how it behaves during all data.

The overall error of machine one from site CPN in Table 5.1 decreased compared
to the forecasting with univariate data to 15.4%. The error at the outliers site for
almost all the thresholds got lower with a MAPE of 24.8% for the lowest thresh-

66



Forecasting Results

LSTM Forecasting for Machine 1 (CPN)
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Figure 5.10: Forecasting and Real Values of multivariate test dataset for CPN
Machine 1-TVT

old, 32.73% for the medium, and 43.66% for the highest. Comparing the fore-
casting without outliers, it gets around the overall error and is still lower than
univariate data, with 15.13% removing the outliers above the lowest threshold,
15.54% above the medium threshold, and 15.89% for the highest.

Still in the Table 5.1 for CPN, in the Table 5.2 for DSGW and in the Table 5.3 we
proved that using the features selected for each machine at each site improved
the forecasting results for almost all the cases. The error was almost the same for
the cases that did not improve.

LSTM Forecasting CPN(MULTI) - Machine 1
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Figure 5.11: LSTM Forecasting for Machine 1 CPN - Multivariate
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LSTM Forecasting MAPE (OvE), (OtE), (NOE) CPN

utliers Error Non Outliers Error

Mch. | TypeD. | OF kzl.?\ k175 \Okzz % K15 \01<:1.e75s | k2
1 UNI 1698 | 29.22 | 3196 | 46.36 | 16.31 | 17.21 | 17.44
MULTI | 154 | 248 | 32.73 | 43.66 | 1513 | 15.54 | 15.89

’ UNI 944 | 13.78 | 21.72 | 2696 | 9.97 | 10.02 | 10.23
MULTI | 9.13 | 13.72 | 21.33 | 2752 | 9.63 9.72 9.92

3 UNI 11.24 | 1543 | 23.5 2484 | 11.75 | 11.84 | 12.07
MULTI | 114 149 | 2212 | 29.66 | 12.0 | 12.04 | 12.2

4 UNI 11.89 | 1581 | 20.86 | 24.31 | 1244 | 1252 | 12.71
MULTI | 10.81 | 1594 | 19.88 | 2251 | 11.23 | 1145 | 11.64

5 UNI 10.58 | 16.15 | 20.62 | 34.35 | 1099 | 11.24 | 11.3
MULTI | 10.41 | 1633 | 23.13 | 363 | 10.79 | 11.0 | 11.12

6 UNI 11.3 | 14.69 | 19.39 | 43.11 | 11.92 | 120 | 12.11
MULTI | 1032 | 1397 | 19.22 | 3149 | 1093 | 11.01 | 11.18

7 UNI 995 | 1224 | 16.67 | 2433 | 10.7 | 10.73 | 10.83
MULTI | 956 | 13.04 | 1855 | 32.04 | 10.16 | 10.28 | 10.41

3 UNI 10.89 | 1327 | 18.04 | 29.1 | 11.63 | 11.61 | 11.7
MULTI | 103 | 13.61 | 18.85 | 3256 | 1093 | 10.99 | 11.09

9 UNI 12.04 | 16.86 | 27.0 39.9 | 1245 | 1242 | 12.55
MULTI | 13.21 | 18.63 | 29.33 | 424 | 1353 | 13.53 | 13.7

10 UNI 1241 | 1723 | 2244 | 32.08 | 12.83 | 12.98 | 13.02
MULTI | 1245 | 20.06 | 30.66 | 44.58 | 1253 | 12.72 | 12.86

1 UNI 96 | 1247 | 16.74 | 29.19 | 1028 | 10.3 | 10.33
MULTI | 11.87 | 15.73 | 21.27 | 36.88 | 12.38 | 12.45 | 12.51

12 UNI 13.0 | 16.38 | 23.47 | 3217 | 13.55 | 13.53 | 13.63
MULTI | 11.64 | 1594 | 257 36.6 | 12.07 | 12.04 | 122

13 UNI 10.75 | 1483 | 21.26 | 34.14 | 11.25 | 11.25 | 11.38
MULTI | 10.85 | 16.33 | 22.85 | 34.7 | 11.18 | 11.29 | 11.48

14 UNI 13.34 | 20.15 | 28.03 | 57.34 | 1343 | 13.69 | 13.81
MULTI | 12,58 | 1751 | 2438 | 51.39 | 1293 | 13.05 | 13.11

15 UNI 1099 | 1344 | 173 | 2077 | 11.72 | 11.72 | 11.81
MULTI | 11.25 | 13.53 | 1853 | 22.61 | 11.99 | 11.94 | 12.05

16 UNI 12.32 | 16.17 | 2224 | 2743 | 12.84 | 12.89 | 13.08
MULTI | 11.15 | 1486 | 2254 | 3348 | 11.7 | 11.68 | 11.86

Table 5.1: LSTM Forecasting CPN between January and April (OvE) overall Error,
(OtE) ouliers error for each threshold and (NOE) non outliers error for the lowest
threshold: for each type of data (Type D.) which can be univariate (UNI) or mul-
tivariate (MULTI). For each machine, the lowest MAPE between the univariate
and multivariate MAPE is colored in green
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LSTM Forecasting MAPE (OvE), (OtE), (NOE) DSGW

Outliers Error n Outliers Error

Meh. | Type D. | OF 757 k175 \Ok=2 % k=N1(.)5 \Ol<=1.e75S | ko2
. | _UNI [ 1094] 2315 5408 | 45.09 | 1121 | 1151 | 11.74
MULTI | 11.19 | 23.19 | 48.83 | 50.39 | 11.47 | 11.81 | 11.98

, | UNIL | 875 1637 ] 3599 | 5362 | 938 | 9.54 | 956
MULTI | 9.9 | 2051 | 41.02 | 5455 | 10.37 | 10.65 | 10.7

5 | UNI [ 11231757 | 5312 | 2485 | 1181 | 11.85 | 1212
MULTI | 932 | 1681 | 458 | 2336 | 9.84 | 9.99 | 10.22

, | UNL | 99 [1756 | 5523 | 5233 | 10.39 | 1056 | 10.69
MULTI | 9.02 | 1631 | 5237 | 4854 | 954 | 9.7 | 9.82

Table 5.2: LSTM Forecasting DSGW between January and April (OvE) overall
Error, (OE) outliers error for each threshold and (NOE) non outliers error for
the lowest threshold: for each type of data (Type D.) which can be univariate
(UNI) or multivariate (MULTI). For each machine, the lowest MAPE between the
univariate and multivariate MAPE is colored in green
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LSTM Forecasting MAPE (OvE), (OE), (NOE) SMP

utliers Error Non Outliers Error

Mch. | Type D. | OVE k:l.?\ k175 \Okzz % k=15 \Ol<:1.e75s | k2
1 UNI 898 | 12.04 | 1247 | 19.35 | 9.57 9.7 9.72
MULTI | 833 | 11.67 | 1225 | 20.56 | 8.89 9.03 9.04

’ UNI 952 | 13.38 | 13.32 | 25,52 | 996 | 10.23 | 10.2
MULTI | 841 | 11.63 | 1211 | 22.87 | 8.97 9.14 9.13

3 UNI 928 | 13.16 | 1292 | 21.77 | 9.73 9.98 9.94
MULTI 8.7 13.1 | 1293 | 222 9.08 9.36 9.35

4 UNI 12.43 | 26.32 | 32.58 | 44.28 | 11.63 | 12.05 | 12.28
MULTI | 1092 | 25.1 | 3044 | 4223 | 10.11 | 10.6 | 10.81

5 UNI 1037 | 22.37 | 31.47 | 4442 | 991 | 10.17 | 10.37
MULTI | 10.77 | 23.82 | 34.26 | 45.72 | 10.18 | 10.44 | 10.75

6 UNI 1243 | 2443 | 31.51 | 4244 | 11.89 | 1221 | 12.32
MULTI | 10.99 | 24.04 | 31.74 | 40.65 | 10.33 | 10.68 | 10.92

Table 5.3: LSTM Forecasting SMP between January and April (OvE) overall Error,
(OtE) outliers error for each threshold and (NOE) non outliers error for the lowest
threshold: for each type of data (Type D.) which can be univariate (UNI) or mul-
tivariate (MULTI). For each machine, the lowest MAPE between the univariate
and multivariate MAPE is colored in green
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5.3 Forecasting using traditional TS Algorithms

For traditional time series forecasting SARIMA and TES were the best suited al-
gorithms. They were the ones with lower errors and the ones that approximate
the estimated values to the real ones section 2.4. The main difference between
TES and SARIMA is the data weights section 2.3, it allows a exponential decrease
according to how recent they are.

These techniques are used for univariate data, meaning one variable, and there
is no need for additional pre-processing in order to use them. SARIMA and TES
were tested in an expanding and sliding window scenario. It is assumed that
when using an expandable window, we get a better approximation of the fore-
casted values to the real ones because we are allowed to learn from more ex-
tended patterns. For the sliding window approach, a grid-search was done to get
the fixed training size that leads to lower MSE.

5.3.1 SARIMA Results

The first step to analyzing time series is identifying its components, which can
be used, Box Jenkins, in section 2.3, or Grid-Search, which is usually the most
used. Like it was done for LSTM on the subsection before section 5.2, we will use
the final model definition based on the values until the 30th of January, which
corresponds to 53% of data.

Box Jenkins (BJ) was used to demonstrate and cut the length of the Grid-Search
by not testing all the parameters. Here the seasonal period in samples (S), the
seasonal differencing order (D), the tendency differencing order (d), the orders
(P and Q) of the seasonal part, and the orders (p and q) of the tendency part are
defined. Parameters are defined in order to turn Time Series (TS) stationary and
use the forecasting time series models. Usually, no more than d=1 and D=1 is
necessary, but it is possible to apply higher differencing orders.

e First step is verifying if the TS is stationary. If so, d=0 and D=0, we do not
need to apply the differencing operation.

* Second step, if the series is not stationary and has a trend applying simple
differencing operation, d=1. If the trend is not removed, then apply d=2
and test again.

¢ Third step, with the trend removed from the second step, if seasonality is
present, the Autocorrelation (ACS) should present periodic peaks at each S
lag. If no peaks appear, then seasonality does not exist, and D=0. Otherwise,
apply a first-order differencing, D=1. If ACS peaks disappear, then D=1.
Repeat this step if there are still peaks.

¢ Fourth step, we have to define p,q, P, and Q. The ACS and Partial-autocorrelation

(PACS) are analyzed to determine the appropriate orders. For p and q, we
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should observe ACS and PACS between t=1 and T<S and observe the val-
ues which fall out of the confidence bounds. The criteria for choosing these
parameters should be the Principle of Parsimony: "Adopt the simplest ac-
ceptable model ." For P and Q, we can resample the ACS and PACS at each
Slag and perform the same logic as before.

Autocorrelation is the correlation between two observations at different instances
in a time series. When there is correlation means that past values influence the
present or future. ACS and PACS are used to understand time series, fit the ap-
propriate models, and make the forecast. The term correlation is linked to the
lags, which is nothing else than the correlation for a lag between two observa-
tions. For example, the lag between the previous and the current observation
is lag=1. So when looking at ACS, if the values are near zero, it means no cor-
relation, does not have a trend or seasonal pattern, and therefore we are in the
presence of a stationary time series.

Autocorrelation of avg_cpuload - CPN Machine 1
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Figure 5.12: Autocorrelation of avg_cpuload CPN Machine 1

When there are seasonal patterns, the autocorrelations are higher for multiples of
the seasonal frequency than for other lags. When there is both trend and season-
ality, the ACS displays a mixture of both effects.

In the figure Figure 5.12, we can see a trend since the correlations decrease slowly
to zero. At the same time, it increases for every multiple of 24, meaning there is
seasonality. First, a simple differencing and trend removal is done.

In the figure Figure 5.13 we can see that there is no more trend since almost all
values are near zero except for lags=24,48,72. A differencing of S=24 and season-
ality removal is done.

Autocorrelation of avg_cpuload (1st order differencing) - CPN Machine 1
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Figure 5.13: Autocorrelation of avg_cpuload (1st order Differencing) CPN Ma-
chine 1

With seasonal differencing, time series seems to become stationary. We can use
Augmented Dickey-Fuller (ADF) test to test this assumption. ADF tests the null
hypothesis that a unit root is present in a time series sample. In this test, the
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Autocorrelation of avg_cpuload (1st order differencing and 1st order seasonal differencing) - CPN Machine 1
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Figure 5.14: Autocorrelation of avg_cpuload (1st order Differencing & Seasonal
Differencing) CPN Machine 1

Partial Autocorrelation of avg_cpuload (1st order differencing and 1st order seasonal differencing) - CPN Machine 1

100
§ 0715
$ 050
S
g 02 I
5
000 2

I l l T l Y 'y 1] T - - 1] - - B v . hd - L

ti

Partial Aut

-0.25

-0.50

0 5 10 15 20
Lags

Figure 5.15: Partial Autocorrelation of avg_cpuload (1st order Differencing & Sea-
sonal Differencing) CPN Machine 1

negative number is used, and the more negative the number is, the stronger the
rejection of the hypothesis that there is a unit root at some confidence level. More
can be found at [32].

ADF Statistic: -12.892347
p-value: 0.000000
Critical Values:

1%: -3.434
5%: -2.863
10%: -2.568

Figure 5.16: ADF Test of the avg_cpuload without trend and seasonality CPN
Machine 1

In the Figure 5.16 we can see that the p_values is zero and the ADF statistic is
lower than the critical values at 1%. Meaning that first-order seasonal differenc-
ing seems adequate, so D=1.

Now on, we have two options, obtain p,q, P, and Q by interpreting ACS or PACS
or performing a grid-search and saving the parameters, which led to forecasting
with lower errors.

First, the parameters were obtained by manual interpretation. Looking ACS in
Figure 5.14 and PACS in Figure 5.15 for lag in the range of 0-24 we can observe
that there are some values falling out of the confidence bound, so p and q can
assume multiple values, but at lag=1 we obtain a simpler model. For now, p=1
and g=1 are estimated. To get P and Q we need to observe ACS and PACS for the
lags=[0,24,48,72].

Looking at Figure 5.17 we can see that the value out of the confidence bounds
is the first one at lag=24, so P=1. When looking at Figure 5.18, we can see that
several values are out of the confidence bounds, but a lag=24 is chosen, which
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Autocorrelation

Autocorrelation of avg_cpuload (1st order differencing and 1st order seasonal differencing) - CPN Machine 1
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Figure 5.17: Re-sampled Autocorrelation of avg_cpuload (1st order Differencing
& Seasonal Differencing) CPN Machine 1
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Figure 5.18: Re-sampled Partial Autocorrelation of avg_cpuload (1st order Dif-
ferencing & Seasonal Differencing) CPN Machine 1

corresponds to Q=1 since it is the simpler model.

Number Processes

SARIMA Forecasting for Machine 1 (CPN)

Forecasted
—— Real
2000

1500

I

Jan 3 Jan 6 Jan 9 Jan 12 Jan 15 Jan 18 Jan 21 Jan 24 Jan 27 Jan 30
2022

Date(hour)

Figure 5.19: SARIMA Forecasting January for Machine 1 CPN

In the figure Figure 5.19 we have the result of using the parameters studied be-
fore, meaning p=1,d=1, g=1, P=1, D=1, Q=1, 5=24. When applying forecasting for
unknown values, it results in 12.2% MAPE. Compared to LSTM also during the
validation step, which resulted in 13.4% for univariate data, we have an improve-
ment of 1.2%. However, compared to LSTM for multivariate data, it is worse than
0.8%. Therefore, using its statistical properties, tendency, and seasonal part adds
crucial information when forecasting at the validation step.

The decisions based on ACS and PACS may not lead to the best possible param-
eters for the available data. We can use grid-search to fine-tune the models and
get the parameters with a lower error when forecasting unknown values.

74



Forecasting Results

The model was trained and tested for the grid search with the sets described
before, saving the result with the lowest MSE. The testing parameters are:

p=1[012]

q=1[01,2]

P=10,1,2]

Q=1[0,1,2]

The parameters with the lowest MSE for the train validation part are in the table
Table 5.4 for CPN, in the table Table 5.5 for DSGW and in the table Table 5.6 for

SMP.

In Table 5.4, we can see that machine one already improves the result obtained by
manually analyzing the correlation. Let us see how it behaves along the data and
compare it with the LSTM models before.

SARIMA Forecasting best parameters for all machines of CPN

Machine | MAPE |p |d |q|P | D |Q Seasonality
1 1201 |1 (1|10 |1]1 24
2 1184 (01|10 |1 |1 24
3 1426 (01|10 |1 1 24
4 1381 [0|1]1|0|1]1 24
5 1455 [0 |1|1|0|1]1 24
6 1348 [0 (1|10 |1]1 24
7 127 (0111 |1]1 24
8 1416 [0 |11 0|11 24
9 232 |1 ]1|1{0|1]|1 24

10 186 |11 ](1]1|1]1 24
11 1902 (0|11 |1|1]1 24
12 1682 [0 (1|1 |1|1]1 24
13 1716 |0 |11 1|11 24
14 2016 (O |1 (10|11 24
15 1629 |1 |11 |1]1]1 24
16 1777 |0 ]1]1{0 1|1 24

Table 5.4: Best SARIMA parameters for all machines of CPN: training with data

from October until December and forecasting January
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SARIMA Forecasting best parameters for all machines of DSGW

Machine | MAPE |p |d |q|P | D |Q Seasonality
1 3643 |01 (00|11 24
2 1575 01|00 1|1 24
3 2071 |11 (1 )/1]1]1 24
+ 2201 (01 (1]0|1]|1 24

Table 5.5: Best SARIMA parameters for all machines of DSGW: training data from
October until December and forecasting January

SARIMA Forecasting best parameters for all machines of SMP

Machine | MAPE |p|d |q | P |D|Q Seasonality
1 904 |1|1|1]0|1]|1 24
2 961 |01 1/0]1]1 24
3 952 (0|1 1|1 ]1]1 24
4 1055 |1 |1|(1/0 1|1 24
5 1117 (011|111 24
6 1076 (01|10 |1 |1 24

Table 5.6: Best SARIMA parameters for all machines of SMP: training data from
October until December and forecasting January

SARIMA Forecasting CPN (EW) - Machine 1
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Figure 5.20: SARIMA Forecasting for Machine 1 CPN - Expanding Window to
forecast data from January until April

In the Figure 5.20 we can see how it behaves visually and in the table Table 5.10
we can see it more specifically. When it comes to machine 1, with an expanding
window, there is an improvement than with LSTM, leading to an overall error of
13.71%. When looking at the outliers points from those above the lowest thresh-
old, there is a MAPE of 25.2%, above the medium threshold is 29.48% and for
the highest threshold is 38.41%. As well as the overall error, when it comes to
the MAPE at the anomaly points SARIMA performs comparing forecasting with
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Different Train Size Sliding Window for SARIMA - CPN

Machine | Size=48 | Size=72 | Size=168 Size=720
1 46.46 23.14 18.88 17.6
2 19.37 16.6 14.01 12.36
3 22.81 19.59 16.96 14.62
4 21.24 17.29 14.82 13.97
5 23.47 20.41 15.91 14.88
6 20.19 18.24 15.42 13.99
7 20.06 17.66 14.8 12.93
8 21.75 17.46 16.5 14.37
9 59.88 34.31 28.43 23.38

10 30.48 2291 20.78 18.74
11 24.36 30.55 20.35 18.69
12 128.75 22.48 17.71 17.08
13 123.71 24.89 194 17.36
14 145.66 24.85 21.72 20.05
15 118.86 24.07 17.76 16.42
16 108.95 21.39 19.66 17.86

Table 5.7: Grid Search Result for Different Training Size SARIMA Sliding Window
(CPN) forecating January: higher values colored in red and lower values colored
in green each size

LSTM for both univariate data and multivariate data. The same applies to almost
all machines for all sites, SARIMA expanding window results in better results.
Even if it results in better results, in the Table 5.25 we can see that SARIMA takes
much more time than the other models with almost 30 seconds. It may look like
a small amount of time, but because we are using an expanding window, this
number will increase when increasing data daily.

The increment of the training can be overcome by using a fixed training size.
The parameters from the expanding window approach are maintained, and a
grid search is done to test 4 different training sizes two days, three days, a week,
and a month. The training set cannot have a higher than a month size because
of the dataset size. A sliding window for different sizes is made to compare its
performance with the ones obtained from the expanding window.

We can see in the Table 5.7 for the site CPN, Table 5.8 for site DSGW and Table 5.9
for site SMP that for almost all the machines the training size with lower MAPE
is the highest, which is size of 720 and as expected using only two days doesn’t

77



Chapter 5

Different Train Size Sliding Window for SARIMA - DSGW

Machine | Size=48 | Size=72 | Size=168 Size=720
1 20.62 22.05 21.52 20.96
2 24.12 22.09 19.67 17.55
3 23.67 18.89 17.18 16.65
4 24.0 19.41 16.91 16.47

Table 5.8: Grid Search Result for Different Training Size SARIMA Sliding Win-
dow (DSGW) forecasting January: higher values colored in red and lower values
colored in green each size

Different Train Size Sliding Window for SARIMA - SMP

Machine | Size=48 | Size=72 | Size=168 Size=720
1 20.62 22.05 21.52 20.96
2 24.12 22.09 19.67 17.55
3 23.67 18.89 17.18 16.65
4 24.0 19.41 16.91 16.47

Table 5.9: Grid Search Result for Different Training Size SARIMA Sliding Window
(SMP) forecasting January: higher values colored in red and lower values colored
in green each size

SARIMA Forecasting CPN(SW) - Machine 1
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Figure 5.21: SARIMA Forecasting for Machine 1 CPN - Sliding Window to fore-
cast data from January until April

result in the best results. The final step is forecasting with SARIMA using the
sliding window of the size with the lowest error works for the full dataset.

In the Figure 5.21, we can see how forecasting using a sliding window of 720,
which corresponds to 1-month data training data, behaves during all data. Com-
pared to expanding window, the overall MAPE decreased to 13.24%. When look-
ing at the anomaly error, it decreased to 23.61% above the lower threshold, to
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23.61% above the medium threshold, and when it comes to the values above the
highest, it increased a little bit to 38.61%. When we look at the forecasted data
without outliers, it is lower for all thresholds, 11.85% above the lowest, 12.55%
above the medium, and 12.88% above the highest.

When looking at the other machines for all the sites in table Table 5.10 for CPN,
Table 5.11 for DSGW and Table 5.12 for SMP, forecasting using SARIMA and slid-
ing window approach resulted for almost all of them in the lowest error. The one
with a different size resulted in a higher error than the expanding window. Be-
sides the improvement on the MAPE, there is also an improvement in the training
time which is 5.61 seconds. In addition to an improvement of 18%, this value is
tixed as the training size does not change with time.
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SARIMA Forecasting MAPE (OvE), (OtE), (NOE) CPN

Mch.

Type W.

Size W.

OvE

Outliers Error

Non Outliers Error

k=15 [ k=175 | k=2 [ k=15 [ k=175 | k=2

. EW - 1371 | 252 | 29.48 38.41 1217 | 13.01 | 13.36
SW 720 | 13.24 | 23.61 | 28.62 38.61 11.85 | 1255 | 12.88

) EW - 8.67 | 1207 | 1641 21.76 827 | 843 | 856
SW 720 | 857 | 1142 | 16.46 22.57 823 | 832 | 844

3 EW - 10.32 | 15.82 | 23.45 30.09 963 | 9.95 | 10.18
SW 720 | 10.12 | 15.02 | 23.05 30.74 952 | 976 | 9.98

A EW - 10.18 | 16.39 | 20.23 28.57 944 | 9.83 | 10.03
SW 720 | 9.84 | 1556 | 19.23 28.88 916 | 952 | 9.68

c EW - 10.15 | 16.31 | 23.59 32.16 948 | 9.77 | 9.96
SW 720 | 9.86 | 15.83 | 23.37 31.74 92 | 947 | 967

. EW - 1007 | 1452 | 173 40.63 955 | 9.85 | 9.96
SW 720 | 9.83 | 1347 | 17.16 40.81 941 | 961 | 9.72

; EW - 933 | 1279 | 175 29.68 887 | 9.11 | 925
SW 720 | 893 | 1218 | 17.31 32.13 85 | 87 | 884

o EW - 10.12 [ 1549 | 19.54 372 946 | 983 | 9.96
SW 720 | 9.87 | 1441 | 19.17 37.64 931 | 958 | 97

9 EW - 12.88 [ 21.37 | 32.35 44.64 118 | 12.15 | 1242
SW 720 | 13.19 | 20.35 | 31.49 443 1228 | 125 | 12.73

0 EW - 12.37 | 2053 | 25.55 3453 1137 [ 11.89 | 12.02
SW 720 | 12.37 | 20.45 | 26.55 37.57 1138 | 11.86 | 11.98

» EW - 1158 | 18.18 | 25.27 4152 10.69 | 11.05 | 11.24
SW 720 | 11.35 | 17.65 | 24.59 40.43 105 | 10.84 | 11.03

o EW - 112 | 1957 | 3223 43.98 1002 | 104 | 10.73
SW 720 | 1095 | 19.64 | 32.15 43.79 972 | 10.14 | 10.48

3 EW - 10.96 | 1811 | 26.29 46.04 10.03 [ 103 | 10.52
SW 720 | 10.89 [ 1834 | 26.6 46.1 992 | 1021 | 10.45

» EW - 11.82 | 1855 | 28.98 58.32 109 [ 11.13 | 11.35
SW 720 | 11.51 | 18.43 | 29.08 58.79 1056 | 10.81 | 11.04

. EW - 1053 | 15.62 | 22.27 33.86 989 | 10.12 | 10.27
SW 720 | 10.28 | 15.43 | 22.37 33.81 963 | 9.86 | 10.02

iy EW - 11.18 | 16.02 | 23.22 | cellcolorverde 42.21 | 10.54 | 10.73 | 10.87
SW 720 | 10.95 | 16.26 | 23.84 4297 1025 | 10.46 | 10.63

Table 5.10: SARIMA Forecasting CPN between January and April (OvE) overall
Error, (OtE) outliers error for each threshold and (NOE) non outliers error for
the lowest threshold: for each type of window (Type W.) which can be sliding
window(SW) or expanding window (EW). For each machine, the lowest MAPE
between expanding window and sliding window are colored int green
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SARIMA Forecasting MAPE (OvE), OtE), (NOE) DSGW

. Outliers Error Non Outliers Error

Meh. | Type W. | Size W. | OF 15175 [ k=2 % k=15 [ k=1.75 | k=2
1 EW - 13.02 | 2842 | 4749 | 4891 | 1214 | 1274 | 129
SW 48 153 | 27.23 | 48.73 | 50.61 | 14.62 | 15.03 | 15.18

’ EW - 11.8 | 2058 | 34.79 | 51.86 | 11.39 | 11.66 | 11.68
SW 720 1191 | 20.61 | 355 | 5252 | 11.5 | 11.77 | 11.79

3 EW - 1046 | 20.0 | 64.83 | 4478 | 9.86 | 10.06 | 10.37
SW 720 992 | 1873 | 62.61 | 4299 | 9.36 9.53 9.83

4 EW - 10.13 | 22.38 | 67.35 | 63.72 | 9.33 9.78 9.94
SW 720 10.06 | 21.8 | 68.87 | 64.52 | 9.29 9.7 9.87

Table 5.11: SARIMA Forecasting DSGW between January and April (OvE) overall
Error, (OtE) outliers error for each threshold and (NOE) non outliers error for
the lowest threshold: for each type of window (Type W.) which can be sliding
window(SW) or expanding window (EW). For each machine, the lowest MAPE
between expanding window and sliding window are colored int green

SARIMA Forecasting MAPE (OvE), (OtE), (NOE) SMP

. Outliers Error Non Outliers Error

Meh. | Type W. | Size W. | OVE {15175 [ k=2 | k=15 | k=175 | k=2
1 EW - 749 | 948 9.69 | 1817 | 7.17 731 | 7.27
SW 720 7.9 9.81 9.86 | 19.21 | 7.59 774 | 7.66

’ EW - 8.82 | 12.38 | 12.79 | 2396 | 8.21 851 | 8.56
SW 720 894 | 1217 | 1258 | 234 | 8.39 8.65 | 8.69

3 EW - 899 | 12.65 | 1225 | 22.34 | 8.39 8.7 8.67
SW 720 9.16 | 1298 | 12.61 | 22.14 | 8.53 8.86 | 8.85

4 EW - 9.64 | 2465 | 30.73 | 42.04 | 7.68 824 | 855
SW 720 9.85 | 23.78 | 30.33 | 42.06 | 8.04 849 | 8.77

5 EW - 10.7 | 2431 | 33.41 | 45.05 | 9.0 944 | 9.74
SW 720 10.25 | 22.49 | 31.19 | 42.14 | 8.72 9.09 | 9.36

6 EW - 10.81 | 24.31 | 31.31 | 421 | 9.05 953 | 9.72
SW 720 10.53 | 22.95 | 29.77 | 40.28 | 891 9.33 | 9.49

Table 5.12: SARIMA Forecasting SMP between January and April (OVE) overall
Error, (OtE) outliers error for each threshold and (NOE) non outliers error for
the lowest threshold: for each type of window (Type W.) which can be sliding
window(SW) or expanding window (EW). For each machine, the lowest MAPE
between expanding window and sliding window are colored int green

81



Chapter 5
5.3.2 TES Results

In the case of TES, as it is the most complex exponential smoothing model, it
deals with level, trend, and seasonality as explained on section 2.3. In addition to
these parameters varying from 0 to 1, trend or seasonality can be multiplicative
or additive. When looking at the time series, it cannot detect if the trend is multi-
plicative or additive as it changes with time. The goal, for now, is to obtain fixed
model parameters and update them with new data, whereas in the future may be
helpful to implement dynamic model updates with time. The grid search aims
to get a general model based on historical data forecast with the lowest error un-
seen data. The parameters tested using an expanding window during grid-search
were:

e trend = ["add’,/ mul’]

* seasonality = ['add’,' mul’]

* period =24

¢ alpha = np.arange(0, 1, 0.1)

* beta = np.arange(0, 1, 0.1)

* gamma = np.arange(0, 1, 0.1)

The best solution for machine one at site CPN using an expanding window had
the following parameters:

e trend =’add’

* seasonality = "add’

* period =24
e alpha=03
® beta=0.7

e gamma = 0.8

We can see the parameters of the other machines at site CPN on Table 5.13, at
site DSGW on Table 5.14 and at the site Table 5.15. It is clear that for the type of
trend and seasonality, it is additive for all machines at all sites. There is no clear
generalization regarding the decreasing rate of the level, trend, and seasonality.
As explained in section 2.3, higher values make the model pay attention mainly
to the most recent past values. Looking at machine one, we can see that only the
most recent one counts regarding seasonality. For the trend and importance, they
both have the same lower values meaning that it looks further into the past.
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TES Forecasting best parameters for all machines of CPN

Machine | MAPE | Trend | Seasonal | Seasonal Period | Alpha | Beta | Gamma
1 19.6 add add 24 0.4 0.4 0.9
2 11.24 add add 24 0.4 0.9 0.1
3 14.7 add add 24 0.2 0.9 0.5
4 14.19 add add 24 0.7 0.4 0.9
5 14.43 add add 24 0.6 0.6 0.6
6 12.95 add add 24 0.8 0.5 0.5
7 13.15 add add 24 0.1 0.0 0.3
8 14.78 add add 24 0.3 0.5 0.1
9 24.68 add add 24 0.1 0.5 0.1

10 19.78 add add 24 0.6 0.6 0.8
11 19.07 add add 24 0.4 0.4 0.2
12 18.54 add add 24 0.2 0.0 0.5
13 18.73 add add 24 0.5 0.5 0.5
14 20.59 add add 24 0.3 0.7 0.9
15 17.34 add add 24 0.5 0.7 0.9
16 19.47 add add 24 0.3 0.5 0.3

Table 5.13: Best TES parameters for all machines of CPN: training with data from
October until December and forecasting January

TES Forecasting best parameters for all machines of DSGW

Machine | MAPE | Trend | Seasonal | Seasonal Period | Alpha | Beta | Gamma
1 28.59 | add add 24 0.4 0.3 0.0
2 2248 | add add 24 0.4 0.0 0.7
3 21.74 | add add 24 0.2 0.7 0.6
4 18.27 | add add 24 0.6 0.1 0.3
Table 5.14: Best TES parameters for all machines of DSGW: using data from Oc-

tober until December and forecasting January

TES Forecasting best parameters for all machines of SMP

Machine | MAPE | Trend | Seasonal | Seasonal Period | Alpha | Beta | Gamma
1 12.32 | add add 24 0.7 0.9 0.0
2 13.11 | add add 24 0.0 0.2 0.3
3 12.67 | add add 24 0.6 0.2 0.1
4 14.23 | add add 24 0.0 0.6 0.5
5 14.14 | add add 24 0.4 0.2 0.3
6 13.75 | add add 24 0.4 0.6 0.3

Table 5.15: Best TES parameters for all machines of SMP: using data from October
until December and forecasting January
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This resulted in an error of 19.6%, which is pretty high compared with the pre-
vious testing step of the solutions. We can see the forecasting result in the figure
Figure 5.22
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Figure 5.22: TES Forecasting for Machine 1 CPN - Forecasting January

Now that we have the best TES models let us see how an expanding window
behaves along the data while forecasting anomaly points in the figure Figure 5.23
starting from January.
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Figure 5.23: TES Forecasting for Machine 1 CPN - Expanding Window forecasting
from January until April

We get an overall MAPE of 14.2% which compared to LSTM it is lower but when
compared to SARIMA it is higher. As for the outliers error above, the lowest
MAPE is 24.21%, above the medium 28.2%, and the highest is 37.58%. If we look

84



Forecasting Results

at the forecasting result without outliers, the values 12.86% remove the values
above the lowest threshold, 13.58% above the medium threshold, and 13.87%
above the highest threshold. We can see that MAPE without anomalies get lower
than the overall error, meaning that our model almost always fails by a significant
difference compared to the real values.

Besides the fact that using TES with expanding window still results in a high error
and because our train data is constantly expanding with time to even so as can
be seen in the Table 5.25 TES is the best one by far when it comes to the training
time.

We can overcome this issue by using a sliding window, meaning a fixed size. As
it was done before, we are going to be tested in four different sizes: two days,
three days, a week, and a month. We cannot use more than a month for our test
because of our data size.

Different Train Size Sliding Window for TES - DSGW

Machine | Size=48 | Size=72 | Size=168 | Size=720
1 28.51 23.36 25.5 26.22
2 27.14 25.41 23.25 22.33
3 20.0 19.07 17.31 17.93
4 23.41 20.49 16.39 20.59

Table 5.16: Grid Search Result for Different Training Size TES Sliding Window
(DSGW) forecasting January: higher values colored in red and lower values col-
ored in green each size

Different Train Size Sliding Window for TES - SMP

Machine | Size=48 | Size=72 | Size=168 | Size=720
1 18.64 13.98 13.43 18.37
2 25.77 23.73 13.8 16.83
3 22.2 21.06 14.49 16.89
4 21.73 17.58 15.96 21.4
5 22.18 17.75 14.76 19.39
6 18.31 16.81 14.88 16.59

Table 5.17: Grid Search Result for Different Training Size TES Sliding Window
(SMP) forecasting January: higher values colored in red and lower values colored
in green each size
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Different Train Size Sliding Window for TES - CPN

Machine | Size=48 | Size=72 | Size=168 | Size=720

1 24.61 23.71 26.45 19.39
2 18.52 21.86 21.9 21.75
3 21.18 20.58 25.45 22.78
4 19.77 18.53 22.73 19.58
5 22.09 20.5 26.11 2441
6 20.39 19.99 21.75 21.43
7 18.77 16.8 24.76 18.39
8 18.95 18.12 24.3 20.39
9 31.75 31.55 37.52 33.76
10 23.15 23.22 25.35 28.31
11 22.06 19.45 26.21 31.48
12 29.1 23.91 28.27 24.61
13 28.37 26.21 28.16 25.82
14 30.38 28.55 32.09 26.36
15 24.15 25.47 26.43 24.61
16 22.58 22.08 26.07 31.2

Table 5.18: Grid Search Result for Different Training Size TES Sliding Window
(CPN) forecasting January: higher values colored in red and lower values colored
in green each size

Looking at the Table 5.18 for machine one, we can see that as for SARIMA sliding
window, the one with the lowest error is using 720 values, which corresponds
to 1 month. When it comes to the other machines for the other sites, we cannot
make a general conclusion besides that for the CPN site, the size with higher error
is when using 168 values, and the size with the highest number of low errors
is when using 72 values. For DSGW, the size with the highest errors is when
forecasting using only 48h, and we cannot make a straightforward generalization
for the size with the lowest errors. When it comes to SMP, there is an apparent
size with the highest error, which is when training for 48 hours, and the size with
the lowest error are when using 168 hours to train the model.

Let us see how the best model per machine performs using TES with the sliding
window approach. The goal of testing a smaller training size is to save time when
forecasting and verify if the historical data matters.

In the Figure 5.24, we can see forecasting using a training size of a month for ma-
chine 1 of site CPN. The error values can be conferred in Table 5.19 where it can
be seen that even using the largest training size results in a higher value of 16.31%
compared to the expanding window. The error for the outliers values increases
compared to the overall error, and it is also higher compared to the anomaly er-
ror using expanding window reaching almost 50% of MAPE. The values without
anomalies are lower than the overall error, which makes sense since the anomaly
error is so high. We can take the same conclusions regarding the rest of the ma-
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Figure 5.24: TES Forecasting for Machine 1 CPN - Sliding Window forecasting
from January until April

chines at CPN, as seen on Table 5.19. As for DSGW on Table 5.20 and SMP on
Table 5.21 sliding window is the one with lowest errors even so not as much the
result from the previous models as can be seen.
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TES Forecasting MAPE (OvE), (OtE), (NOE) CPN

v | typers.[siew | o [ e Nop Gutfen ey
) EW - 142 | 2421 | 282 | 3758 | 12.86| 1358 | 13.87
SW 720 | 1631 | 27.21 | 31.65 | 40.15 | 14.85 | 15.63 | 15.98
) EW - 1001 [ 1357 [ 1873 | 2458 | 959 | 9.74 | 9.89
SW 48 | 1333 | 17.65 | 2055 | 2693 | 12.82 | 13.11 | 13.22
3 EW - 1142 [ 1721 ] 2599 | 3588 | 10.7 | 11.01 | 11.25
SW 72 | 1622 | 2254 | 2895 | 39.09 | 1543 | 15.86 | 16.06
. EW - 1046 | 15.67 | 2029 | 30.72 | 9.84 | 10.12 | 103
SW 72 | 1461 | 20.11 | 2544 | 38.63 | 13.96 | 1424 | 1441
- EW - 11.81 [ 1845| 2582 | 35.34 | 11.08 | 1141 | 116
SW 72 | 1412 | 21.36 | 2877 | 35.07 | 1333 | 137 | 13.93
p EW - 10.82 | 14.61 | 16.87 | 3951 | 10.38 | 10.64 | 10.72
SW 72 | 1443 | 19.8 | 25.87 | 4699 | 13.8 | 14.09 | 14.32
; EW - 1022 | 1383 | 1935 | 3629 | 9.75 | 9.98 | 10.12
SW 72 | 1429 | 19.05 | 23.78 | 40.72 | 13.67 | 14.04 | 14.19
q EW - 10.89 | 1557 | 21.11 | 34.88 | 103 | 1057 | 10.74
SW 72 | 1512 | 2495 | 31.11 | 4194 | 139 | 1462 | 1495
9 EW - 1552 [ 233 | 32.18 | 4128 | 1454 | 149 | 15.15
SW 72 | 1795 | 23.89 | 36.02 | 53.7 | 17.19 | 1727 | 1743
0 EW - 1345 2099 | 2533 | 3542 | 1252 ] 13.02 | 13.11
SW 48 | 1855 | 2334 | 2874 | 39.94 | 17.96 | 18.18 | 18.22
» EW - 1246 | 1862 | 2523 | 41.09 | 11.63 | 11.97 | 12.14
SW 72 | 1531 | 21.19 | 2323 | 35.8 | 1452 | 150 | 15.08
" EW - 1238 [ 2138 [ 347 | 4672 11.11 | 1153 | 11.89
SW 72 154 | 23.78 | 37.15 | 53.16 | 1422 | 1457 | 14.86
3 EW - 1233 2025 [ 2835 | 460 | 113 | 11.64 | 1191
SW 720 | 15.75 | 24.09 | 31.58 | 51.01 | 14.66 | 15.06 | 15.3
4 EW - 1332 214 | 325 | 6398 | 1221 | 1255 | 12.81
SW 720 | 1634 | 2491 | 33.65 | 6296 | 15.17 | 15.65 | 15.88
5 EW - 1235 1929 [ 2751 | 4149 | 1148 | 11.83 | 12.03
SW i3 | 14.89 | 2097 | 2757 | 4149 | 14.13 | 1445 | 146
iy EW - 1262 ] 1926 | 27.14 | 4532 | 11.74 | 12.07 | 12.29
SW 72 | 15.01 | 21.65 | 27.61 | 4937 | 14.14 | 1454 | 14.67

Table 5.19: TES Forecasting CPN between January and April (OvE) overall Error,
(OtE) outliers error for each threshold and (NOE) non outliers error for the lowest
threshold: for each type of window (Type W.) which can be sliding window(SW)
or expanding window (EW). For each machine, the lowest MAPE between ex-
panding window and sliding window are colored int green
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TES Forecasting MAPE (OVE), (OtE), (NOE) DSGW

. Outliers Error Non Outliers Error

Meh. | Type W. | Size W. | OF 15175 [ k=2 % k=15 [ k=1.75 | k=2
1 EW - 16.45 | 33.63 | 49.24 | 5095 | 1547 | 16.18 | 16.33
SW 72 14.13 | 26,54 | 459 | 4949 | 1342 | 13.87 | 14.01

’ EW - 1899 | 28.64 | 3547 | 46.76 | 1854 | 18.89 | 18.91
SW 720 1643 | 2472 | 33.1 | 4991 | 16.04 | 16.33 | 16.33

3 EW - 14.84 | 3043 | 8844 | 64.0 | 1386 | 143 | 14.71
SW 168 1099 | 20.53 | 65.69 | 4342 | 10.39 | 10.58 | 109

4 EW - 13.04 | 25.89 | 70.87 | 6991 | 122 | 12.69 | 12.84
SW 168 10.31 | 225 | 6998 | 65.06 | 9.52 995 | 10.12

Table 5.20: TES Forecasting DSGW between January and April (OvE) overall Er-
ror, (OtE) outliers error for each threshold and (NOE) non outliers error for the
lowest threshold: for each type of window (Type W.) which can be sliding win-
dow(SW) or expanding window (EW). For each machine, the lowest MAPE be-
tween expanding window and sliding window are colored int green

TES Forecasting MAPE (OvE), (OtE), (NOE) SMP

. Outliers Error Non Outliers Error

Mch. | Type W. | Size W. | OF 75175 [ 1=2 % k=15 | k=1.75 | k=2
1 EW - 11.6 | 1527 | 1457 | 2265 | 11.01 | 11.36 | 11.37
SW 168 924 | 1153 | 1143 | 19.44 | 8.87 9.06 9.03

5 EW - 11.25 | 15.84 | 15.87 | 2498 | 1047 | 10.89 | 11.02
SW 168 95 | 1235 | 12.85 | 2237 | 9.01 9.23 9.28

3 EW - 11.39 | 15.82 | 15.66 | 23.66 | 10.67 | 11.02 | 11.1
SW 168 9.83 14.0 141 | 2245 | 9.15 9.47 9.53

4 EW - 14.84 | 30.0 | 34.72 43.8 | 12.86 | 13.52 | 13.87
SW 168 10.72 | 24.8 | 31.51 | 44.09 | 8.88 9.34 9.6

5 EW - 13.76 | 27.88 | 36.49 | 47.0 | 12.0 125 | 12.83
SW 168 10.36 | 2292 | 31.35 | 4222 | 88 9.2 9.47

6 EW - 14.67 | 28.09 | 35.89 | 44.21 | 1292 | 13.35 | 13.65
SW 168 10.88 | 23.74 | 30.87 | 40.89 | 9.21 9.64 9.84

Table 5.21: TES Forecasting SMP between January and April (OvE) overall Error,
(OtE) Outliers error for each threshold and (NOE) non outliers error for the lowest
threshold: for each type of window (Type W.) which can be sliding window(SW)
or expanding window (EW). For each machine, the lowest MAPE between ex-
panding window and sliding window are colored int green
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5.4 Data Visualization

After getting the best models with the lowest error, as shown in the previous
sections, the final forecast evolving in time, and business data progression can be
uploaded to the visualization tool.
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Figure 5.26: Time Range Data
Visualization Figure 5.27: Metric Options

In the Figure 5.25, we can see the dashboard for two days starting on the 9th of
March of 2022 that can be chosen from a pop-up as shown in Figure 5.26.

Furthermore, below the title of the dashboard and time range can be selected
a machine for CPN, DSGW, and SMP from a dropdown list as sown in Fig-
ure 5.28 Figure 5.29 and Figure 5.30 as well as choosing the metric time range
error type from a dropdown as shown in Figure 5.27.

In the Figure 5.28 Figure 5.29 and Figure 5.30, we can see all machine options
from each site with their real names. When selecting a machine, the forecasting
using TES and SARIMA expanding and sliding window, as well as LSTM using
univariate and multivariate data. We can select a specific time series in the time
chart from which we see the forecasts and actual values, as shown in Figure 5.31.
Each forecast has a specific color with a darker color for its complexity. TES color
is purple in the metric boxes and in the time chart, while the expanding window
approach acquires a darker tone. For SARIMA, the color is blue, and the darker
blue represents expanding window. Finally, LSTM is presented by the color red,
whereas a darker red shows the multivariate approach.

To get a clearer view of the performance for each type of forecasting, we can
choose how to view the metric, in this case, MAPE. We can choose to get the error
for a specific "Time Range" in this case for two days starting on the 9th of March,
or we can choose the "All Data" option, where MAPE will be calculated for all the
forecasting values. In each metric box per model besides the metric, we can see
how the error behaves during the time range selected or for all data depending
on the chosen metric option.

On the right of the forecasting timeline and metrics are the graphs of the business
request represented in the timeline graph colored in green. In gray, there is a
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Figure 5.25: Grafana Full Dashboard for Machine 1 All Sites

mean value to guide the viewer into interpreting if the selected data behaves the
same as the rest of the data during the time range.
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Lastly, at the end of the dashboard, there is a set of "Business Statistics" where
we can have an idea of the proportion of the type of requests. As explained in
the subsubsection 3.4.2 the type of business feature with higher requests is data
session, which is the feature that most influences the telecommunication system.
On the right, we have a percentage error of the total request per business that
triggered an error. Regarding proportion, SMS and voice calls generated more
errors, but the absolute number is higher regarding data sessions because it also
has the highest number of requests.
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5.5 Summary

The forecasting processing and results were displayed in this chapter from the
previous chapters. In order to make the forecasting, two approaches were used,
the traditional time series algorithms and a machine learning adaptation.

One of the advantages of using machine learning approaches is that more features
can be used in order to improve forecasting, which is called multivariate data. In
order to use this kind of data, we need to choose the features with the highest
correlation and the ones that create the highest impact on the CPU Load, which
is the feature we are trying to predict, as can be seen on section 5.1.

In order to rank the set of features RF was used, and then to choose the features,
an elbow graph was produced by training the model by adding one feature at a
time and getting its error. In the end, the number of selected features was reduced
to around 50%. After looking up with more attention to the features at each site,
we saw that there are features in common at each site and even between sites,
some of which are related to idle, user, system, and interrupt.

First LSTM was used to forecast using a neuronal structure shown in articles read
before. Then, the same structures were used for multivariate and univariate data
to see if adding more features decreased or not the error. It was proved that using
LSTM with multivariate data improved for almost all machines at all sites, as seen
in Table 5.22. If we look at machine one at CPN site LSTM using univariate data
resulted in MAPE of 16.98% which is also the worst result among the rest, and
using multivariate data resulted in 15.5%, which is an improvement of 1.58%.

Although using multivariate data adds more value to the resulting forecast, when
adapting Machine Learning (ML) into forecasting, it loses all the perks time pro-
duces, like trend and seasonality.

The second part was forecasting using traditional time series and verifying what
would result in better results. Here two approaches were used SARIMA and TES.
For each one, different train sizes approaches were used, expanding window,
which gives the opportunity to train with more outliers and longer patterns, as
well as sliding window to decrease the time training time that increases with
time.

For SARIMA, a manual process called Box-Jenkins and a grid-search approach
to finding the parameters were shown. The best combination was using a man-
ual approach to define some fixed parameters to make the grid-search process
quicker. The models resulted were the simpler ones between 0 and 1 which are
even more straightforward than the ones chosen manually.

SARIMA using expanding window is the approach with the most significant time
to train as seen in Table 5.25. However, the forecasting results were better, 13.71%,
an improvement of 3.37% compared to the worse model. Furthermore, it was
found that using a sliding window approach with the biggest size, meaning one-
month training data, generated lower errors. For machine one at site CPN, as
well as for almost all of the machines at each site, this approach was the one that,
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compared to the rest, generated lower errors, 13.24%, corresponding to a decrease
MAPE of 3.74%.

Finally, another approach was used. This time, besides considering the time com-
ponents like seasonality and trend, it could integrate the level of importance.
Unfortunately, there is no generalization when it comes to TES parameters. Be-
sides that, it is not as good an approach as SARIMA and is the worst approach
to use most of the time. Compared to the previous approves, the expanding win-
dow generated an error of 14.2%, corresponding to a decrease of 2.78% of MAPE
compared to the worst one for machine one at the CPN site, but is higher than
both SARIMA approaches. The same grid-search to find the best sliding win-
dow size was implemented, with no straightforward generalization besides that
at site CPN, the size 168 generated the worse results and 72 the best ones. The
worst size at DSGW was 48, and there was no precise best size. Finally, SMP with
size 48 generated the worse results and 168 the best. If we look at machine one at
site CPN, it resulted in 16.31%, which is almost the worst result by a difference of
0.67%. Even though TES generated the worst results when looking at Table 5.25
we see that it was the one with the lowest training time.

Answering the fourth question from the chapter 1, we concluded that SARIMA

is the overall best model to use, even if we compare overall error to data without
outliers or only at the outliers point. This can be conferred in the Table 5.22,Table 5.23
and Table 5.24. If we use a sliding window for the present dataset, it looks like
using only one month is the best approach when forecasting CPU Load. It makes
complete sense because compared to the other algorithms when we use LSTM,
we lose the time perks, and if we use TES, we apply importance to the most re-
cent or the historical data. Only one month is enough because if high outliers are
presented in the training data, the resulting forecasting error can get higher.

The final forecast and business data can be seen in a final dashboard in Grafana.
All the features in a dashboard offer a better understanding of the system.
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All Models Error for All Machine on CPN site

Machine | TES EW | TES SW | SARIMA EW | SARIMA SW | LSTM UNI | LSTM MULTI
1 14.2 16.31 13.71 13.24 16.98 154
2 10.01 13.33 8.67 8.57 9.44 9.13
3 11.42 16.22 10.32 10.12 11.24 11.4
4 10.46 14.61 10.18 9.84 11.89 10.81
5 11.81 14.12 10.15 9.86 10.58 10.41
6 10.82 14.43 10.07 9.83 11.3 10.32
7 10.22 14.29 9.33 8.93 9.95 9.56
8 10.89 15.12 10.12 9.87 10.89 10.3
9 15.52 17.95 12.88 13.19 12.04 13.21
10 13.45 18.55 12.37 12.37 12.41 12.45
11 12.46 15.31 11.58 11.35 9.6 11.87
12 12.38 154 11.2 10.95 13.0 11.64
13 12.33 15.75 10.96 10.89 10.75 10.85
14 13.32 16.34 11.82 11.51 13.34 12.58
15 12.35 14.89 10.53 10.28 10.99 11.25
16 12.62 15.01 11.18 10.95 12.32 11.15

Table 5.22: All Models Error for All Machine (CPN): higher values colored in red
and lower values colored in green each size

All Models Error for All Machine on DSGW site

Machine | TESEW | TES SW | SARIMA EW | SARIMA SW | LSTM UNI | LSTM MULTI
1 16.45 14.13 13.02 15.3 10.94 11.19
2 18.99 16.43 11.8 11.91 8.75 9.9
3 14.84 10.99 10.46 9.92 11.23 9.32
4 13.04 10.31 10.13 10.06 9.9 9.02

Table 5.23: All Models Error for All Machine (DSGW): higher values colored in
red and lower values colored in green each size

All Models Error for All Machine on SMP site

Machine | TESEW | TES SW | SARIMA EW | SARIMA SW | LSTM UNI | LSTM MULTI
1 11.6 9.24 7.49 7.9 8.98 8.33
2 11.25 9.5 8.82 8.94 9.52 8.41
3 11.39 9.83 8.99 9.16 9.28 8.7
4 14.84 10.72 9.64 9.85 12.43 10.92
5 13.76 10.36 10.7 10.25 10.37 10.77
6 14.67 10.88 10.81 10.53 12.43 10.99

Table 5.24: All Models Error for All Machine (SMP): higher values colored in red
and lower values colored in green each size

Training time in seconds for each forecasting model approach

SARIMA EW

SARIMA SW

TES EW

TES SW

LSTM UNI

LSTM MULTI

29.86

5.61

0.57

0.23

20.12

19.45

Table 5.25: All Models Training Time in seconds
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Conclusion and Future Work

In this dissertation, it was defined what telecommunication means and how much
it is essential nowadays. The reason is that the infrastructure that it disposes of is
needed in most of the services and technology we use daily.

It presented the dataset on which this dissertation was based, composed of two
data types: operational and business. The hardware information is gathered in
the operational data, and statistics about the requests for each site are gathered
for CPN, DSGW, and SMP. Regarding the business data, we have the number of
requests for each type of message, voice call, and data session. The goal is to
extract valuable information from this data and forecast the most critical feature
with more inconsistencies to optimize the resources.

Briefly, it was explained where data were extracted and what kind of data we
can expect to get. Then, the problem definition was introduced to understand the
methodologies proposed within the dissertation’s scope. The problem consists of
receiving multiple tabular time series from which there is a need to understand
its peaks, tendencies, their tendency to change, and how they affect the charging
process.

Succinctly explained the background, most of the algorithms were discussed in
the related work, why they are important, and how we can evaluate them. It
was explained that the evaluation metrics are not the same depending on the
output type, and therefore other strategies were exposed. For this dissertation
Mean Square Error (MSE) is used to penalize the outliers, and Mean Absolute
Percentage Error (MAPE) is an auxiliary metric to help with the interpretation.
Based on the background concepts and definition analysis, we consider two types
of forecasting using machine learning or traditional time series.

In the chapter about related work, the two forecasting types are shown by adapt-
ing Machine Learning (ML) or by using time series approaches as well as the most
used metric to evaluate the forecasting results. The best performance technique
when forecasting using machine learning was LSTM. For traditional time series,
Triple Exponential Smoothing or Holt-Winters (TES) and Seasonal Autoregres-
sive Integrated Moving Average (SARIMA) were used because they used time
series statistics to perform long-time forecasting. Here it was concluded to use
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these techniques as well as MAPE and MSE as metrics to evaluate the forecasting
result. These metrics were used to obtain parameters, validate the model, and
compare it at the end with the other models.

Finally, the forecasting methodology and results were described, where all the
pre-processing, forecasting, and results classification were explained and shown
with the help of a scheme. Different processes are used to forecast the CPU load as
two different approaches. For the Long Short-Term Memory (LSTM) forecasting,
there is the opportunity to take advantage of other features in order to decrease
the MAPE.

When it comes to LSTM, univariate and multivariate data were used to forecast
the CPU Load. In order to take advantage of other features to use in a multivari-
ate case, there is the need to select the features that have a positive impact on the
model. For that, the Random Forest (RF) is used to rank and therefore select the
ones with the lowest error. This process was repeated for every machine at all
sites. After looking in detail at each site’s features, we saw that there are features
in common at each site and even between sites, some of which are related to idle,
user, system, and interrupt. When using LSTM when using a multivariate data
MAPE decreased for almost all scenarios. For example, looking at machine 1 for
site CPN, the error decreased from 16.98% to 15.5% compared to using multivari-
ate data instead of univariate. Unfortunately later on it was found that the time
statistics like trend and seasonality led to lower MAPE rather than more features.

When it comes to time series approaches SARIMA and TES different types of
the train are used expanding and sliding window. This last approach is used
to overcome the increasing training time when using expanding window. In or-
der to classify the results, as explained in the approach, the goal is to implement
a solution to forecast anomalies. When extracting the overall error, the anoma-
lies are suppressed because there are more values within the normal range than
anomalies. Three different thresholds were used to classify the anomalies and,
therefore, the forecasting models with or without them. When data is classified
without anomalies, it can be seen how well the model forecast an ideal scenario
where the values are similar for a day. For SARIMA, it was used Box Jenkins (B])
to fix some parameters and grid search to find out the best model for each ma-
chine at each site. Looking at machine one SARIMA using an expanding without
resulted in 13.71% and using a sliding window led to a MAPE of 13.24% which is
the best result for machine one at site CPN during this dissertation. It was found
that using a training window of 1 month was enough to forecast the CPN Load
because there were some peaks in the data that led to higher errors.

After SARIMA forecasting TES was tested because it would bring the element
of importance to data, seasonality, and trend. This model led to some of the
worse results for some machines meaning that data should remain with the same
weight for all training data as it was done for SARIMA. Expanding the window
compared to the previous approaches generated an error of 14.2%, which corre-
sponds to an improvement of 2.78% compared to the worst one for machine one
at the CPN site, but it is higher than both SARIMA approaches. The same grid-
search to find the best sliding window size was implemented, looking at machine
one at site CPN it resulted in 16.31% which is almost the worst results by a differ-
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ence of 0.67% of the LSTM using univariate data.

In the end, the final dashboard can be seen where all the forecasting results for
all machines at each site can be compared as well as two types of error, whether
it is MAPE calculated for the whole dataset or whether it is for the time range
selected.

Answering all the questions proposed in the chapter 1 CPU Load does not evolve
the same way in time for all machines at all sites. So a different model should
be trained and validated for each machine. The target feature to be forecasting is
CPU Load since it presents the mode inconsistencies in tendencies and no clear
outliers patterns. The days with the highest request depend on their type. Mainly,
there are more daily requests than telecommunication used at night. When look-
ing at holidays and weekends, voice calls and SMS decrease but the data session
increases. To conclude, the best forecasting approach is SARIMA using a slid-
ing window approach with a fixed training size of one month is the overall best
model to use, and the worst is TES. Comparing the best model SARIMA with the
worst model TES for machine one at the CPN site using both sliding window,
the error decreases by 2.78%. Finally, an automated tracking visualization was
created using Grafana. This tool can connect to the database and update the vi-
sualization as the database is updated as well. In this dashboard, the best models
for each forecasting algorithm are visualized compared to the actual value. In
addition, there is the ability to see these forecasting values alongside the business
data for each machine at each site.

All the goals for this dissertation were fulfilled, starting with several approaches
for forecasting the essential feature, the CPU Load, and the final dashboard with
an automated update using a connection to the database. All the processes de-
scribed during the dissertation are almost all automated. The human involve-
ment will depend on merging the forecasting module to the Next Generation
Intelligent Network (NGIN).

This dissertation’s main difficulty was understanding the data, its values, and
how to approach forecasting. Compared to the initial plan, some topics were
overestimated, others underestimated. Forecasting can sometimes be miscalcu-
lated as we need to understand the primary data we are focusing on at the first
step and, with time, add or even remove some features that do not affect the fore-
casting positively. Moreover, telecommunications is just the tip of the iceberg,
all the processes underlying and infrastructure can sometimes be superseded de-
pending on the expertise of the person or team who is doing the forecasting.

Before stepping right into the models to use or which forecasting will be used,
we need to understand the time series itself. Depending on its properties, we
should gather all the options, such as traditional time series algorithms or ma-
chine learning. For each one of these models, we need to study their setting, their
parameters, and how they can we use it applied to the time series. The testing
step was underestimated because when dealing with time series, it can take some
time to train and fit the models as we do in the sliding window and for different
training sizes.

Although a suitable model was found, it should be tested for a long time since
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the data used for this dissertation was composed of less than a year. In future
work, the models can also be tested with more complex parameters and verify
that results in a better model. Furthermore, it should create a dynamic model of
updating the parameters from time to time to re-calibrate the model and adapt to
world changes. Besides the models tested during this dissertation, multiple other
algorithms will be evaluated using this data and, of course, eventually, add more
features that decrease the error.
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Chapter 6

Feature Selection | Description

from_date

|

starting range time with format yyyy:mm:dd:hh

to_date

|

ending range time with format yyyy:mm:dd:hh

host

categorical variable with name of the machine from site CPN,
DSGW and SMP

kpi

key performance indicator of the data of CPN, DSGW and SMP,
kpi="CPU"

metric

categorical variable representing a CPU metric:
idle: percentage of CPU with no runnable process

interrupt: percentage of CPU dedicated to hardware interrupts

iowait: percentage of CPU used for completion of I/O activities

nice: percentage of CPU spent on low priority processes

steal: percentage of CPU when it had something runnable, but
the XEN hypervisor chose to run something else instead

system: percentage of CPU running kernel processes

user: percentage of CPU running non kernel processes

min

minimum percentage of CPU usage of the specific metric in a
minute between from_date and to_date

avg

average percentage of CPU usage of the specific metric in a
minute between from_date and to_date

max

maximum percentage of CPU usage of the specific metric in a
minute between from_date and to_date

Table A.1: Description of the CPN, DSGW and SMP CPU Dataset: Percentage of
CPU usage by computations of the application in a minute for each hour of a day

Feature Selection | Description

from_date | starting range time with format yyyy:mm:dd:hh
to_date | ending range time with format yyyy:mm:dd:hh
host categorical variable with name of the machine from site CPN,
DSGW and SMP
kpi key performance indicator of the data of CPN, DSGW and SMP,
kpi="CPU_LOAD"
metric categorical variable representing the number of waiting pro-
cesses in 15min, 5min and 1min [status[15], status[5], status[1]]
min minimum percentage of number of waiting processes for a spe-
cific amount of minutes between from_date and to_date
avg average percentage of number of waiting processes for a specific
amount of minutes between from_date and to_date
max maximum percentage of number of waiting processes for a spe-

cific amount of minutes between from_date and to_date

Table A.2: Description of the CPN, DSGW and SMP CPU_LOAD Dataset: Num-
ber of waiting processes for 1,5 and 15 minutes each hour of the day
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Dataset Full Description

Feature Selection | Description

from_date

|

starting range time with format yyyy:mm:dd:hh

to_date

|

ending range time with format yyyy:mm:dd:hh

host

categorical variable with name of the machine from site CPN,
DSGW and SMP

kpi

key performance indicator of the data of CPN, DSGW and SMP,
kpi="logging"

metric

categorical variable representing the different types of logs gen-
erated by application CPN, DSGW and SMP:
results DEBUG]:compiled out of Release builds

results| ERROR]:problem that should be investigated

results[INFO]:important information that should be logged

results| TRACE]:provide context to understand the steps leading
up to errors and warnings

resultsf WARN]:this MIGHT be problem, or might not

total:total number of logs

min

minimum number of logs generated by application CPN, DSGW
and SMP for a specific type of results in a minute between
from_date and to_date

avg

average number of logs generated by application CPN, DSGW
and SMP for a specific type of results in a minute between
from_date and to_date

max

maximum number of logs generated by application CPN, DSGW
and SMP for a specific type of results in a minute between
from_date and to_date

sum

sum number of logs generated by application CPN, DSGW and
SMP for a specific type of results in a minute between from_date
and to_date

Table A.3: Description of the CPN, DSGW and SMP LOGGING Dataset: Number
of logs generated for each type of result
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Feature Selection | Description

from_date | starting range time with format yyyy:mm:dd:hh
to_date | ending range time with format yyyy:mm:dd:hh

kpi key performance indicator of the data of CPN,
kpi=[ "OCS_KERNEL_Result CHRG_Diameter",
"QRP_PN_INPUTREQS_RESULT"]
categorical variable representing the different types of logs gen-
erated by application CPN:

. rt_err:event type from kpi = "QRP_PN_INPUTREQS_RESULT",
metric .

requests that resulted in error
rt_suc:event type from kpi = "QRP_PN_INPUTREQS_RESULT",
successful requests results
rt_others:event type from kpi =
"QRP_PN_INPUTREQS_RESULT", requests that resulted in
other types of logs
total:total events  produced by  from = kpi =
"QRP_PN_INPUTREQS_RESULT"
results[final]:event type from kpi =
"OCS_KERNEL_Result CHRG_Diameter"
results[intermediate]:event type from kpi =
"OCS_KERNEL_Result CHRG_Diameter"
results[unique]:event type from kpi =
"OCS_KERNEL_Result_ CHRG_Diameter"
resultsfunknown]:event type from kpi =
"OCS_KERNEL_Result CHRG_Diameter"
resultsf OTHERS]:event type from kpi =
"OCS_KERNEL_Result_CHRG_Diameter"

min minimum number of logs generated by application CPN for
a specific type of results in a minute between from_date and
to_date

avg average number of logs generated by application CPN for a spe-
cific type of results in a minute between from_date and to_date

max maximum number of logs generated by application CPN for
a specific type of results in a minute between from_date and
to_date

sum sum number of logs generated by application CPN for a specific

type of results in a minute between from_date and to_date

Table A.4: Description of the CPN TOR_CSR Dataset: Number of logs generated
for each type of result
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Dataset Full Description

Feature Selection \

Description

from_date \

starting range time with format yyyy:mm:dd:hh

to_date \

ending range time with format yyyy:mm:dd:hh

kpi

key performance indicator of the data of DSGW for data session,
voice call and sms, kpi=[ "Result Codes Gy", "Diameter Result
Codes Ro APC","Diameter Result Codes Ro SMS"]

categorical variable representing the different types of logs gen-
erated by application DSGW:

metric

rt_err:event type for all KPIs, requests that resulted in error

rt_suc:event type for all KPIs, successful requests results

rt_others:event type for all KPIs, other requests results

total:total events type for all KPIs

min

minimum number of logs generated by application CPN for
a specific type of results in a minute between from_date and
to_date

avg

average number of logs generated by application CPN for a spe-
cific type of results in a minute between from_date and to_date

max

maximum number of logs generated by application CPN for
a specific type of results in a minute between from_date and
to_date

sum

sum number of logs generated by application CPN for a specific
type of results in a minute between from_date and to_date

Table A.5: Description of the CPN DCR Dataset: Number of logs generated for
each type of result

Feature Selection \

Description

from_date | starting range time with format yyyy:mm:dd:hh
to_date | ending range time with format yyyy:mm:dd:hh
kpi key performance indicator of the data of DSGW for data session,
voice call and sms, kpi=[ "Result Codes Gy", "Diameter Result
Codes Ro APC","Diameter Result Codes Ro SMS"]
min minimum number of voice call, sms and data session requests in
a minute between from_date and to_date
avg average number of voice call, sms and data session requests in a
minute between from_date and to_date
max maximum number of voice call, sms and data session requests in
a minute between from_date and to_date
sum sum number of voice call, sms and data session requests in a
minute between from_date and to_date

Table A.6: Description of the CPN DRR Dataset: Number of logs generated for
each type of result
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Feature Selection | Description

from_date | starting range time with format yyyy:mm:dd:hh
to_date | ending range time with format yyyy:mm:dd:hh
kpi key performance indicator of the data of SMP for data session,
voice call and sms, kpi="wtr_result_ocs"
categorical variable representing the different types of logs gen-
erated by application SMP:
. rt_err:event type for all KPIs , requests that resulted in error
metric
rt_suc:event type for all KPIs, successful requests results
rt_others:event type for all KPIs, other requests results
total:total events type for all KPIs
min minimum number of voice call, sms and data session requests in
a minute between from_date and to_date
avg average number of voice call, sms and data session requests in a
minute between from_date and to_date
max maximum number of voice call, sms and data session requests in
a minute between from_date and to_date
sum sum number of voice call, sms and data session requests in a

minute between from_date and to_date

Table A.7: Description of the SMP RCOCS Dataset: Number of request for each

type of result
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