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HEVC intra prediction acceleration based on
texture direction and prediction unit modes
reuse
thaísa leal da silva1,2, luciano volcan agostini3 and luis alberto da silva cruz1,2

The new High Efficiency Video Coding (HEVC) standard achieves higher encoding efficiency when compared to its predecessors
such as H.264/AVC. One of the factors responsible for this improvement is the new intra prediction method, which introduces a
larger number of prediction directions resulting in an enhanced rate-distortion (RD) performance obtained at the cost of higher
computational complexity. This paper proposes an algorithm to accelerate the intra mode decision, reducing the complexity
of intra coding. The acceleration procedure takes into account the texture local directionality information and explores the
correlation of intra modes across levels of the hierarchical tree structure used in HEVC. Experimental results show that the
proposed algorithm provides a decrease of 39.22 and 43.88 in the HEVC intra prediction processing time on average, for all-
intra high efficiency (AI-HE) and low complexity (AI-LC) configurations, respectively, with a small degradation in encoding
efficiency (BD-PSNR loss of 0.1 dB for AI-HE and 0.8 dB for AI-LC on average).
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I . I NTRODUCT ION

Although current H.264/AVC [1] encoders are already able
to decrease bit-rates by 50 when compared to previous
standards [2], recent high resolution video applications and
multimedia services require even higher efficiency in video
compression at much lower bit-rates. To comply with these
demands for higher compression efficiency, a new video
compression standard called High Efficiency Video Cod-
ing (HEVC) [3, 4] was developed by the Joint Collaborative
Team on Video Coding (JCT-VC) of ITU-T and ISO/IEC,
with the main goal of reaching a better tradeoff between
efficiency and complexity than that of the H.264/AVC
standard.

Recent performance results obtained from comparisons
between the H.264/AVC and HEVC showed that the latter
can achieve an average bit-rate improvement of about 34.3
for random-access configuration and 36.8 for low-delay
configuration when compared to H.264/AVC [5], consider-
ing the same image quality. However, for the all-intra (AI)
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configuration only a small bit-rate reduction of about 21.9
was obtained, with a complexity increase similar to that of
the random-access configuration [5].

In AI configuration all frames are encoded using only
intra prediction so that no temporal reference frames are
used [6]. Since the AI case avoids the high cost of the
motion estimation process and requires less frame mem-
ory than inter-frame encoding, its use is justified when
one needs a simpler, cheaper, and less energy-demanding
codec.

The AI configuration is also interesting for use in low
complexity devices such as wireless video cameras, mobile
phones, and PDAs, which usually have less available pro-
cessing power or limited energy supplies [7, 8].

The AI coding is also useful in video surveillance setups,
portable studio quality cameras and digital cinema distri-
bution networks [9, 10], since it enables quick and simple
editing without the loss of quality that occurs when edit-
ing inter-frame encoded video. Therefore, research on the
acceleration of HEVC AI video coding is relevant for many
distinct applications areas.

To reduce the computational complexity of HEVC AI
configuration, this article proposes a fast intra prediction
mode decision algorithm, which utilizes the edge informa-
tion of the luminance frame texture to speed-up the best
intra predictionmode selection. Furthermore, the proposed
intra mode decision algorithm also explores the correlation
between the orientation of the dominant edge of the current

1

mailto:thaisa.silva@co.it.pt


2 thaísa leal da silva, luciano volcan agostini and luis alberto da silva cruz

Fig. 1. HEVC hierarchical CU quadtree structure.

prediction unit (PU) and the orientations of the dominant
edges of the PUs at previous tree depth levels.

Preliminary results of this research effort were published
at [11]. This article extends that work by providing a com-
plexity and encoding efficiency evaluation for the two test
conditions of the all intra configuration, presenting exper-
imental results for all-intra high efficiency (AI-HE) and
all-intra low complexity (AI-LC) conditions obtained using
the HM12 reference software [12]. Moreover, a preliminary
proposal of an algorithm for intra mode fast choice tar-
geting multiview video coding applications was published
at [13], which is based on the method described in this
paper. In that work, an inter-view predictionmethod which
exploits the relationship between the intra mode directions
of adjacent views was developed to accelerate the intra pre-
diction process in multiview video encoding applications.
The remainder of this paper is organized as follows. Section
II outlines the intra prediction method used in HEVC.
Section III briefly reviews related works about intra predic-
tion complexity reduction. Section IV presents in detail the
fast intra mode decision algorithm being proposed. Exper-
imental results and comparisons with related works are
presented in Section V. Finally, the conclusions are drawn
in Section VI.

I I . I NTRA PRED ICT ION IN HEVC

In HEVC, each video frame is divided into a number of
square blocks of equal size called coding tree blocks (CTBs).
Each CTB can be partitioned into one or more CUs using a
multilevel quadtree structure, where the CTBs are the roots
of each coding tree. The CTB size can vary from 16 × 16 up
to 64 × 64 luma samples [4]. Each CTB can be composed
of only one coding unit (CU) or can be split into multiple
CUs, using a quadtree structure [14], where the CTBs are
the roots of each coding tree. The CU dimensions can vary
from 8 × 8 up to the CTB dimensions and each leaf CU is
also partitioned into prediction units (PUs). In the case of

intra coded CU the partition can consist of one 2N × 2N
PU or four N × N PUs, where N is half of the CU size.

The CU can be further divided into transform units
(TUs) [4] so that each TU represents a block of prediction
residues that is transformed and quantized.When the trans-
formation process of the prediction residue starts, each CU
becomes the root of a tree of TUs, in which the residual
block is divided according to a quadtree structure and a
transform is applied for each leaf node of the quadtree [15].
This transform tree is called residual quadtree (RQT).

An example of the hierarchical CU quadtree structure
adopted in HEVC is presented in Fig. 1, in which a frame
from the Objects sequence is presented. In this figure, each
64 × 64 CTB corresponds to a 64 × 64 CU, which can be
partitioned into smaller square CUs.

The HEVC intra prediction process has some similari-
ties with that adopted in H.264/AVC, since the PU to be
encoded is predicted using the reference samples from the
neighboring PUs (left and upper) [16].

The intra coding procedure used in the HEVC provides
a total of 33 intra prediction directions [3], as well as two
additional prediction modes: DC and planar [3] as pre-
sented in Fig. 2. The best performing mode of these 35 is
identified through a complex search procedure that evalu-
ates each and every of the modes and selects the one that
results in the highest encoding performance, considering
the rate-distortion (RD) values.

To identify the most time consuming components of
HEVC reference software (HM), the complexity of the HM
encoder was recently profiled in [17, 18]. The results show
that in the AI configuration case, about a quarter of the
total encoding time is spent on rate-distortion optimized
quantization (RDOQ) and 16 of time is spent in the intra
prediction [17]. To decrease the computational complexity
of intra prediction, a rough mode decision (RMD) process
was included in the HEVC reference software since HM 2.0
[19] to diminish the number of intra modes to be evaluated
during the RDOQ stage. In this process, all the 35 modes
available are tested to select themodeswhichwill compose a
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Fig. 2. HEVC intra prediction modes.

subset of candidate predictionmodes. This subset is formed
by choosing the modes that resulted in the smallest RD
cost computed using the sum of absolute Hadamard trans-
formed differences (HSAD) and the corresponding number
of bits for each prediction mode [4, 20], as shown in Fig. 3.

Unlike H.264/AVC where only one most probable mode
(MPM) is used, HEVC includes three MPMs owing to the
increased number of intra prediction directions [4]. The
threeMPMs are chosen based on the intramodes employed
in the left and top neighboring PUs of the current PU. By
default, the first two MPMs are the modes of both neigh-
boring PUs (left and top) and the third MPM is assigned
with modes planar, DC, or angular (mode 26), in this order,
considering the assignment of the first two modes, not
being possible to duplicate them. Meanwhile, in the cases
where the top and left PUs have the same intra mode, this
mode and the two closest directional modes are chosen to
compose the set of three MPMs [20].

In the next stage, RD cost of each prediction mode
belonging to the subset is computed and the best mode (in
terms of RD cost) is selected. The definition of the RQT to
be used for encoding the residue obtained using the selected
intra prediction mode concludes the process.

Recently, a specific profiling of the HM intra prediction
procedure was performed to evaluate the computational
complexity of the three major modules that compose this
process [21]. In this profiling, the first module evaluated is
the “N candidate selection”, which is based on HSAD cost
and it defines the N modes with the smallest cost. The sec-
ond module is the “Simplified RD calculation”, in which the
N candidate modes selected in first module are evaluated
to find the mode with the lowest RD cost. Finally, the third
module “Full RD calculation” is computed using the intra
mode chosen in the second step and it is applied only once
for each PU [21].

The results of this complexity analysis show that the per-
centages of processing time spent on each of these modules
are 19.4, 55.56, and 22.7, respectively.

Since the second module (Simplified RD calculation)
represents 55.56 of the time in the intra prediction pro-
cess, it is a natural candidate for optimization to reduce the
overall HEVC intra prediction complexity. A key parameter
of this module is the number of candidate modes selected
in the first module, where the more candidates the more
complex is the intra coding process. Therefore, this work
proposes a fast intra mode decision which optimizes the
second module, as well as the first one, considering the PU
texture edge orientation and the correlation between the
intra modes of PUs at adjacent tree depth levels. In this
way, a smaller and more effective candidate modes sub-
set is selected, reducing the computational complexity of
the HM intra mode decision. The details of the proposed
acceleration method will be presented in Section IV.

I I I . RELATED WORKS

Some works have been published describing methods that
aim to reduce the computation load of the HEVC intra pre-
diction step. In the work published by Zhao et al. [22] a
RMD process is performed to reduce the number of intra
mode candidates to be evaluated in the rate-distortion opti-
mization (RDO) process. This work also exploits the strong
correlation among the neighboring PUs, to identify aMPM,
which is added to the candidate mode set. In the work pub-
lished by Kim et al. [23], a fast CU size decision algorithm
for intra coding is proposed to early terminate the CU split-
ting process before further checking the RD cost of splitting
into sub-CUs. The work proposed by Jiang et al. [24] takes
a different approach: a gradient direction histogram is com-
puted for each CU and based on this histogram a small
subset of the candidate modes are selected as input for the
RDO process. The method proposed by Tian and Goto [25]
presents a two-stage PU size decision algorithm to acceler-
ate the HEVC intra coding. In first stage, before the intra
prediction process begins, the texture complexity of each
LCU and its sub-blocks are evaluated to filter out useless
PUs, thereby, if the complexity of LCU is considered high,
large PUs are excluded from processing; if it is considered
low, small PUs (8 × 8 and 4 × 4) are filtered out. In the sec-
ond stage, during the intra coding process, the PU sizes of
already encoded neighboring PUs are utilized to decide if
the use of small PU candidates in the current PU encod-
ing should be tried or skipped. In the method proposed by
Kim et al. [26] an early termination of intra prediction is
performed based on the intra prediction mode used in the
previous depth PU and on the block size of current depth
TU. In addition, the number of candidates of the RMD is
further reduced before the RDO procedure, and the intra
mode of the previous depth PU is always included in the
candidates list for intra mode decision. In the work pub-
lished by Zhang et al. [27], an adaptive fast mode decision
for HEVC intra prediction is proposed which analyses the
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Fig. 3. RMD process.

PUs texture characteristics to reduce the number of candi-
date modes to be evaluated in RDO process. The method
proposed by Silva et al. [28] exploits the correlation of the
PUs encoding modes across the HEVC tree structure lev-
els, considering 8 × 8 and 32 × 32 PUs sizes. In the method
proposed by Zhang and Ma [29], a 2:1 downsampling is
applied to the prediction residual and then, a Hadamard
transform of the downsampled prediction residual is com-
puted to derive the sum of absolute HSAD used in a RMD
process. Furthermore, a gradual search to reduce the num-
ber of modes for Hadamard cost calculation and an early
termination scheme is applied to speed up theRDOprocess.

I V . INTRA MODE DEC IS ION
ACCELERAT ION ALGOR ITHM

As mentioned in the Section II, the algorithm used in HM
to choose the best intra prediction mode includes a RMD
step, which selects a subset of candidatemodes to be used in
the prediction of each PU. However, the need to evaluate in
advance all the available 33 angular modes to compose this
subset remains. Thus, the computational cost is still quite
large, and the encoding time is still significant.

The main focus of this article is to propose a new and
efficient algorithm to accelerate the HEVC intra prediction
decision process. This algorithm is based on three main
propositions:

1. Define a reduced subset of angular modes selected con-
sidering the dominant edge orientation of the PU texture
to determine which modes will be evaluated in the intra
mode decision;

2. Explore the correlation among the selected intra pre-
diction modes in the neighbor PUs at the adjacent tree
depth levels; and

3. Refine the defined subset of modes adding a new one
when a boundary-mode is included in the subset of
candidate modes.

The next subsections will present the experiments con-
ducted to gather data that support the presented propo-
sitions as well as a detailed description of the proposed
algorithm.

A) Preliminary experiments
Some preliminary experiments were performed to evalu-
ate the effectiveness of the propositions. Two experiments
were carried out. The first experiment had as goal find-
ing through experimentation the best size of the subset
referenced in Proposition 1, considering both complexity

reduction ratios and quality losses. The second experiment
quantified the magnitude of the correlation between the
intra modes selected in PUs at adjacent tree depth levels.
This information was then used to decide if this correlation
should be exploited to simplify the current PU intra mode
choice.

In the first experiment, the 33 directional prediction
modes defined in the HEVC standard were divided into
smaller sets of modes. To compose these sets, the 33 modes
were categorized in four major prediction directions: hor-
izontal, vertical, 45◦ diagonal and 135◦ diagonal [30]. Each
subset was composed of fifteen directional modes, as illus-
trated in Fig. 4. These subsets composition are presented in
equations (1)–(4):

eVerSubset = {19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30,

31, 32, 33}, (1)

eHorSubset = {3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17},
(2)

e45◦Subset = {27, 28, 29, 30, 31, 32, 33, 34, 2, 3, 4, 5, 6, 7, 8},
(3)

e135◦Subset = {11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22,

23, 24, 25}. (4)

To determine the usefulness of each directional prediction
mode in relation to the local orientation of the texture
and compose the directional subset of modes, a group of
experiments was performed using the test video sequences
recommended in [31] with the all intra configuration and
the four quantization parameter values commonly used to
test HEVC encoding performance: 22, 27, 32 and 37. In these
experiments, statistical information about the frequency of
use of the modes included in each of the four subsets of
fifteen modes was gathered and then analyzed to identify
the eight directional modes (as adopted in the H.264 stan-
dard) most often chosen for each of the four edge directions
listed before (vertical, horizontal, 45◦, 135◦). Afterwards,
similar experiments were performed with seven, nine and
ten angular modes per subset.

The analysis of the results showed that subsets com-
posed of nine modes yielded the best tradeoff between per-
formance and complexity reduction, as inferred from the
information presented in the graphs of Figs 5 and 6.

From these figures, it is possible to notice that a signifi-
cant complexity reduction (45) in the intra mode decision
was achieved when the subset of nine modes was used.
Taking into account this considerable reduction of com-
plexity and the small degradation of BD-rate encoding effi-
ciency (1.72), this subset size was selected to be used in
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Fig. 4. Edge orientation subsets.

Fig. 5. Complexity reduction for each subset size evaluated.

Fig. 6. BD-rate for each subset size evaluated.

the proposed algorithm. Thus, each subset of nine angular
modes was associated with one edge orientation (horizon-
tal, vertical, 45◦, 135◦), and a non-directional subset [30] was

defined to be used when the PU texture does not have a
dominant orientation. The composition of these five subsets
of nine angularmodes is presented in equations (5)–(9), and
also graphically represented in Fig. 7.

eVerSubset = {22, 23, 24, 25, 26, 27, 28, 29, 30} , (5)

eHorSubset = {6, 7, 8, 9, 10, 11, 12, 13, 14} , (6)

e45◦Subset = {30, 31, 32, 33, 34, 2, 3, 5, 6} , (7)

e135◦Subset = {14, 15, 16, 17, 18, 19, 20, 21, 22} , (8)

eNonDirSubset = {2, 6, 10, 14, 18, 22, 26, 30, 34} . (9)

The non-directional subset was composed from the three
most frequently chosen modes of each directional subset
(modes 22, 26 and 30 from vertical subset; 6, 10 and 14 from
horizontal subset; 30, 34 and 2 from 45◦ subset; and 14, 18
and 22 from 135◦ subset).

The second experiment aimed to evaluate the correla-
tion between the edge orientation of the intra mode chosen
for the current PU and the mode edge orientation of the
PUs already encoded at the previous tree depth levels. This
analysis was achieved to determine if there was empirical
evidence to support the advantage of reuse of modes sub-
set used in PUs encoding at adjacent tree levels. The test
video sequences specified in [31] were intra encoded with
quantization parameters 22, 27, 32, and 37. It is important to
highlight that the correlation between the tree depth levels
for all PU sizes (64 × 64, 32 × 32, 16 × 16, 8 × 8, and 4 × 4
PUs) were evaluated. This analysis intended to verify if the
best mode chosen for the current PU had the same orienta-
tion (e.g. horizontal edge) as that of the intra mode selected
in the PU coded at previous tree depth level. The results of



6 thaísa leal da silva, luciano volcan agostini and luis alberto da silva cruz

Fig. 7. Subsets of modes for each of the five edge directions.

Table 1. Inter-level relationship between the PUs mode
orientation.

QP Same orientation () Different orientation ()

22 93.55 6.45
27 90.60 9.40
32 88.66 11.34
37 85.55 14.45

Average 89.59 10.41

this analysis, considering the average results for all tested
video sequences, are presented in Table 1.

From these results it can be concluded that inmost cases,
the intra mode selected as the best mode in the PU that is
being encoded (current PU) is included in the same direc-
tional subset (i.e. has the same orientation) as the mode
selected in the PU encoded at the previous depth level was
included. This observation motivated the addition of a new
test in the proposed algorithm to verify if the dominant edge
orientation of the PU to be encoded is the same orientation
as the edge of the PU coded at previous tree depth level. If
the result of this test is true, the subset of candidate modes
of the PU coded at previous depth level is used to encode
the current PU, as it will be presented in more detail in the
algorithm description, in the next section.

B) Proposed algorithm
This subsection presents a detailed description of the pro-
posed fast intra prediction mode choice algorithm.

The flowchart presented in Fig. 8 provides a diagrammat-
ical representation of the major operations that constitute
the algorithm as well as their sequencing.

As shown in the flowchart, the first step of the algorithm
is an analysis of the PU texture which computes the domi-
nant edge orientation.

The dominant edge orientation of each 4 × 4PU is calcu-
lated based on the luminance values of its pixels as follows.
The 4 × 4 PU is divided in four 2 × 2 blocks: Block 0,
Block 1, Block 2, and Block 3, as illustrated in Fig. 9, and then
the average luminance of each block is calculated. These
averages were denoted as c0, c1, c2, and c3, respectively.

These values are then used in equations (10)–(14) [30] to
compute five orientation indicator strengths:

eV = |c0 − c1 + c2 − c3| , (10)

eH = |c0 + c1 − c2 − c3| , (11)

e45◦ =
∣
∣
∣

√
2 ∗ (c0 − c3)

∣
∣
∣ , (12)

e135◦ =
∣
∣
∣

√
2 ∗ (c1 − c2)

∣
∣
∣ , (13)

eN D = |2 ∗ (c0 − c1 − c2 + c3)| , (14)

where eV means vertical edge, eH means horizontal edge,
e45◦ corresponds to diagonal 45◦ edge, e135◦ corresponds to
diagonal 135◦ edge, and eND corresponds to non-directional
edge.

The dominant edge orientation is determined from these
edge strengths, as that one with the largest value, following
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Fig. 8. Flowchart of the proposed intra mode decision acceleration algorithm.

equation (15), where the symbol DomOr means dominant
orientation.

DomOr = arg max {eOr }
Or∈{V ,H ,45◦ ,135◦ ,N D}

. (15)

For PUs sizes larger than 4 × 4, such as the 16 × 16 PU in
Fig. 9, a slightly different procedure is performed. Initially,
the averages of the strengths for each edge direction (hor-
izontal, vertical, 45◦, 135◦, and non-directional) are com-
puted over all the 4 × 4 PUs that compose the larger PU.
Then, the directionwith the highest average value is defined
as the direction of the dominant edge of the larger PU
(e.g. 16 × 16 PU).

The second step of the proposed algorithm is the
definition of the subset of modes to be evaluated, consid-
ering the edge strength. Five subsets of angular modes are
defined, each one composed of nine angular modes taken
from the full set of 33 angular modes defined in HEVC, as
explained in the Section IV.A.

The subsets composition presented previously in equa-
tions (5)–(9), is illustrated in Fig. 10.

The proposed intra prediction process will use only
one of the five subsets according to the edge orientation,
DomOr, defined by equation (15).

The third step considers the edge information of the
luminance frame texture to find the correlation between

the current PU and the PUs encoded at the previous tree
levels. This edge information is useful because according
to the edge orientation (horizontal, vertical, 45◦, 135◦ or
non-directional) of the current PU texture and the edge ori-
entation of the PUs already encoded at previous tree depth
levels, it is possible to verify if these PUs have the same tex-
ture edge orientation and, if this is true, the candidate intra
modes used previously can be reused to encode the current
PU. Thus, in this algorithm step, a new test is performed
to verify if the dominant edge orientation of the current
PU has the same orientation as that used in the PU at the
immediately lower tree depth level, the subset of candidate
modes of the previous PU depth is assumed to be a good
choice for the current PU prediction, and so it is used in
the intra prediction of the latter, as illustrated in Fig. 11.
Under these circumstances the next steps of the algorithm
are skipped and the RD cost computation is immediately
performed, as shown in Fig. 8. However, if the reuse is not
advisable, the fourth step of the algorithm is started and the
HSAD calculation is carried out, after which the fifth step,
the MPMs choice is performed. Both fourth and fifth steps
are described in the Section II. In the sixth step, the subset
of modes is defined according to the PU size and theMPMs
chosen are added to this subset.

The seventh algorithm step considers a possible addition
of one more mode to the selected candidate modes sub-
set. If one of the selected candidate modes corresponds to
a boundary-mode (a mode that is at a boundary of two
neighboring subsets), the direction-wise closest mode of
the nearest subset is added to the set of candidate modes.
This process is illustrated in Fig. 10, where the modes 14, 22,
and 30 are the boundary-modes. Finally, the next algorithm
steps are the RD cost calculation and the best intra predic-
tion mode decision.

V . RESULTS AND COMPAR ISONS

The proposed algorithm was implemented in the HM12
[12]. In order to compare the encoding performance of the
proposed algorithm with the performance of the unmodi-
fied HM12, a group of simulations were carried out using
a computer equipped with an Intel� Xeon�, E5520 (2.27
GHz) processor, 24 GBytes of RAM and running the Win-
dows Server 2008 HPC R2 operating system. Each simula-
tion was scheduled to run on a single CPU core to allow
comparisons of execution times. The simulations used four
quantization parameters (QP): 22, 27, 32, and 37. The fol-
lowing test sequences were used: “People on Street” and
“Steam Locomotive” sequences with 2560 × 1600 resolu-
tion, “BQTerrace” and “Kimono” sequences with 1920 ×
1088 resolution, “SlideShow” sequence with 1280 × 720
resolution, “ChinaSpeed” sequence with 1024 × 768 reso-
lution and “Objects” sequence with 640 × 480 resolution.
These sequences were encoded using two test cases: AI-HE
and AI-LC configurations [3].

The results were obtained as follows. Initially, a group
of simulations were performed, using the test sequences
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Fig. 9. 16 × 16 PU edge computation.

Fig. 10. Subsets of modes for the five edge directions with the additional boundary-mode test representation.

indicated above. These sequences were encoded using
the unmodified HM12 reference software for the two test
cases mentioned (AI-HE and AI-LC); afterwards, the same
sequences were encoded using the proposed algorithm
implemented in the HM12.

The coding efficiency was evaluated using the Bjonte-
gaard delta measure [32, 33]. Moreover, to compare the
performance and complexity of the proposed algorithm
in relation to the HM12 reference software, some comple-
mentary performance indicators were computed, namely
the average percentage bit-rate difference (� Bitrate), aver-
age encoding time percentage difference (� Time) and the

average luminance PSNR difference (� PSNRY) as defined
by equations (16), (17) and (18).

�PSNRY = PSNRYproposed − PSNRYHM12.0, (16)

�Bitrate = (Bitrateproposed − BitrateHM12.0)

BitrateHM12.0
∗ 100, (17)

�Time = Timeproposed − TimeHM12.0

TimeHM12.0
∗ 100. (18)

Table 2 lists detailed results, comparing the performance
and complexity of the proposed algorithm with results
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Fig. 11. Candidate modes subset reuse of PUs at adjacent tree depth levels.

Table 2. Comparison of proposed algorithm with HM12 (high efficiency configuration).

Sequence QP � Bitrate () � PSNRY (dB) � Time () BD-rateY () BD-PSNRY (dB)

People on street 22 0.306 −0.035 −37.59 1.5 −0.09
27 0.522 −0.041 −38.83
32 0.928 −0.052 −38.88
37 1.096 −0.071 −41.18

Steam locomotive 22 0.220 −0.008 −39.79 1.1 −0.06
27 0.648 −0.008 −39.48
32 1.002 −0.018 −40.66
37 1.335 −0.026 −42.76

Kimono 22 0.415 −0.008 −38.57 1.5 −0.05
27 0.559 −0.011 −38.82
32 1.077 −0.023 −40.45
37 1.641 −0.037 −42.70

BQTerrace 22 0.675 −0.038 −38.85 1.6 −0.09
27 0.715 −0.049 −39.76
32 0.998 −0.040 −40.15
37 1.283 −0.043 −40.72

SlideShow 22 0.463 −0.032 −37.40 1.5 −0.14
27 0.604 −0.051 −40.28
32 1.116 −0.064 −39.36
37 1.423 −0.079 −38.91

ChinaSpeed 22 0.540 −0.049 −36.32 1.7 −0.15
27 0.637 −0.062 −37.22
32 1.142 −0.077 −38.56
37 1.487 −0.079 −38.90

Objects 22 0.510 −0.022 −36.12 1.3 −0.09
27 0.755 −0.034 −38.27
32 1.029 −0.024 −37.23
37 1.277 −0.040 −40.50

Average 0.872 −0.040 −39.22 1.46 −0.10

obtained using the unmodified HM 12, when AI-HE con-
figuration is applied. The proposed algorithm achieves an
encoding time reduction of up to 42.76 in relation to
HM12 (about 39 on average) with slight degradation in
encoding efficiency (BD-PSNR loss of 0.1 dB and BD-rate
increase of 1.46 on average).

Table 3 presents the results for the proposed algorithm
in relation to HM12, when AI-LC configuration is used.

From these results, it is possible to verify that the encoding
processing time was reduced by 43.88 on average, with a
small degradation of 0.08 dB in BD-PSNR and an increase
of 1.41 in BD-rate.

Figure 12 presents the plots of the RD curves for the
BQTerrace test sequence (HD 1080p) to illustrate the
obtained results. Each point in the curves represents oneQP
value. From this figure it is possible to conclude that the
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Table 3. Comparison of proposed algorithm with HM12 (low complexity configuration).

Sequence QP � Bitrate () � PSNRY (dB) � Time () BD-rateY () BD-PSNRY (dB)

People on street 22 0.443 −0.033 −43.69 1.6 −0.09
27 0.712 −0.041 −43.34
32 0.940 −0.053 −44.37
37 1.108 −0.065 −43.81

Steam locomotive 22 0.354 −0.017 −41.96 1.2 −0.06
27 0.655 −0.014 −42.10
32 1.011 −0.024 −42.19
37 1.287 −0.032 −44.11

Kimono 22 0.453 −0.007 −43.99 1.6 −0.06
27 0.625 −0.014 −42.78
32 1.146 −0.025 −41.56
37 1.783 −0.039 −41.93

BQTerrace 22 0.548 0.037 −43.03 1.3 −0.08
27 0.449 −0.030 −42.81
32 1.042 −0.047 −43.06
37 1.479 −0.075 −44.38

SlideShow 22 0.380 0.012 −44.13 1.4 −0.13
27 0.535 −0.046 −43.71
32 0.979 −0.067 −43.23
37 1.387 −0.095 −45.70

ChinaSpeed 22 0.371 −0.046 −44.69 1.6 −0.15
27 0.520 −0.058 −46.27
32 1.253 −0.077 −47.80
37 1.516 −0.079 −47.84

Objects 22 0.252 0.060 −43.26 1.2 −0.08
27 0.907 −0.005 −43.84
32 1.110 −0.025 −43.32
37 1.525 −0.088 −45.63

Average 0.885 −0.035 −43.88 1.41 −0.08

Fig. 12. RD-curves of the proposed algorithm (BQTerrace 1920 × 1080 pixels).

encoding efficiency of HM12 modified with the inclusion of
the algorithm proposed in this paper is very similar to that
reachedwith the unmodifiedHM12 reference software, thus
introducing aminimal loss in performance, which is almost
imperceptible in Fig. 12. The graph of Fig. 12 was plotted
from the experiment performed using the AI-LC configura-
tion. The full set of results for the BQTerrace and other test
sequences encoded with AI-LC configuration are presented
in Table 3.

Figure 13 shows the encoding times versus bit-rate for dif-
ferent QP values comparing the algorithm presented in this
article and the HM12 results. From this figure, it is possible

Fig. 13. Encoder time comparison of the proposed algorithm in relation to
HM12 (BQTerrace 1920 × 1080 pixels).

to verify that the proposed algorithm provides significant
time savings in relation to HM12.

Comparing the proposed algorithmwith those described
in the related works, it is possible to conclude that our
work presents higher computation time savings than that
presented by [22]. Since the method developed in [22] has
been partially adopted in HM version 2.0 (and follow-
ers) and the algorithm proposed in the present work was
tested on HM version 12.0 (already includes the procedure
from HM 2.0), the computational savings introduced by
our algorithm add to the savings introduced by [22]. The
proposed algorithm presents better results than [23], which
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Table 4. Complexity reduction comparison of proposed
algorithm with related works.

Work Computational complexity reduction

AI-HE () AI-LC ()

Zhao et al. [22] 20 28
Kim et al. [23] 24 N/A
Jiang et al. [24] 19.99 N/A
Tian and Goto [25] 30.71 44.91
Kim et al. [26] 22.99 26.16
Zhang et al. [27] 15 20
Silva et al. [28] 24 N/A
Zhang and Ma [29] 38∗
Proposed algorithm 39.22 43.88

∗Only informed the AI configuration and did not mention the
test condition used.
N/A, not available.

saves 24 encoding time on average, in the AI-HE con-
figuration. Comparing to [24], our algorithm exceeds the
complexity reduction reported in that work, which reports
a 19.99 average complexity reduction for the AI-LC case.
Concerning encoding efficiency, the algorithm presented in
[24] incurred an average increase of 0.74 in bit-rate and
an average decrease of 0.04 dB in PSNR when compared
to the HM 4.0. When compared with [25], our work out-
performs the complexity reduction of 30.71 in AI-HE case
and presents similar results (44.91 on average) in AI-LC
case. The algorithm proposed in this paper surpasses the
encoding time reduction achieved by [26], up to 22.99 in
AI-HE case and 26.16 inAI-LC case. Ourwork complexity
reduction performance also exceeds that presented in [27]
which saves only 15 of encoding time in the AI-HE con-
figuration and 20 in AI-LC configuration. Our algorithm
also exceeds the encoding time reduction presented by
[28], which evaluates the correlations between adjacent tree
level PU orientation for 8 × 8 and 32 × 32 PUs sizes only,
while in this work the similarities for all PU sizes (64 ×
64, 32 × 32, 16 × 16, 8 × 8, and 4 × 4 PUs) were evalu-
ated. In comparison with [28], which saves around 24 of
encoding time on average in AI-HE case, our algorithm
achieves a reduction of 39.22 on average when this same
case is considered, reaching a higher complexity reduc-
tion. When compared with [29], the results obtained in our
work surpass the complexity reduction of 38 reported in
that work. Concerning encoding efficiency, our work also
reaches better performance than [29], which reports an
increase in BD-Rate of 2.9, while our algorithm presented
an increase of 1.46 on average in AI-HE case and 1.41
in AI-LC case.

The comparison of the complexity reduction results
obtained in this article with that presented in the related
works is summarized in Table 4. Since some works pub-
lished result data just for one of the two cases considered
(AI-HE and AI-LC), the missing results are indicated as
“Not Available” (N/A). Concerning Zhang andMa [29], just
one result column is presented because that work did not

specify which test case was used (HE or LC), indicating only
that the AI configuration was used.

From this table it is possible to conclude that the pro-
posed algorithm presents the highest complexity reduction
when the AI-HE configuration is applied. Regarding AI-
LC configuration, the proposed algorithm achieves similar
results to those presented by [25], which has reached the
best results in complexity reduction when this test case is
considered.

V I . CONCLUS IONS

This article presented an algorithmwhich exploits the lumi-
nance texture directionality and intra mode relationship
across the tree depth levels to accelerate the procedure used
to find the best prediction mode used in the HEVC intra
prediction coding. The proposed algorithm was focused
on the AI configuration. Experimental evaluations using
high efficiency and low complexity test conditions were
conducted achieving important complexity reductions with
negligible encoding efficiency degradations.

The algorithm computes the dominant edge orienta-
tion of the PU to be encoded considering the PU texture
directionality, determining a reduced subset of modes to
be evaluated in the mode decision process. The proposed
algorithmalso exploits the similarities between the edge ori-
entation of the PUs intra modes encoded at previous tree
level and the dominant edge orientation of the current PU
to define the reuse of the previous PU modes subset. In
addition, a boundary-mode test is included to selectively
add a new intra mode direction to the subset of candi-
date modes to be evaluated in the intra mode decision
process.

Experimental results show that when compared with the
HM12, the encoding processing timewas reduced by 39.22
on average when the AI-HE configuration was applied and
about 44 on average when the AI-LC configuration is
used. The proposed algorithm achieved this complexity
reduction with a negligible drop in encoding efficiency: an
average BD-PSNR loss of 0.01 dB for AI-HE configura-
tion and 0.08 dB for AI-LC configuration. Furthermore, the
proposed fast intra mode decision achieved higher com-
plexity reduction ratios than the best competing HEVC
intra prediction speedup methods published in the litera-
ture, namely [22–29], when the AI-HE configuration was
applied, and similar results to those obtained by [25] which
presented the best encoding time reductionwhen theAI-LC
configuration was considered.
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