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Abstract—This work describes a Matlab1 tool originally 
developed in the HeartCycle2 European project and updated 
during the cardioRisk3 project. It addresses the analysis of 
the electrocardiogram (ECG) signal in the context of the 
management of heart failure (HF) patients.  

The toolbox is composed of six modules, focusing on the 
major clinical aspects relevant to HF diagnosis: signal delin-
eation, detection of auricular and ventricular arrhythmias, 
ST segment deviation, and heart rate variability analysis. 
The effectiveness of the algorithms was validated using 
private and public datasets. 

Index Terms—ECG analysis, Matlab simulation tool, heart 
failure. 

I. INTRODUCTION 
The electrocardiogram (ECG) is a simple, painless and 

cheap test that registers the heart's electrical activity. As a 
result it is, definitely, the most common test used to diag-
nose cardiac diseases [1]. The analysis and the under-
standing of the ECG, specifically the presence of abnor-
mal rhythms, is decisive in the diagnosis of cardiovascular 
conditions, and heart failure is not an exception. Although 
its analysis can be manually performed by professionals, 
automatic algorithms are of major interest. In fact, they 
can assist professionals in their decisions, contributing to 
improve the accuracy of the diagnosis and to considerably 
reduce the time consuming tasks involved in its analysis.  

Several algorithms and methodologies are available in 
literature addressing the ECG automatic analysis. Moreo-
ver, distinct approaches can be used, from basic signal 
processing techniques to advanced computational intelli-
gence algorithms. Furthermore, different types of elabora-
tion can be performed, namely pre-processing (e.g. noise 
reduction), delineation (detection of main waves and in-
tervals), alarms and detection of abnormal rhythms.  

The main goal of this work is to present the ECG analy-
sis tool (in Matlab) and the respective functionalities that 
were originally developed during the HeartCycle project 
[2] particularly applied to the HF condition. The heart rate 
variability module was improved and updated as a result 
of the cardioRisk project, specifically in what concerns 
spectral, non-linear and time domain analysis. 

The paper is organized as follows: Section II describes 
the Matlab analysis tool developed for this purpose, name- 

                                                             
1 Matlab, Mathworks, Inc 
2 www.heartcycle.eu (FP7-ICT-21669) 
3 cardioRisk: PTDC/ EEI-SII/ 2002/2012 
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Figure 1.  Interface of the Matlab analysis tool. 

ly the modules involved. Section III presents the algo-
rithms and the validation results. Section IV shows two 
illustrative examples and section IV concludes the paper. 

II. MATLAB ANALYSIS TOOL 
Figure 1 depicts the interface of the developed ECG 

analysis tool. 
The tool comprises functionalities to load an ECG (en-

abling two types of formats) and to perform its analysis. In 
particular, six main modules are available: i) pre-
processing (including noise reduction and base line wan-
dering); ii) segmentation/delineation of the main waves, 
i.e. P and T waves and QRS complexes; iii) main intervals 
computation (PR, QT and QRS duration); iv) ST segment 
shift estimation (used in ischemic events detection); v) 
arrhythmias (including atrial fibrillation, premature ven-
tricular contraction, ventricular tachycardia and ventricu-
lar fibrillation); vi) heart rate variability analysis (includ-
ing time, frequency and non-linear parameters). This 
package and its functionalities were integrated in the deci-
sion support system of the HeartCycle tele-monitoring 
system, aiming the management of heart failure patients.  

III. MATERIAL AND METHODS 

A. Algorithms 
1) Pre-processing 
Among the numerous methods that have been proposed 

in literature, two particular methods have shown remarka-
ble results, and are especially adapted to deal with noise 
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artifacts and capable to operate in an online approach (or 
near real time approach), which are of major importance 
in tele-monitoring contexts. These two approaches are 
based on digital wavelet transforms and multi-scale mor-
phological operators.  

As result, in the pre-processing performed: i) the base-
line wander and noise removal was implemented using a 
wavelet approach; ii) for the segmentation the method 
proposed by Sun [3] with some adaptations was imple-
mented. In effect, using morphological analysis, the most 
important fiducial points have been determined, enabling 
to characterize QRS complex, P and T waves, as well as 
the relevant intervals based on those waves. In particular 
the following parameters were computed: 
• Segmentation: P wave: P onset, P peak and P offset 

indexes; QRS complex: Q onset, Q peak, R peak, S 
peak and S offset indexes; T wave: T onset, T peak 
and T offset indexes. 

• Intervals: RR, heart rate (bpm), PR interval (s), cor-
rected QT interval (s), Q wave width (s), Q peak 
height, R peak height, QRS complex duration (s) and 
corrected JT interval. 

 
2) AF: Atrial fibrillation  
From the clinical perspective the key characteristics of 

an AF episode is the absence of P waves before the QRS-
T complex, which presents a sawtooth like pattern along 
the cardiac cycle, and the irregularity of the RR intervals. 
Thus, the proposed strategy [4][5] makes use of these 
three major physiological characteristics of AF, applied by 
cardiologists in their daily reasoning: i) P wave ab-
sence/presence, ii) heart rate irregularity and iii) atrial 
activity analysis. This knowledge-based approach increas-
es the interpretability of the results to the medical com-
munity, while improving detection robustness.  

A total of 6 features, , 1,..,6if i = , have been computed 
to address the above three characteristics. The features 
1 2,f f  and 4f are time-domain features; the feature 6f  is 

a frequency-domain feature; the 3f  and 5f  features are 
computed using non-linear measures. 
• P wave detection: ( 1f ), the P wave presence was 

assessed by measuring the linear correlation of each P 
wave to a normalized P wave model, created using P 
waves extracted from the Physionet QT dataset.  

• Heart rate variability: ( 2 3 4, ,f f f ), in a first phase 
the RR interval sequence was modelled as a three-
state Markov process, being each interval classified as 
one of the three states (short, regular or long), and 
characterized by its state transition probability matrix. 
Three features were computed based on the transition 
probability, on the entropy of the distribution and on 
the Kullback-Leibler divergence measure between 
current window and model distribution. 

• Atrial activity analysis: ( 5 6,f f ), the method pro-
posed by [6], was used to cancel the QRS-T compo-
nents from the ECG signal. Then, the spectrum con-
tent of the obtained atrial activity was assessed by 
computing Kullback–Leibler divergence between 
each window spectrum and a normalized AF spectrum 
model derived from the Physionet AF dataset.  

    

3) PVC: Premature Ventricular Contractions 
Most of the algorithms reported in literature for PVC 

detection are based on features derived from the QRS 
complex, independently from the surrounding ECG mor-
phological characteristics. However, patients can exhibit 
several physical, clinical and cardiac conditions, which 
can affect the ECG morphology in numerous ways. In 
order to capture patient specific ECG characteristics, for 
each beat the measurements are compared with those 
extracted from the neighboring beats. A total of 13 fea-
tures, , 1,..,13if i = , have been computed, mainly to char-
acterize the QRS complex shape and its spectral compo-
nents [7]. 
• Time domain features: ( 1 8,...,f f ), the first group of 

features assesses the shape of the QRS complex, P 
and T waves (duration, area, center of mass and am-
plitude). The RR regularity is also computed. 

• Morphological operators: ( 9 10,f f ), two features are 
based on the ECG signal’s morphological derivative, 
to estimate slops before and after each R peak.  

• Spectral information: ( 11 12 13, ,f f f ), the last three 
features are based on the frequency spectrum content, 
namely the entropy, to assess the concentration of the 
current spectrum and the Kullback–Leibler diver-
gence between each normalized spectrum and the av-
erage of all spectrums.  

 
4) VT: Ventricular tachycardias 
The approach assumes that the fundamental differences 

in the physiologic origins of normal rhythm and VT, can 
be discriminated via time ECG shape together with power 
spectral density analysis. To this aim a total of 11 features 
, 1,..,11if i = , have been computed [8].  

• Time domain features: ( 1 6,...,f f ), the first feature 
estimates the morphology of the signal, computing the 
amount of time that each beat peaks is above or below 
a given threshold. The second feature basically as-
sesses the heart rhythm. The next four features as-
sessing of small and high derivatives in the ECG sig-
nal, enabling to detect abnormal signal amplitudes and 
slopes. 

• Spectral information: ( 7 8 9, ,f f f ), the energy con-
tained in different frequencies was used as an ap-
proach for characterizing the ECG signal. The PSD 
was evaluated by windowing segments of signal, 
computed using the Welch’s method. 

• Non-linear features: ( 10 11,f f ), one feature employs 
a non-linear transform, in particular the multiplication 
of backward differences, providing an estimation of 
extreme variations in the ECG. The other estimates 
the spatial filling index, computed from the ECG 
phase space reconstruction diagram. 

 
5) ST deviation 
The ST segment deviation is a measure computed as the 

difference between the isoelectric point (after the P wave) 
and the amplitude of the J point (segment of the ECG that 
presents a stable behavior, between the end of the QRS 
complex and beginning of the T wave). This amplitude, 
designated as ST segment deviation, is decisive in the 
assessment of the ischemic condition. The algorithms 
implemented to evaluate ST segment deviation follow 
basically two stages [9].  
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1. Baseline removal: Based on R peaks localization, 
the entire ECG signal is broken into cardiac cycles using 
the average of the distances between consecutive R peaks. 
Each cardiac cycle is then submitted to a process of base-
line removal using Wolf’s method [10].  

2. J point estimation: The approach for the estimation 
of ST deviation was based on a time-frequency analysis, 
in particular using the Wigner-Ville (WV) transform. The 
basic idea consists in the division of the time frequency 
map into characteristic areas and, within each specific 
area, performs the evaluation of particular characteristics. 
With respect to ST estimation two time bands and one 
frequency band was considered. Regarding time band, the 
areas considered were those on the left (isoelectric line) 
and on the right (ST segment) of the R peak. For each time 
band it is expect to determine regions where there is no 
signal activity (the isoelectric point-between the end of P 
wave and the begin of QRS complex, and the J point-
between the end of QRS complex and the begin of T 
wave).  

Figure 2 depicts this idea, were an electrocardiogram 
and its corresponding high time-frequency components is 
shown. Using the minimum of the sum of the high fre-
quency components in each time band, isoelectric and J 
points can be obtained, enabling to compute the ST devia-
tion (difference between J point and isoelectric points).  

1) HRV: Heart Rate Variability 
Various measures of HRV have been proposed in litera-

ture, which can generally be subdivided into time domain, 
frequency domain and non-linear measures. The algo-
rithms implemented here to determine these measure-
ments follow common approaches found in literature and 
no special effort was made to derive new measurements. 
The following parameters are available [11]:  
• Time Domain: mean: mean of RR intervals; SDNN 

standard deviation of RR intervals; SDSD standard 
deviation of the differences between heart beats 
(DHB); RMSSD root mean square of the DHB; NN50 
number of RR intervals that fall within 50 millisec-
onds; pNN50 percentage of total NN50. 

• Frequency domain: PSD frequency content (Burg 
and Welch method are available); pVL percentage of 
very low frequency content [0 - 0.04]; pLF percentage 
of low frequency content [0.04 - 0.15]; pHF percent-
age of high frequency content [0.15 - 0.40]; rLF ratio 
pLF/pHF. 

• Non-linear: sample Entropy (SE), binary Lempel-Ziv 
Complexity (LZC1), ternary Lempel-Ziv Complexity 
(LZC2), short term Detrended Fluctuation Analysis 
(DFA1), long term Detrended Fluctuation Analysis 
(DFA2), Fractal Slope (FS), and the two Pointcaré 
Plots indices (PP1 and PP2).  

B. Validation 
1) Classification module 
The accuracy of a classifier is, obviously, highly de-

pendent on the number of classes to be categorized. Clear-
ly, with only two classes each classifier is able to provide 
a superior classification result, due to the lower complexi-
ty of the problem. This fact has justified the design of a 
distinct classifier (neural network) for each specific task 
(AF, PVC and VT). The proposed classifiers consist of 
feedforward  neural  networks  with sigmoidal type activa- 
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Figure 2.  ST segment deviation. a) Electrocardiogram, isoelectric and 

J points b) frequency components (Wigner-Ville transform). 

tion functions, being its parameters, i.e., the weights and 
the bias trained using the Levenberg-Marquardt algorithm. 

 
2) Data sets and performance 
To assess the performance of the algorithms a subset of 

the Physionet MIT-BIH databases [12] was used, namely 
AF: atrial fibrillation database (AF); PVC: arrhythmia 
database; VT: malignant arrhythmia database (VA) and 
Creighton University ventricular tachyarrhythmia data-
base (CV). For the assessment of the ST deviation the 
European ST database was used [13]. The results obtained 
for the ECG segmentation (sensitivity and positive predic-
tive value) and for the arrhythmias detection (sensitivity 
and specificity) are presented in Table I and Table II, 
respectively.  

The examples hereby presented address the segmenta-
tion (delineation) of a common ECG signal, aiming at the 
identification of its main waves, and the HRV analysis, 
including time, frequency and non-linear parameters. 
Figure 3 illustrates the result of a typical ECG segmenta-
tion process. It shows a situation where relevant ECG 
waves were clearly identified (P and T waves, QRS com-
plex and R peak).  

IV. ILLUSTRATIVE EXAMPLES 
Figure 4 illustrates some of the parameters computed 

from the HRV, using the intervals variations between 
consecutive heart beats as inputs. The analysis tool ad-
dresses typical HRV analysis parameters, which reveal 
important information from the clinical perspective. These 
are: time domain (mean, SDNN-standard deviation of 
normal intervals), frequency domain components (very 
low, low and high frequency components), and non-linear 
parameters (Poincare plots, complexity and entropy). 

TABLE I.  SEGMENTATION - DETECTION PERFORMANCE 

 Sensitivity [%] PPV [%] 
Wave P QRS T P QRS T 
Mean 93.17 99.80 97.64 96.82 99.70 98.00 

TABLE II.  ARRHYTHMIAS - DETECTION PERFORMANCE 

 AF PVC VT (VA) VT (CV) 
Sensitivity 92.2 96.3 90.7 91.8 
Specificity 91.4 99.1 95.0 96.9 
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Figure 3.  ECG typical segmentation. 

 
Figure 4.  HRV analysis. 

V. CONCLUSIONS 
A Matlab analysis tool was briefly presented in this pa-

per, which was originally implemented during the Heart-
Cycle European project and improved in the cardioRisk 
project. This package is modular, presenting a solution for 
the analysis of the ECG, enabling to compute some signif-
icant parameters, as well as to detect normal and abnormal 
events, typically used by physicians to support their deci-
sions when dealing with HF patients.  

The validation of the algorithms was based on public 
databases. Classification results show that the proposed 
approach can be used to discriminate between different 
types of arrhythmia with state of the art accuracy.  
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