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Abstract

With technology taking a more prevalent role in our daily activities, new oppor-
tunities and challenges emerge. New technological tools have been successfully
used in the educational context for some time now, facilitating teachers, educa-
tors and trainers in the transmission of knowledge. However, there are still tasks
that can take advantage of these developments, as is the case of the creation of
questions. The development of technology as a complementary tool to aid in
question generation can decrease the effort related to this task and save valuable
time, as well as potentially provide to those who are learning a new tool to learn
new contents or revisit old contents.

In this work, we explore multiple Natural Language Processing techniques for
the task of Automatic Generation of Multiple Choice Questions. Given that multi-
ple choice questions are composed of more than one part, namely the stem (text of
the question) and the distractors (incorrect answers), this involves multiple steps.
Guided by a pipeline composed of Pre-processing, Answer Selection, Question
Generation and Distractor Selection, we developed various approaches to gen-
erate the intended results. Some of the methods used are more conventional,
involving linguistic analysis or rules to rearrange sentences, while others, such
as the Transformers, are based on available models trained by other researchers
for the task of Question Generation. We describe the background of the methods
and how they were implemented in this work. To help in the development and in
evaluation of the approaches implemented, we resorted to automatic and human
evaluation metrics.

The resulting system was able to integrate various methods to perform each
of the sub-steps we defined as necessary to generate multiple choice questions.
Some of the approaches present positive results, standing as capable of creating
questions of good quality and coverage that can be used as a starting point to
create tests or questionnaires without the need for major human intervention.

Keywords

Natural Language Processing, Multiple Choice Questions, Automatic Question
Generation, Distractor Selection, Linguistic Analysis, Rule-based Approach, Trans-
formers
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Resumo

Com a tecnologia a assumir um papel cada vez mais predominante nas nossas
atividades diárias, surgem novas oportunidades e desafios. As novas ferramen-
tas tecnológicas têm sido utilizadas com sucesso em contexto educacional há
já algum tempo, sendo um auxiliar para professores, educadores e formadores
na transmissão de conhecimento. No entanto, ainda existem tarefas que po-
dem beneficiar de novos desenvolvimentos, como é o caso da criação de per-
guntas. O desenvolvimento de uma ferramenta complementar para auxiliar na
geração de perguntas poderia diminuir o esforço relacionado a esta tarefa e econ-
omizar tempo valioso, além de potencialmente fornecer a quem aprende uma
nova maneira de aprender novos conteúdos ou revisitar conteúdos antigos.

Neste trabalho, exploramos várias técnicas de Processamento de Linguagem
Natural para a tarefa de Geração Automática de Perguntas de Múltipla Escolha.
Tendo em conta que perguntas de múltipla escolha são compostas por mais de
uma parte, nomeadamente o texto da pergunta e as respostas incorretas, são
necessárias várias etapas. Guiando-nos por uma pipeline composta por Pré-
processamento, Seleção de Respostas, Geração de Perguntas e Seleção de Re-
spostas Incorretas, desenvolvemos várias abordagens para gerar os resultados
pretendidos. Alguns dos métodos utilizados são mais convencionais, envolvendo
análise linguística ou regras para reorganizar frases, enquanto outros, como os
Transformers, são baseados em modelos treinados e disponibilizados por outros
pesquisadores para a tarefa de Geração de Perguntas. Descrevemos a base teórica
dos métodos e como eles foram implementados neste trabalho. Para ajudar no
desenvolvimento e na avaliação das abordagens implementadas, recorremos a
métricas de avaliação automática e baseadas em análise humana.

O sistema resultante foi capaz de integrar vários métodos para realizar cada
uma das subtarefas que definimos como necessárias para gerar perguntas de
múltipla escolha. Algumas das abordagens apresentam resultados positivos, sendo
capazes de criar perguntas de boa qualidade e abrangência que podem ser us-
adas como ponto de partida para criar testes ou questionários sem a necessidade
de grande intervenção humana.

Palavras-Chave

Processamento de Linguagem Natural, Perguntas de Escolha Múltipla, Geração
Automática de Perguntas, Seleção de Distratores, Análise Linguística, Abordagem
Baseada em Regras, Transformers
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Chapter 1

Introduction

Technology permeates our lives and the contact with new information is constant,
becoming an integral part of how we perform our daily activities. In this reality,
new opportunities and challenges emerge.

One of the examples of how technology bridged our necessities is how we
learn. It has been some time since we started using new tools in the educational
context, such as presentations, videos and online platforms to expose content
and test acquired knowledge in a more engaging and motivating way. Most of
the time, we can say that these innovations were successfully incorporated by
teachers, educators and trainers, helping in the transmission of knowledge.

However, there is still room to take advantage of existing opportunities.
Teachers, educators and trainers have to assess if their students or trainees are
understanding and retaining knowledge successfully. One of the most traditional
ways to perform this task is through questionnaires. Although the existence of
QLMS (quiz-based learning management systems), like Mindflow1 and Kahoot2,
ensures accessibility to the questionnaires in an interesting way, the task of creat-
ing the questions is still up to the educators. That may turn out to be a difficult
task, especially regarding time constraints. The development of technology as
a complementary tool to aid in the acceleration of the process can potentially
save valuable time to dedicate to more specialized tasks that need personal in-
teraction to help in the learning process and or that cannot be automatized. For
example, having time to better consider the learning process and difficulties of
students/trainees in planning the next classes, being available to clear doubts
individually or simply reducing some workload.

Even from a student’s point of view, having a tool capable of generating ques-
tions to study can be useful to learn new topics or revisit old content. It can also
provide motivation and ensure that they learn at their rhythm inside and outside
the classroom.

In the case of these scenarios, information is mostly produced by humans for
humans, and thus available in human language. Approaching the problem with

1https://mindflow.pt/
2https://kahoot.com/

1
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2 INTRODUCTION

Natural Language Processing (hereafter, NLP) [Jurafsky and Martin, 2009] [Eisen-
stein, 2018] techniques seems a reasonable way to take advantage of this kind of
information. Knowing that these are only two very concrete examples, an op-
portunity arises to combine the need to create questions with the techniques cur-
rently available in NLP. Using NLP concepts and techniques to develop solutions
to this necessity is referred to as Automatic Question Generation (hereafter, AQG)
[Kurdi et al., 2020]. The topic of this thesis is AQG, specifically, the generation of
multiple choice questions (hereafter, MCQ).

In the next sections of this chapter, we motivate and contextualize this work,
describe its goals and the proposed approaches to achieve them, as well as share
a summary of the results and contributions accomplished.

1.1 Motivation

Imagine, for example, a teacher who has had difficulties related to having less
available time due to increased work in class preparation, having to teach at home
or even to personal reasons. Having a tool capable of generating questionnaires
from the programmatic contents would be a valuable resource. Even if some
manual work was still required, it could mean less time spent on the creation of
the questions and more available time to perform other tasks that could not be
automated or accelerated, like personal interaction with the students for better
knowing their difficulties. Or, in another case, a business like a call-center where
the rotation of employees is usually high. In cases like this, there is a continuous
flow of newcomers that need to be trained according to the formative content of
the clients. Having a tool capable of accelerating the creation of questions from
these contents could streamline the training process, helping in the training and
evaluation of new workers.

In the current state of generalized use of technology, expanding the use of
technology and new solutions seems to be beneficial to this type of contexts. Tra-
ditionally, the process of creating questions on any specific subject relies on man-
ual and intellectual human work and is thus a time-consuming task. By exploring
the potential of NLP, developing a system capable of generating questions with
little human intervention can accelerate the process and improve productivity,
potentially leading to more time available to devote to other activities. Students
can also benefit from these new tools. A system capable of generating questions
from educational sources like textbooks can be an effective way to complement
their study. Having the possibility of creating questions about a certain school
subject can also be used to simulate how exams for that subject can be and test
how ready they are.

In the recent past, due to the pandemic, teaching methods had to be adapted
and the use of technological solutions in different contexts was reinforced. This
is one more example of how beneficial it can be to explore the adoption of current
technology developments when creating systems capable of being an alternative
when new challenges arise.
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1.2 Contextualization

This thesis is developed under the Masters in Informatics Engineering, at the Uni-
versity of Coimbra. Its work is within the scope of the project SmartEDU, a part-
nership between the University of Coimbra, Instituto Pedro Nunes and Mind-
flow, which aims to investigate and develop a solution capable of automatizing
the creation of educational and formative content, so that less time is spent on the
manual creation of these contents. The system resulting from this work will be in-
corporated into SmartEDU and will be responsible for feeding a quiz generation
system with MCQ about any given subject.

Mindflow is a company based in Coimbra, specialized in Mobile Learning
and Gamification. By using together proven scientific principles of gamification,
neuro-linguistic programming and positive psychology, it has the goal of identi-
fying and improving learning and motivation processes. The company has been
developing a product comprised of a mobile app and a web platform to trans-
form traditional training content into engaging mobile games to support edu-
cation and training. Such product can optimize training programs, turning the
training of employees more cost efficient and increasing their productivity.

SmartEDU (CENTRO-01-0247-FEDER-072620) is co-financed by the European
Regional Development Fund (FEDER), through Portugal 2020 (PT2020), and by
the Regional Operational Programme Centro 2020.

1.3 Goals

With the objective of SmartEDU in mind – accelerating the process of creating
tests and quizzes in general, on a given subject – the main goal of this thesis is to
leverage new technologies, specifically under the domain of NLP, to study how
they can be applied to generate adequate solutions. For this purpose, some of the
existing approaches to AQG were studied to better identify those that better suit
the purpose of generating MCQs, based on a set of documents on any given sub-
ject written in English. We are aware that generating well-written and meaningful
questions is not always possible and there may have to be manual adjustments
to the output. However, the goal is not necessarily to generate perfect ready-
to-use questions, but questions that, even if containing some imperfections, may
serve as a starting point for speeding up the process and making the work easier.
For example, some adjustments regarding the fluency and grammar of the text
of the question, or the adequacy of the generated distractors (alternative incor-
rect answers), may be necessary. However, by automatically generating a set of
questions, these minor adjustments are expected to take less time compared to
generating the questions entirely from scratch.

The main objective is then to develop a system comprised of the integration
of computational tools for automatically generating MCQs from given written
contents. As referred before it should be given the opportunity to edit the auto-
matically generated content. To achieve this objective, there are some sub-steps
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the system must be able to perform:

• Answer Selection: In this step, expressions (i.e. words or phrases) from
the written contents or from external sources are selected as candidates to
answers. This step is necessary at the beginning of the process due to the
existence of approaches where it is necessary to indicate the answer for gen-
erating the question (see section 1.4);

• Question Generation: Given a context (e.g. a paragraph or a sentence) and
the selected answer, the system must be able to generate questions about
the written content.

• Distractor Selection: As incorrect answers are needed in multiple-choice
questions, the system must be able to indicate some incorrect alternatives
to the answer. These distractors can be selected from the written contents
themselves or from external sources.

Evaluation of the implemented techniques is also a goal. To validate the ap-
proaches, automatic and human evaluations will be performed. To automatically
evaluate, we can resort to commonly-used metrics like BLUE and ROUGE. To
perform human evaluation we can resort to people related to the project to pro-
vide data that indicates the best techniques or approaches to achieve the main
goal.

1.4 Proposed Approaches

In order to achieve the set goals, two paradigms were explored: one based on
rules and another based on transformers. We decided to establish a single work-
flow common to both paradigms, with the difference being how the sentence
is transformed from a statement into a question. This is due to the availability
of transformer-based AQG models that we initially identified, which need the
answer as input for generation. As the rule-based approach can also use this in-
formation to determine what questions should be generated, we concluded that
we could have different implementations of the same pipeline. Later we identi-
fied answer-agnostic transformers, i.e., that do not need the answer. However,
we kept the same workflow as it is compatible with all of the implemented tech-
niques.

Generally speaking, we can divide the workflow into four phases: pre-
processing, answer selection, question generation and distractor selection.

In pre-processing, co-reference resolution is applied to prepare the text for
the following phases, replacing pronouns with the expressions they refer to. For
selecting potential answers, we adopt more conventional approaches, like select-
ing named entities and noun chunks. We can also resort to a transformer-based
model for this.

The major difference between the approaches resides in question generation,
as we can opt for rules based on sentence transformations, assisted by the use of
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the Claucy library3, or transformers. The latter are fine-tuned models (answer-
aware or answer-agnostic) for the task of AQG in the English language. As
transformers are considered a state-of-the-art architecture in NLP, we decided
to use them. Moreover, for the task of AQG, they are commonly trained with
the same language comprehension datasets we had available (e.g. SQUAD (Ra-
jpurkar et al. [2016]). Because of that, we resorted to already available fine-tuned
models.

To generate MCQs, it is also necessary to obtain distractors. To do so, we ex-
perimented with two types of method. In the first type of method, we looked for
words or expressions present in the same text from where the answer was taken
(named entities, noun chunks, n-grams, simple terms, ...). The other methods
were based on external sources, like WordNet [Fellbaum, 1998], DBpedia [Auer
et al., 2007], Word2vec [Mikolov et al., 2013a]. We also experimented with a trans-
former to perform this task.

To validate the approaches, automatic and human evaluations were per-
formed. In automatic evaluation, common text similarity metrics, like BLEU
and ROUGE, were used. Human evaluation was performed in two ways. In
the first, the author of the thesis analyzed all of the questions resulting from
the use of the methods better classified in automatic evaluation, generated from
some Wikipedia sections. With this specialized opinion, we assessed whether the
questions were well formulated, pertinent and had suitable answers. To have
a broader opinion, questionnaires about the quality of the questions and of the
distractors were also distributed and analyzed. While for the automatic evalua-
tion the SQUAD (Rajpurkar et al. [2016]) dataset was used, for human evaluation
we resorted to a small set of Wikipedia articles about subjects well known to the
population in general.

1.5 Results and Contributions

With this work, we were able to develop a system based on a pipeline that inte-
grates multiple types of approaches to select answers, generate questions and se-
lect distractors. According to human evaluation, some of the approaches present
positive results, being able to generate questions with sufficient quality to be in-
cluded in a questionnaire without major editing required, with good coverage
of the source texts used and that can serve as a starting point in the creation of
questionnaires.

Methods that resorted to transformers to generate questions always produced
better results than the rule-based approach. When distinguishing these same
methods based on how they select answers, the results were not that conclusive,
with both expressions selected by transformers and named entities standing as
good options.

However, there is still future work to be done. Some methods, for both ques-
tion generation and distractor selection, need further development. Despite the

3https://spacy.io/universe/project/spacy-clausie

https://spacy.io/universe/project/spacy-clausie
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results of distractor selection not being negative, we were not able to implement
a method that would generate differentiated distractors, with some more incor-
rect than others. We also did not implement methods to deal with validation and
ranking of the questions generated.

1.6 Structure

This thesis is structured as follows. In Chapter 2, topics and concepts needed to
understand this work will be explained. After that, in Chapter 3, we will present
related scientific work found during the state-of-the-art study that we consider
to be the most relevant for our work and whose developments can be used as an
inspiration to achieve our goals. Then, in Chapter 4, we detail the approaches
and how we developed the system. In Chapter 5, we describe both automatic
and human evaluations performed and analyze their results. Finally, in Chapter
6, we discuss the final considerations of this work.



Chapter 2

Background

In this chapter, theoretical concepts related to this work and methods found in
the reviewed literature that are relevant to the project are presented. Firstly, we
examine more generic concepts such as Natural Language Processing, progress-
ing later to question-related themes like Question Generation. Then, we describe
some methods commonly used in NLP, as well as methods used in rule-based
and machine learning approaches. Potentially useful knowledge databases (e.g.,
WordNet) are also introduced. Lastly, some evaluation metrics are also explained.

2.1 Natural Language Processing, Understanding
and Generation

As referred in Chapter 1, Natural Language Processing (NLP) can be defined as
the study and application of computational techniques of how human language,
in text or speech form, can be understood and generated to perform a certain
task. NLP can be considered a discipline within Artificial Intelligence (AI), with
influences from other areas such as Linguistics and Mathematics. Some of its
applications are Machine Translation (automatic translation between languages),
Summarization (identification of the most important ideas from a certain docu-
ment), Dialogue Systems (also known as conversational agents, which converse
with humans using natural language), Automatic Question Answering and, what
interests us the most, Automatic Question Generation.

In simple terms, to process the input, NLP systems need to know how the lan-
guage operates and what each word represents individually and in the context of
a phrase/sentence. This type of processing can be described as Natural Language
Understanding (NLU). Jurafsky and Martin [2009] identify the following proper-
ties as essential to, as they name it, obtain "knowledge of language":

• morphology: knowledge of the meaningful components of words;

• syntax: knowledge of the structural relationships between words;

• semantics: knowledge of meaning;

7
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• pragmatics: knowledge of the relationship of meaning to the actual goals
and intentions of the speaker;

• discourse: knowledge about linguistic units larger than a single utterance
(e.g., documents).

Another important aspect is to be able to resolve ambiguity, that is, derive the
meaning of a word or phrase when many are possible. Part-of-speech tagging,
Word Sense Disambiguation and Probabilistic Parsing are some of the methods
that can help in resolving ambiguities.

Analogously, we can describe Natural Language Generation (NLG) as the
NLP area responsible for generating text. Gatt and Krahmer [2018] identify two
types of NLG: text-to-text generation and data-to-text generation. What mainly
distinguishes both of them is the input. While in text-to-text generation the in-
put is exclusively text, in data-to text there are other forms of input like tables,
images or diagrams. Machine Translation, Summarization, Automatic Text Cor-
rection and Automatic Question Generation can be considered a text-to-text gen-
eration task. Examples of data-to-text generation are Image Captioning, reports
(e.g. sports statistics, weather, clinical information) and other applications where
useful table and graph information can be translated to text. Despite this divi-
sion, a great part of the techniques are common to both. To generate text, a NLG
system often needs to determine what information to include and in which order,
select the right words or phrases to express the intended idea and combine all of
them in a grammatically correct way. We will be mainly interested in text-to-text
NLG.

AQG combines this two big NLP areas: NLU and NLG. As depicted in Figure
2.1 from Yao et al. [2012], to generate questions, NLU allows to get a representa-
tion of the data (text) and NLG is responsible for the generation of the questions
from these data.

Figure 2.1: NLP and NLG in the context of QG
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2.2 Question Answering and Question Generation

Question Answering is one of the tasks related to questions and NLP whose au-
tomation can benefit from the huge amounts of available information. Automatic
Question Answering (AQA) can be described as the way to automate the pro-
duction of natural language answers to natural language questions. To do so,
an AQA system must be able to interpret the question and the documents from
which it may be able to retrieve useful information to get the answers from. Very
competent search engines, such as Google and Bing, have been around for some
time now. Traditionally, these engines return a list of ranked whole documents
(web pages) having as input a set of keywords. However, new approaches based
on semantic search and knowledge bases have been implemented. Continuing
with examples from Google, Google’s Knowledge Graph is able to present a
"summary" of relevant information to a given query and the search engine can
also present commonly asked questions related to what the user is searching. In
a way, these examples can be considered a form of QA. But, generally speaking,
AQA systems allow users to ask a question in natural language and to get the
answer also in natural language. To be capable of that, they might have to syn-
thesize and summarize information from multiple sources and even to perform
inference, that is to draw conclusions based on well-known facts. Then, they
must be capable of returning that information in the form of a well-written text
that correctly presents it.

Since 1999, the Text Retrieval Conference (TREC) has reported the advances
in systems that perform this type of task.

However, our objective will be sort of the inverse – creating question-answer
pairs given a certain document. Available literature regarding QG can be divided
into two distinct methods, distinguishing how this task can be approached: more
traditionally, using rules and templates, or by using neural networks (e.g. RNN
or Transformers). During this chapter, we will present and detail methods and
techniques used to generate questions that are currently used by the scientific
community.

2.3 Multiple Choice Questions

The main focus of this thesis will be Multiple Choice Questions (MCQ). MCQs
can be described as composed by three different parts. The stem is the question
itself. Although the stem can be a declarative sentence, with the answer term
missing (fill-in-the-blank), in this work we want to generate questions by trans-
forming the original sentences (usually declarative) into interrogative sentences.
The latter will be the type of question we will focus on more. Every question has
one corresponding answer (or key), and, in the case of MCQs, a set of distractors.
The answer is the correct option, derived from the question context, while the
distractors are wrong options, present to mislead the answerer.

In Table 2.1 we are presented with one of the reference questions given to us
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Table 2.1: Question Example from Mindflow

Question Correct Answer Wrong Answer 1 Wrong Answer 2 Wrong Answer 3
What is the most
common benefit
paid in UK?

plans or schemes unemployment
compensation

Health insurance Meal allowance

What is the most common benefit paid in UK?

a) plans or schemes

b) unemployment compensation

c) Health insurance

d) Meal allowance

Figure 2.2: MCQ example

by Mindflow.

Typically, a MCQ has three components: a stem, a correct answer and multiple
distractors (wrong answers). Based on the example of Table 2.1, we could present
the question as in Figure 2.2. In that case, the components of the MCQ would be:

• a stem: "What is the most common benefit paid in UK?";

• a correct answer: in this case, a);

• several distractors: b), c) and d).

Other types of question that can be approached are: open questions, fill-in-
the-blank (complete the sentence), yes/no, true/false.

About MCQs, Ch and Saha [2018] denote some of their advantages and disad-
vantages. As positive, and comparing with other types of question, MCQs allow
to evaluate a considerable amount of knowledge in a short time. They also enable
the use of a consistent scoring system, non-dependent of human opinion. Other
positive aspect, with high interest to us, is the ease of automating the creation
of tests based on this type of questions when compared with others. However,
there are also some downsides. Even if answered randomly, there is always the
possibility of choosing correctly. By opposition, a wrong answer does not con-
sider partial knowledge that could be valued. It may be also difficult to create
questions about more complex topics that need further explanation.

2.4 Linguistic Analysis

In this section, we explain some of the Linguistic Analysis tasks of importance to
this work, namely Named Entity Recognition (NER), Part-of-Speech (PoS) Tag-
ging, Shallow Parsing (Chunking) and Co-reference Resolution. Whether apply-
ing co-reference resolution to pre-process text, or resorting to NER, PoS Tagging
or Chunking to identify meaningful expressions about which questions can be
asked, among other applications, these tasks are highly relevant to our work.
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Table 2.2: SpaCy named entity types

Named Entity Type Description
CARDINAL Numerals that do not fall under another type
DATE Absolute or relative dates or periods
EVENT Named hurricanes, battles, wars, sports events, etc.
FAC Buildings, airports, highways, bridges, etc.
GPE Countries, cities, states
LANGUAGE Any named language
LAW Named documents made into laws
LOC Non-GPE locations, mountain ranges, bodies of water
MONEY Monetary values, including unit
NORP Nationalities or religious or political groups
ORDINAL "first", "second", etc.
ORG Companies, agencies, institutions, etc.
PERCENT Percentage, including "%"
PERSON People, including fictional
PRODUCT Objects, vehicles, foods, etc. (not services)
QUANTITY Measurements, as of weight or distance
TIME Times smaller than a day
WORK_OF_ART Titles of books, songs, etc.

2.4.1 Named Entity Recognition

Named Entity Recognition (NER) refers to the detection and classification of enti-
ties from a certain text. These entities can be of various types, like locations, dates
or persons (see Table 2.2), and can be composed of single or multiple words. In a
simplified way, everything that can be referred to with a proper name or temporal
or numerical expressions can usually be associated with an entity type.

SpaCy1 and NLTK2 are examples of tools capable of performing NER. Using
SpaCy and a pipeline trained for English (e.g., "en_core_web_sm"), we can iden-
tify the entity types present in Table 2.2, as illustrated in the example of the Figure
2.3. In the figure, we can see that four named entities were identified: PERSON,
GPE (in this case, country), WORK_OF_ART and DATE.

Figure 2.3: NER example using SpaCy

2.4.2 Part-of-Speech Tagging

Part-of-speech (PoS) can be understood as the class to which a word belongs con-
sidering its syntactic function. In English, some parts-of-speech are noun, pro-
noun, adjective and verb (see Table 2.3).

PoS tagging is used to assign grammatical information to each word of the
sentence. In the case of Figure 2.4, the PoS tags of the sentence constituents were

1https://spacy.io/
2https://www.nltk.org/

https://spacy.io/
https://www.nltk.org/
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Table 2.3: SpaCy PoS tags

PoS Tag Description
Tag Description
ADJ adjective
ADP adposition
ADV adverb
AUX auxiliary
CONJ conjunction
CCONJ coordinating conjunction
DET determiner
INTJ interjection
NOUN noun
NUM numeral
PART particle
PRON pronoun
PROPN proper noun
PUNCT punctuation
SCONJ subordinating conjunction
SYM symbol
VERB verb
X other
SPACE space

identified using SpaCy3 and the pipeline trained for English "en_core_web_sm".
The following PoS tags were obtained: PROPN (proper noun), PUNCT (punc-
tuation), ADP (adposition), VERB (verb), CCONJ (coordinating conjunction) and
NUM (numeral). In an approach in which we pretended to use some of these
words as answer candidates, the ones identified as proper nouns (PROPN) or
numerals (NUM) could be used as possible answers.

Figure 2.4: PoS Tagging example

2.4.3 Shallow Parsing (Chunking)

Shallow parsing takes as input PoS tags and groups them in larger units –
phrases. The following are examples of phrases: Noun phrase (NP), verb phrase
(VP), adjective phrase (ADJP), adverb phrase (ADVP), prepositional phrase (PP)
Shallow parsing can be used in entity detection.

In Figure 2.5 we used the same sentence of the PoS tagging example, in this
case to identify noun phrase chunks (using spaCy too). We can observe that more
meaningful chunks, like "Alan Turing" and "Computer Machinery" are identified,
and that can be used to further proceed to entity type recognition.

3https://spacy.io/

https://spacy.io/
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Figure 2.5: Chunking example

2.4.4 Coreference Resolution

Coreference resolution can be described as the task of finding all expressions that
refer to the same entity in a text. In the context of our work, it can be useful for
replacing ambiguous words (mentions), like pronouns, with the expression they
refer to.

There are multiple types of references. For example, an anaphora occurs when
there is a reference to an entity that has been previously introduced in the text.
A cataphora is the inverse, with a word referring with another still will appear
posteriorly.

In Figure 2.6 we have a simple coreference example. "he" and "Woodman"
refer to "Tin Woodman" in the previous sentence, "it" refers to "Emerald City" and
"Wizard" refers to "Wizard of Oz".

Figure 2.6: Simple coreference example [Jurafsky and Martin, 2009]

2.4.5 Sentence Structure

Sentence Structure (or Pattern) allows the identification of the basic elements that
compose a sentence. As described in Chapter 4, in this work we used the Claucy4

library, an implementation of ClausIE [Del Corro and Gemulla, 2013] for Python
and the Spacy5 library. By analyzing the structure of a sentence, and resorting to
the notations used in Claucy, the basic components that we can identify are:

• Subject (S);

• Verb (V);

• direct object (O);

• indirect object (also O);

• complement (C);

• adverbial(s) (A).

Based on these components, a sentence can be of one of the following types:

4https://github.com/mmxgn/spacy-clausie
5https://spacy.io/

https://github.com/mmxgn/spacy-clausie
https://spacy.io/
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• SV (subject + verb);

• SVA (subject + verb + adverbials);

• SVC (subject + verb + complement);

• SVCA (subject + verb + complement + adverbials);

• SVO (subject + verb + direct object);

• SVOA (subject + verb + direct object + adverbials);

• SVOC (subject + verb + direct object + complement);

• SVOCA (subject + verb + direct object + complement + adverbials);

• SVOO (subject + verb + direct object + indirect object);

• SVOOA (subject + verb + direct object + indirect object + adverbials).

In Figure 2.7 we can observe an example of the output achieved with Claucy
for the sentence "Coimbra is a city and a municipality in Portugal.". Having into
account that the output is presented in the format "<type, S, V, O, O, C, A>", we
can say that the sentence is of type SVC, with subject "Coimbra", verb "is" and
complement "a city and a municipality in Portugal".

Figure 2.7: Example of a sentence analyzed via Claucy with with type SVC

In the example of Figure 2.8 we observe a different case. As the sentence is
constituted by two clauses, the analysis decomposes the sentences into clauses.
A clause of type SVO is identified, with the other having type SV. To notice that
in some cases, as in this SV clause, despite the presence of adverbials ("best" and
"for his epic work Os Lusíadas"), the library might not reflect it in the type.

Figure 2.8: Example of a sentence analyzed via Claucy with two clauses
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2.5 Artificial Neural Network Architectures

Machine Learning can be referred as the branch of Computer Science composed
of a set of methodologies that try to develop computer programs capable of im-
proving their performance with their own experience, that is, learning. For such,
they can use as inspiration biological neural networks. In other words, the algo-
rithms replicate the way humans learn by adapting concepts like neurons, den-
drites and synapses to machine equivalents. Therefore, these models are named
artificial neural networks (ANN), also commonly simply referred as neural net-
works.

We can divide Machine Learning in three main categories: supervised, un-
supervised, or semi-supervised. In supervised learning, the data given to the
network is labeled. While training the network with such data, it will learn what
makes a certain group of inputs correspond to their label, and other groups to
other labels. After training it will hopefully be capable of inferring which label
corresponds to newly presented inputs. In opposition, unsupervised learning
uses unlabelled data. Instead of mapping inputs to their labels, the inference is
achieved by recognizing patterns in data, grouping the data instances based on
their similarities. Semi-supervised uses a little of both worlds. For example, a
model can be trained based on unsupervised learning and then fine-tuned to a
specific task with supervised learning.

Related to ANN architectures, they can be split in shallow and deep neural
networks. The architectures referred in this work – Recurrent Neural Networks
and Transformers – belong to the deep neural network group.

2.5.1 Recurrent Neural Networks

The main feature that differentiates Recurrent Neural Networks (RNNs) from
other types of Artificial Neural Networks (ANNs) is the implementation of loops.
That is, this type of neural network allows the use of previous outputs as inputs.
This aspect justifies the good results RNNs present in problems where the se-
quence of events or data points is relevant, such as a time-series. Text can also
be seen as a sequence of characters or words. That is also the case for many NLP
problems, such as AQG. For example, if we want to generate a sentence, it is
important to predict the next word based on the previously generated words so
that all of them together form a sentence that makes sense. Note that the RNN
feedback can be from various steps behind, and not only one.

Analyzing the example from Figure 2.9, we can see that the cell takes Xt as
input, outputs hidden state ht and has (internal) state ct at step t. Note that ht
and ct are usually the same. The state is looped back and fed as input in the next
step (ct-1), together with new input Xt. This loop mechanism allows this type of
NNs to have sort of a memory that makes it possible to have in consideration
information from previous steps.

There are also bidirectional variants of RNNs. Back to the example of text
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Figure 2.9: RNN cell

generation, in that case the prediction of a word would take into account the
states that generate both previous and next words. These bidirectional variants
are usually used in the works presented in Chapter 3.

We can differentiate this type of network even more according to the dimen-
sion of inputs and outputs: one-to-one, one-to-many, many-to-one, and many-to-
many. Each one of them is usually more adequate for specific tasks. For example,
to perform music generation one-to-many is used and to get named entity recog-
nition it is more adequate many-to-many. For our task, where we want a sentence
with multiple words to generate a question with multiple words, we have to use
many-to-many.

2.5.2 LSTM, GRU and Encoder-decoder Architecture

Long-Short Term Memory (LSTM) is a type of RNN capable of learning long-term
dependencies from sequences. When we talk about short-term dependencies, we
are referring to when the gap between previous steps, whose states contain rel-
evant information, and the current step, is small. In opposition, long-term de-
pendencies occur when this gap is considerably larger. RNNs have good perfor-
mance with short-term dependencies, but lack in long-term dependencies.

To have good performance with long-term dependencies, LSTMs are struc-
tured in a way that enables them to remember information needed in the context
and forget what is no longer applicable. Briefly, each block contains three gates.
An input gate that determines what information should be added or updated in
the state, an output state that determines what part should be in the output, and
a forget state, that determines what part of the information is no longer relevant.
For each gate, the value is between zero and one, where one means "let all go
through" and zero "nothing goes through".

GRU (Gated Recurrent Unit) is another type of RNN created with the objective
of resolving the problem of long-term dependencies. In this case, there are two
gates: reset and update.

An encoder is composed of a stack of RNNs layers (constituted by LSTM or
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Figure 2.10: LSTM and GRU architectures

GRU cells). Encoding means converting input into a certain format. The encoder
converts input into a vector called hidden state, which "summarizes" the input
features and whose length depends on the number of cells in the RNN. The hid-
den state is the output of the encoder and the input of the decoder.

The decoder is also composed of RNN layers and converts the hidden state
into an output sequence.

In Figure 2.10 we can observe both LSTM and GRU architectures, with respec-
tive gates (input, output and forget to LSTM and update and reset to GRU).

A major drawback of deep networks, like the ones we describe here, is the
vanishing gradient problem. During training, weights are adjusted in back-
propagation so that outputs are closer to the reference. In the case of deep net-
works, which have a great number of layers, it can become increasingly difficult
to train, due to the values adjusting less than what was supposed. The vanishing
gradient problem is then described as the probability of keeping the information
diminishing exponentially the further away it gets from a specific word. The
result is long-term information tending to be lost by the model, the longer the
sequence is.

One of the great advantages of Transformers, the architecture presented in
Section 2.5.3, is not having this problem.

2.5.3 Transformers

The Transformer [Vaswani et al., 2017] is a more recent artificial neural network
architecture. It is heavily based on attention mechanisms and does not contain
recurrence or convolutions like other types of artificial neural networks. One of
the big advantages of the Transformer is the fact that, unlike architectures that
consider data more sequentially, all operations can be parallelized. This makes
the process of training big models more efficient.
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Words can have different meanings when at the beginning or end of the sen-
tence. One of the transformers’ innovations is positional encoding. Instead of the
words being sequentially given to the network, it starts by attributing a number
to each word and processes the sequence as a whole. Knowing the position of the
words allows the model not to be dependent on the order words are given to it.
In the long run, this makes it possible to better learning of how word order affects
the data without falling into the vanishing problem gradient.

Although the attention mechanism is not exclusive to transformers, it has
great importance. By being capable of modeling dependencies without regard
to distances in input or output sequences, as well as determining which words
should be given more or less attention, it allows the model to look at every sin-
gle word of a sequence and, because of that, is better at learning how gender,
plurality and word order function in a certain language after tons of data.

However, self-attention (or intra-attention) is an innovation. After analyzing
tons of data, it begins to learn the internal representation of the language, that is,
the underlying meaning. That includes, for example, learning synonyms, rules of
grammar, recognizing parts-of-speech and identifying gender or tense.

Describing the architecture in more detail, it is composed of an encoder and
a decoder. Figure 2.11 represents the architecture, with the left part being the
encoder and at the right the decoder.

Figure 2.11: Transformer architecture

In the architecture, the first step is to obtain the embedding of the text, with
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this being the input given to the encoder. The encoder is a stack of six identical
layers, each consisting of two blocks. The first is a multi-head attention mecha-
nism. Multi-head attention consists of multiple attention layers running in par-
allel, making it possible to attend to information from different representations
at different positions, allowing to have more reliable results by learning different
representations in a different manner. These results are later merged. The second
block is a simpler feed-forward network. Both are followed by normalization.

Similar to the encoder, the decoder is also composed of six identical layers but,
each of them has one extra block. The extra block performs masked multi-head
attention. As the whole sequence can be given at a single time, if the embedding
of the targets was not masked, the model could simply map the inputs to the out-
puts, harming the learning process. By modifying the block to perform masking,
in conjunction with the output embeddings being offset by one position, it en-
sures that predictions for a certain time only depend on the target outputs from
previous times.

There are pre-trained models that facilitate the use of this architecture and
that can be fine-tuned for a specific task. BERT [Devlin et al., 2019], T5 [Raffel
et al., 2020] and GPT-3 [Brown et al., 2020] are examples of models based on the
Transformer architecture.

2.6 Ontologies and Knowledge-Based Systems

Ontologies define a set of common terms that describe and represent a domain
(area of knowledge) and that can be understood by both humans and machines.

Knowledge-based systems use as source the knowledge of human experts on
a certain domain. They resort to Knowledge Bases, whose creation usually has
the involvement of experts of a particular domain, that represent a domain based
on facts and rules in a way that a machine can use.

WordNet is a lexical database (or a semantically oriented dictionary) for the
English language designed for NLP. The database is divided in nouns, adjectives,
adverbs and verbs. Lemmata (plural of "lemma") are the base word forms and
how these words are indexed in the database. Synsets group synonymous words,
with the possibility of each word belonging to one or more synsets. Some of the
contents of WordNet are:

• Definition of the word and phrases that use it in context;

• Synonyms and antonyms (same or opposite meaning words);

• Hypernyms and hyponyms (more abstract or more specific words);

• Semantic similarity between words.

In the context of our work, cohyponyms have special importance. We can
describe a hypernym as being a broader, or more abstract, way to refer to a nar-
rower, or more specific, concept (hyponym). For example, we can consider "dog"
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as a hyponym and "animal" as its hypernym. Using this example, "cat" could be
another hyponym for "animal". Cohyponyms are concepts that share the same
hypernym. In this example, "cat" and "dog" are cohyponyms.

DBpedia[Lehmann et al., 2015] is a knowledge base that allows to represent
information in a structured way. Because of being structured information, the
data is machine-readable and allows to make queries. In the case of DBpedia, in-
formation is extracted from Wikipedia and converted into semantic triples. Using
the SPARQL protocol and RDF documents (semantic triples of resource + prop-
erty + value), we can query based on relations between facts. For example, given
the name of a famous person, we can try to obtain their name or their nationality.
Furthermore, with the Simple Knowledge Organization System (SKOS), we are
able to organize these facts hierarchically.

Both these examples can be useful to this work, especially to generate distrac-
tors. By resorting to WordNet synsets or DBpedia concepts hierarchically orga-
nized, we can get concepts that, although different from the correct answer, are
related to it.

2.7 Word Embeddings

A word embedding can be defined as the representation of a word from text in a
numeric vector. Words with similar meanings or that are used in similar contexts
tend to have similar word embeddings.

Word2vec [Mikolov et al., 2013b] is a tool commonly used in NLP to obtain
word embeddings. It uses simple ANNs to calculate word embeddings based
on the target words’ context, with the contexts being the words that appear near
the target word. In one of the implementations, the CBOW (Continuous Bag Of
Words), uses contexts to predict a target word. For that, the contexts are given
to the input layer and the target word to the output layer, with a hidden layer
in the middle. While training, the values of this hidden layer change to predict
the target word, with the final value being the embedding of that word. In the
skip-gram implementation, it works the other way around, with the word being
used to predict contexts. As similar words tend to have word embeddings with
similar values, one of its applications is calculating the similarity between two
words. For that, Word2vec uses cosine similarity.

cos(x, y) =
x.y

||x|| ∗ ||y|| (2.1)

The main characteristic of GloVe (Global Matrix Factorization and Local Con-
text Window) [Pennington et al., 2014] is the use of a matrix of word-word co-
ocurrence count, that is, a matrix that shows how many times a word j appears
in a context where word i also appears. By training with corpora of great dimen-
sions, it is then possible to get the probability, by dividing the number of times
j appeared in a context that also contains with the number of times any word
appeared in the context of i.
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With the way Word2vec works with contexts, it only considers what is called
local dependencies. GloVe may be described as an extension to Word2vec, as be-
yond considering local dependencies, the use of the co-occurrence matrix works
as a global context that allows the consideration of global statistics.

2.8 TF-IDF

The purpose of TF-IDF is to calculate the relevance of terms in a document. By
taking into consideration the frequency of terms as well as the number of docu-
ments they occur on, it determines a term relevant to a document in case it has a
high frequency in that document but is sparse in others. In the context of AQG,
it can be used, for example, to identify expressions that, by being more relevant,
are more suited to serve as the basis to question generation.

This metric is the combination of Term Frequency (TF) and Inverse Docu-
ment Frequency (IDF) [Jurafsky and Martin, 2009]. TF is a very simple concept
in which, as the name implies, the frequency of a term is calculated taking into
account how many times it appears within the document. IDF can be defined by

id fi = log(N/ni) (2.2)

, where N is the total number of documents in the collection, and ni is the
number of documents where the term occurs. Terms that occur much, but only
in a small portion of the documents, get a better value, and terms that appear in
all documents are disregarded.

So, the final formula for TF-IDF, for a term i in a document j is the following:

t f -id fi,j = t fi,j ∗ id fi (2.3)

2.9 Evaluation Metrics

The metrics described in this subsection are commonly used to automatically
evaluate the results of tasks such as Machine Translation, Automatic Summa-
rization and, in what is our case, Question Generation.

BLEU (BiLingual Evaluation Understudy) [Papineni et al., 2002] compares
candidate and reference sentences by counting the n-grams both of them have
in common and dividing this number by the total number of n-grams in the can-
didate sentence. N-grams can be understood as sequences of n words in a text.
Unigrams correspond to single words, bigrams to sequences of two words, tri-
grams to sequences of three, and so on. This can be used to help models capture
the meaning of words in context, as the previous and next words can be useful
to learn the meaning of a word, or used for word prediction. As an example of
the importance of the context, in one context the words "duck" or "book" can be
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nouns, and in others, they can be verbs. Examples of n-grams are unigrams (com-
parison word by word, used in BLEU-1) and bigrams (sequences of two words,
used in BLEU-2). The more n-grams in common, the better the candidate. The
matches are position-independent. To prevent absurd candidates from being se-
lected (like a sentence such as “The the the the" when the reference sentence con-
tains “... the ..."), the method first calculates how many of each word exists in the
reference and uses this number as the maximum number of occurrences that can
be considered in the candidate. For example, if “the" occurs three times in the
reference sentence, the maximum number of “the"’s considered in the candidate
sentence will be three. Papineni et al. [2002] mention that BLEU-1 tends to satisfy
adequacy, but that longer n-gram matches, like in BLEU-4, account for fluency.
The BLEU metric ranges from 0 to 1, with 1 meaning that the candidate is identi-
cal to the reference. BLEU also uses a brevity penalty, penalizing strings that are
“too short".

ROUGE [Lin, 2004] presents a set of metrics to evaluate NLP tasks, such as
summarization. ROUGE-N is similar to BLEU, counting the number of matching
n-grams between candidate and reference sentences. While BLEU is considered
a precision metric because of having in the denominator the number of n-grams
in the candidate, ROUGE-N is considered a recall metric because of having the
number of n-grams in the reference.

ROUGE-N =
number o f matched n-grams

number o f n-grams in re f erence
(2.4)

ROUGE-L considers the longest common sub-sequence (LCS) between candi-
date and reference. A longer shared sequence should mean the two sequences
are more similar. Here, the author proposes recall, precision and F-score.

ROUGE-LR =
LCS(candidate, re f erence)

length(re f erence)
(2.5)

ROUGE-LP =
LCS(candidate, re f erence)

length(candidate)
(2.6)

ROUGE-LF = 2 ∗ ROUGE-LP ∗ ROUGE-LR

ROUGE-LP + ROUGE-LR
(2.7)

Another metric from the ROUGE set, ROUGE-S (Skip-Bigram Co-Occurrence
Statistics) considers the skip-bigrams that occur in both candidate and reference.
Skip-bigrams are sets of two words that appear one next to the other or separated
by one or more words. For example, in the sentence "this is a simple example",
the skip-bigrams are ("this is", "this a", "this simple", "this example", "is a", "is
simple", "is example", "simple example"). As in ROUGE-L, the author suggests
ROUGE-S recall, precision and F-score.

METEOR [Banerjee and Lavie, 2005] is composed by two phases. In a first
phase, all the possible mappings between the unigrams from a generated and
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a reference sentence are listed according to: being exactly the same, the same
after stemming, or synonymous according to WordNet. This is the default order
and each stage only maps unigrams that have not been mapped in any of the
preceding stages.

In the second phase, the largest subset of these unigram mappings is selected.
If there are multiple subsets with the largest number of mappings, the one with
fewer crosses between pairs of mapped unigrams is selected. To understand the
crosses, we can observe Figure 2.12, where a candidate and a reference string are
one above the other, with lines connecting the matched pairs. When the line that
connects a pair intersects the line of another pair, it is considered a cross. Having
c as candidate string and r as reference string forming pairs (ci, rj) and (ck,rl), if
expression 2.8 has negative value, we can consider there is a cross.

(pos(ci)− pos(tk))× (pos(rj)− pos(rl)) (2.8)

Figure 2.12: Example of crosses between pairs of mapped unigrams (METEOR)

For each pair of strings, the following can be calculated:

UnigramPrecision(P) =
#system unigrams mappedto re f erence

#re f erence unigrams
(2.9)

UnigramRecall(R) =
#system unigrams mapped to re f erence

#system unigrams
(2.10)

Fmean =
10PR

R + 9P
(2.11)

A penalty is calculated to benefit longer matches. To do so, it groups the
unigrams into the minimum possible number of chunks so that, in each chunk,
all unigrams correspond to adjacent unigrams in the reference. For example, if
the entire generated string matches the entire reference by order, there is only one
chunk, and if there are no matches greater than one, there are as much chunks as
unigrams.

Penalty = 0.5 × (
#chunks

#matched unigrams
)3 (2.12)

After this, the final METEOR score is:
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Score = Fmean × (1 − Penalty) (2.13)

2.10 Summary

In this chapter, we present concepts, methods and metrics useful to understand
the work developed in this thesis and related literature. The majority of the meth-
ods presented here were used in the project, while others were presented due
to being important to understand the task of Automatic Question Generation
(AQG).

The areas of study related to this work, such as Natural Language Processing
(NLP), Natural Language Understanding (NLU) and Natural Language Genera-
tion (NLG), were defined. The same for even more specific tasks, like Automatic
Question Generation (AQG), and the type of questions we focused on, Multiple
Choice Questions (MCQs).

We presented a set of Linguistic Analysis methods of great importance for our
system. With Coreference Resolution we were able to understand how to process
text, by finding and replacing expressions that refer to the same entity. Named
Entity Recognition (NER), Part-of-Speech (PoS) Tagging and Shallow Parsing
were also explained, with these methods allowing us to identify expressions and
label them as belonging to a certain category, something essential in some of the
steps of our system. A method to identify sentence and clause structures, by de-
composing them into smaller elements, is also described. This was essential to
one of our approaches, as we will present in the next chapter.

We dedicated a section for Artificial Neural Network Architectures, describ-
ing architectures such as LSTM, GRU, and the one heavily used in this work to
generate questions, the Transformer.

The concept of word embedding, as well as implementations to calculate
them, namely Word2vec and GloVe, were also covered. Another method cov-
ered, non-related to the previous, was TF-IDF. As in this project we make use of
NLP techniques to analyze and transform text to achieve the proposed goals, us-
ing methods that represent words in numeric vectors and calculate the relevance
of terms in a document, respectively, also present high relevancy.

At last, some evaluation metrics were presented, like BLEU and ROUGE, used
in this work, but also METEOR, recurrently used in related literature for the task
of AQG.



Chapter 3

Related Work

In this section we compile some works related to the task of Automatic Ques-
tion Generation (AQG). Despite our main interest being multiple choice ques-
tions (MCQs), works about other types of question are also important as most
of the techniques are common to generating questions in general. However, we
also need to have into account that some techniques, like distractor selection, are
characteristic of MCQs. Distractor selection or generation consists of the selection
of wrong alternative answers to be used in MCQ.

[Kurdi et al., 2020] reports the systematic review performed by Alsubait et al.
[2016]. This review characterizes AQG in seven dimensions: purpose of gener-
ating questions, domain, knowledge sources, generation method, question type,
response format and evaluation. They report that there is a higher percentage of
studies that deal with domain-specific approaches than with generic ones. How-
ever, as detailed by the authors, the domain of the majority of these studies is
language learning. Two of the reasons the authors point to research being so
much directed to language learning are the existence of many text resources that
can be used for reading comprehension (RC) and the good performance of the
available NLP tools (e.g., Part-of-Speech (PoS) tagging) in generating language
questions. From the results present in [Alsubait et al., 2016], we can have a gen-
eral idea of the methods commonly used to generate MCQs having text as the
knowledge source, as that is our main concern. Usually the format of the ques-
tions is fill-in-the-blank or wh-question ("What...?", "Where...?", "Who...?", ...) and
are generated via syntax or semantic methods. Despite the existence of text that
can be used to generate distractors (e.g., based on word frequency, some type of
similarity, PoS or other syntactic properties, ...), it is also possible to select them
from external sources such as the lexical knowledge base WordNet [Fellbaum,
1998], thesaurus or textual corpora. These additional inputs are particularly im-
portant, given that the authors consider distractor generation the main challenge
in MCQ. In these studies, the evaluation is commonly performed by either recur-
ring to students (i.e., predicting test scores) or experts (i.e., evaluation of stems
or distractors by experts, comparison of generated questions to questions created
by experts). Comparing with other existing methods is also referred.

Based on previous classifications by Yao et al. [2012] and Alsubait [2015],
Kurdi et al. [2020] suggest that the level of understanding can be syntactic or se-
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mantic and transformation techniques can be based on templates, rules or statis-
tical models. Regarding the methods used in each task, for each of the following
AQG steps, the authors identified the following:

• Pre-processing: sentence simplification, sentence classification and content
selection;

• Question Construction: stem and correct answer generation, distractor gen-
eration, feedback generation and difficulty control;

• Post-processing: verbalisation and question ranking.

The survey also categorizes existing standard datasets based on what they
were developed for: machine reading comprehension, Automatic Question An-
swering (AQA) systems training or AQG.

Ch and Saha [2018] review existing approaches and propose a general work-
flow to generate MCQ. Their proposed workflow consists of six phases and de-
tails the techniques that can be used in each of them (see Figure 3.1). The authors
identify some flaws in current techniques that could be tackled in future works:

• In pre-processing, the focus should be on processing hybrid educational text
(containing figures, tables, bullet points, mathematical expressions, ...);

• In sentence selection, systems should be able to generate questions from
multi-line facts;

• In distractor selection, deep semantic text analysis and neural embedding
based methods may be the best options for further research.

They also find that the recent trend for “key selection" are methods based on
semantic information and machine learning. Another conclusion from the au-
thors is that there is no standardized evaluation metrics or benchmark data, mak-
ing it more difficult to compare different systems. To solve that, creating stan-
dard evaluation techniques and gold-standard data are needed improvements.
Parameters to evaluate stems and distractors are also suggested based on exist-
ing works. Kurdi et al. [2020] have a similar conclusion concerning evaluation,
referring the need to harmonise evaluation metrics and investigate more feasible
evaluation methods. Other findings are the need to automate template construc-
tion and the enrichment of question forms and structures. The limited research
on the control of questions difficulty and the lack of informative feedback are
issues also identified by Kurdi et al. [2020].

After reviewing existent literature about AQG, a workflow to be followed was
established. Considering a version of this workflow, consisting of Pre-processing,
Question Generation, Distractor Selection and Post-processing, we present some
existing works. In the end, the task of Evaluation is also discussed.
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Figure 3.1: Workflow suggested by Ch and Saha [2018]

3.1 Pre-processing

Some methods are widely used in pre-processing, being common to most works.
That is the case of tokenization, sentence selection and removal of unwanted parts
of the texts. For example, in [Hussein et al., 2014], sentence detection is performed
based on punctuation marks. Du et al. [2017], while training in SQuAD1, use a
framework to tokenize and split the sentences. However, they also detect the lo-
cation of the answer in the sentence and, if an answer spans in more than one sen-
tence, these sentences are concatenated and given as input as they were a single
one. SQuAD is a dataset commonly used for the tasks of Automatic Question An-
swering and Automatic Question Generation composed of article passages from
Wikipedia, where for each article it is presented a set of question-answer pairs
with the location of the answers in the passage. Resorting to a syntactic parser,

1https:/rajpurkar.github.io/SQuAD-explorer/

https:/rajpurkar.github.io/SQuAD-explorer/
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Ali et al. [2010] divide complex sentences into elementary ones. To do so, a pre-
selection of relevant sentences based on locating target answers in the text is first
performed, followed by the representation of the complex sentences in a syntactic
tree. The newly constructed sentences are generated based on the combination of
the sentence’s phrases.

The use of tags, like PoS, or the identification of named entity types, using
NER, is also common, especially to detect relevant information that can be used
to produce questions. In the case of [Ali et al., 2010], NER and PoS tagging are
used to select and then classify each sentence based on the possible factoid ques-
tion types to be asked with the information present in that sentence (“What...?",
“Where...?", “When...?", “Who...?", “How many/How much...?"). In this same
work, PoS is used to extract information about the verbs and their tenses. Hussein
et al. [2014] also determine possible question types based on PoS tags, NER, or
even custom remarks and verbs that are identified to later help in tense transfor-
mation. [Zhou et al., 2017] also resorts to PoS tagging and NER, and normalizes
the text by lower-casing it, something that is also done by Du et al. [2017].

3.2 Question Generation

In this subsection, we present question generation approaches, namely based on
rules or templates, or based on machine learning techniques, like neural networks
(including RNNs and Transformers). Answer selection is also referred when it is
an essential part of the question generation process.

3.2.1 Generation based on rules and templates

The more traditional approaches to the task of AQG are based on templates or
rules. These templates or rules are usually created manually and describe how
sentences/paragraphs with a certain structure should be transformed into ques-
tions.

Some works analyze syntactic functions and dependencies. The rule-based
approach by Mitkov et al. [2006] can be divided in two steps: term extraction
and stem generation. In term extraction, nouns and noun phrases that repre-
sent domain-specific ideas are identified as possible target answers using shallow
parsing. Nouns are considered target answers if their frequency is over a certain
threshold that depends on parameters such as length of the text and the number
of nouns it contains. Noun phrases need to contain one of these nouns and satisfy
a regular expression. TF-IDF is experimented but with not so good results. Sen-
tences with at least one term and SVO (subject-verb-object) or SV (subject-verb)
structure are transformed into questions. WordNet [Fellbaum, 1998] can be ac-
cessed for replacing the target answers by their hypernym (i.e., a superordinate
concept). As an example, in the sentence “Syntax studies the way words are put
together into sentences.", the word “syntax" could be the domain-specific target an-
swer, “discipline" its hypernym, and the following question could be generated:
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“Which discipline studies the way words are put together into sentences?".

A rule based model is also developed by Hussein et al. [2014]. In the training
phase, after pre-processing, a sentence is selected. A statistical parser and the
remarks obtained in pre-processing (i.e., PoS tagging, NER or custom remarks
to help determine type of question, verb identification to help in tense transfor-
mation) are used to match the sentence with existing templates. If not found,
a new template is created based on the sentence and input given by the user.
Optionally, the verb and its different forms can be stored in a database. The re-
sult is a large amount of stored template rules after training. To generate ques-
tions, the process is similar: select a sentence, extract sections, and apply trans-
formation rules or patterns. Two types of question can be created: wh-questions
(“Who...?", “When...?", “Where...?", “What...?", “How much...?"), also referred as
factoid questions in other works, or complete questions (based on named entity
types and with up to two complete phrases). In the example given in paper, in
training phase the sentence “I found my books on the table” is not matched with any
template and is parsed to obtain the following PoS tags: "PRP VBD PRP$ NNS IN
DT NN". With the input of the user informing what wh-question mark should be
used, the verb tenses and the template rule as a series of PoS tags, a new template
is created. Specifically for this sentence, the question obtained was "Where did
you Not found your books?". It will be possible to generate questions for other
sentences that also match this pattern using this same template.

Ali et al. [2010] use syntactic information to select sentences and transform
them. One of the system modules is responsible for, from complex sentences, ex-
tracting elementary sentences using syntactic information. This is done by con-
structing syntactic trees with these sentences and grouping some of the sentence’s
phrases, generating simpler sentences. Then, after classifying the sentences based
on the information obtained by PoS tagging and NER (i.e., classes like Human,
Entity, Location, Time and Count), factoid questions are generated using a prede-
fined set of interaction rules that consider the relation between class occurrences
and verb (e.g. “Human Verb Human Time", “Human Verb Entity"). The example
given is a sentence with structure "Human Verb Human" being classified as a sen-
tence from which questions of type "Who" and "Whom" can be generated from
and, if followed by a preposition that represents time, also question type "When".

Other works resort to semantic-based methods, ensuring some knowledge of
the meaning of the constituents of the sentences. By using Semantic Role Label-
ing (SRL), as in Flor and Riordan [2018], arguments (e.g., subjects and their type),
modifier arguments, and verbal groups are identified, and then used to decide
how to modify the sentences.

To some extent, the techniques described above for English can be adapted for
Portuguese. Ferreira et al. [2020] show two approaches, one based on syntactic
information and another based on SRL. In the first approach, sentences are split in
syntactic chunks and checked for named entities. Depending on the information
obtained, different transformation rules are applied. In the second, the applied
transformations depend on the arguments and verbs are identified by performing
SRL.
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An advantage of approaches based on rules or templates is that the created
models are not “black boxes", as is the case of neural networks. This means that
it is easier to understand and fix the results, which are also more predictable.
Moreover, these approaches generally do not require training data. A major dis-
advantage is the amount of manual labour for producing the rules. It is virtually
impossible to cover all possible situations, but, as long as there is data, a super-
vised learning approach is generally a faster way to adapting to the data, often
also achieving a better performance.

3.2.2 Generation based on Machine Learning

In this context, recurrent neural networks (RNNs) are usually used in an encoder-
decoder architecture. It is also common for them to include an attention mecha-
nism, which allows the decoder to focus more on some part of the data.

The encoder-decoder architecture is a type of neural network widely used in
NLP tasks to generate questions without pre-defined rules. Zhou et al. [2017]
implement a model whose encoder considers text features (e.g., answer position,
word case, PoS and NER tags) to produce a better encoding and generate answer-
focused questions. The model is based on bidirectional Gated Recurrent Unit (bi-
GRU) cells to read the input in both forward and backward orders. The decoder
is based on GRU and has an attention mechanism, for generating answer-specific
questions, and a copy mechanism, which calculates the probability of each word
being rare or unknown, in order to copy them, as the model tends not to consider
such words, thus ending being lost in the process.

Also implementing an encoder-decoder architecture, in this case based on
LSTM with attention, Du et al. [2017] developed two variations: one that only
considers information from single sentences and other that considers both sen-
tence and paragraph information. Regarding the encoder, both variations use
attention-based bidirectional LSTM encoders for the sentences, with only one us-
ing the paragraph encoder. In the simpler model, the decoder is initialized with
the representation obtained from the sentence encoder, while in the more complex
the sentence and paragraph encoders’ output is concatenated so that the decoder
can be initialized with it.

Transformers [Vaswani et al., 2017] are a more recent architecture that is also
composed by a multilayered encoder-decoder structure and relies more on the
attention mechanism. An important advantage of Transformers over RNNs is
the simpler architecture and the lower training time. BERT is one of such Trans-
formers, which has been used to automatize question generation in works by
Kriangchaivech and Wangperawong [2019] and Chan and Fan [2019]. The later
started by a straightforward use of BERT, adapting the model to the task without
considering decoded information from previous steps. After that, they try to im-
prove the results by considering sequential information and by trying to resolve
ambiguity related to the answer in the input text.

[Brown et al., 2005] explains how the automatic question generation is per-
formed for REAP, a system that provides questions to assess the learning of
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new vocabulary based on the student’s reading level. Six types of questions are
generated (definition, synonym, antonym, hypernym, hyponym and cloze ques-
tions), presented as word-bank or multiple choice questions. Word-bank ques-
tions present a list of words and a list of sentences or phrases with a blank space
that must be completed. Multiple-choice are our typical MCQs, composed by a
stem (not transformed, consisting of a sentence/phrase with a blank space) and
a set of possible answers in which only one is correct. Resorts to WordNet to ob-
tain the target word sense based on its PoS tag and on the sense more commonly
attributed to the word. In order to adapt the REAP system [Brown et al., 2005] to
the Portuguese language, Correia et al. [2012] created REAP.PT (REAder-specific
Practice PorTuguese), a tutoring system aimed at learners of Portuguese as a sec-
ond language. However, the approach used is very different, being more Machine
Learning oriented. Using newspaper articles in Portuguese, REAP.PT highlights
the words also present in the Portuguese Academic Word List (P-AWL) and gen-
erates multiple fill-in-blank stems for each of them. Texts are divided into indexed
sentences. To train the model, a gold standard consisting of sentences manually
classified as positive or negative examples is created. At the same time, features
(e.g., sentence length, target word position, proper names, co-occurrences) are
extracted from the sentences. Both gold standard and features are then used to
train the classifier based on a SVM.

[Wang et al., 2020] created a model constituted by a compromise between
answer-aware and answer-agnostic question generation. Both answer-aware and
answer-agnostic question generation have disadvantages. In answer-aware mod-
els, the generated questions can be more trivial, being easier to infer the answer
by the subsequent text and not so relevant to be asked. In answer-agnostic mod-
els, by removing the bias to the selected answers, there is the possibility of ques-
tions not being answerable by the source text, despite being well-formulated.
Combining both types of models, the proposed model is built upon the answer-
agnostic approach, but with hidden answers being inferred and generated ques-
tions based on the induced hidden answer. In this process, the hidden answers
are generated given the source text, and then both text and answers are combined
to produce the questions so that the probability of the answers being answerable
is higher.

According to the reviewed literature, the application of approaches based on
neural networks, especially in recent years, resulted in increasing developments.
More specifically, RNNs and Transformers have been successfully applied to the
task of AQG. The Transformer is a more recent architecture with state-of-the-art
performance in NLP. AQG is not an exception to the application of this new ar-
chitecture.

3.3 Distractor Selection

Distractor generation can be categorized according to the source of the distrac-
tors: with origin from the same text or from external sources. WordNet [Fell-
baum, 1998] is an external resource commonly used for this purpose. Mitkov
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et al. [2006] rely to WordNet to select distractors as semantically close to the cor-
rect answer as possible (e.g. “semantics" and “pragmatics" should be preferable
to “chemistry" and “mathematics" as distractors to “syntax"). For that, words
that share the same hypernym or even the hypernym itself of the target answer
are retrieved from WordNet and, in case of being too many, it is given preference
to those that also appear in the original text.

In the work of Zhang et al. [2020], the method used to generate distractors
was a combination of multiple approaches that result in three types of distractors.
Type-1 distractors are generated while dealing with numbers or target words that
can be converted to numbers, detected using regular expressions based on PoS.
After converted to a number, the value can be increased or decreased by some
units, changed within a range around the value or randomly. The example given
is of "Friday", that can be convert to the value "5", changed to "4" and converted
back to a word as "Thursday". Type-2 distractors are generated when a named
entity is detected (e.g., person, location or organization). In those cases, other
NEs of the same type can be searched in the text from which the question is be-
ing generated, alternatively recurring to external sources like knowledge bases.
Type-3 distractors are hypernyms selected from WordNet that have a similarity
value to the the target word within a certain internal in order to not be too similar
or too different ([0.6,0.85] is the example given). Distractors that contain the tar-
get word (e.g., "news" and "breaking news") are removed, as well as in the case
of having the same prefix and low edit distance to prevent misspelled versions of
the same word. These distractors are then ranked based on Word2vec [Mikolov
et al., 2013c] cosine similarity, WordNet WUP score [Wu and Palmer, 1994] and
edit distance score. For targets with multiple words, each word is selected accord-
ing to a fixed preference based on SRL and replaced based on a fixed preference
of type of distractor.

Stasaski and Hearst [2017] experimented generating distractors using ontol-
ogy structure and relationships, as well as using embeddings to calculate the
similarity between nodes and answer or question components.

In their work regarding REAP.PT, Correia et al. [2010] also mention multiple
ways to generate distractors. They experimented manually selecting distractors
for a random small set of stems, choosing as distractors words that were, in re-
lation with the correct answer, quasi-synonymous or quasi-antonymous, false-
friends, pseudo-prefix or pseudo-suffix variations or words with similar spelling
or sound. They also generate distractors based on similar features (e.g., PoS tag,
frequency, according to a distance calculus); by exploring common errors in Por-
tuguese (e.g., by modifying the answer with a table of common mistakes to ob-
tain misspelled word); or by filtering using lexical resources (similar to WordNet,
based on synonym sets and the relation between synonyms, hyponyms and hy-
peronyms). A given example is, to "condução", selecting as distractors "direção"
(both nouns derived from synonym verbs, "dirigir" and "conduzir", but with dif-
ferent meanings), "condição" (phonetically and graphemically similar) and "re-
dução" (unrelated but with the same prefix). As the objective is to generate dis-
tractors for a language learning context, another method is misspelling letters
commonly mistaken, like replacing "ss" with "ç" or "j" with "g".
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3.4 Post-processing

Mitkov et al. [2006] developed a post-editing environment in which one can edit
questions and replace distractors given a list of alternative ones. The post-editor
discards questions if they need too much revision or are not about central con-
cepts, or considers them “worthy" if they are ready to be used or only need some
post-editing. Needed post-editing is differentiated between “minor" (e.g., inser-
tion of an article, correction of spelling and punctuation), “fair" (e.g., re-ordering,
insertion or deletion of several words, replacement of one distractor at most) or
“major" (substantial rephrasing of the stem and replacement of at least two dis-
tractors).

The system by Hussein et al. [2014] allows to rank, review and store ques-
tions in a database to later be used to create exams. After AQG, a list of possible
questions is reported. The user can edit or remove the question and classify its
difficulty. Then, the question can be stored, being attributed to a specific course
and chapter created previously. By doing this, a bank of questions for a specific
chapter of a determined course can be created. The saved questions can later be
used to automatically generate exams with different levels of difficulty.

3.5 Evaluation

There are no standardized methods to evaluate AQG systems. However, we can
identify two main categories in the scientific literature: manual evaluation and
automatic evaluation.

In manual evaluation, the assessment is usually performed by people who are
knowledgeable of linguistics, of the questions topic, or that are representative of
the group the questions are destined for. For example, in Flor and Riordan [2018],
besides the comparison of two systems, two experts evaluate how well-formed
the grammar of the questions is, how semantically adequate the question is in
relation to the original sentence, and how relevant the information present in the
question is, by comparison with the information present in the original sentence.

Applied to the context of learning, in Stasaski and Hearst [2017]’s work the
quality of questions and distractors is evaluated by teachers. To evaluate the
quality of the questions, in [Mitkov et al., 2006], students were asked to answer
them after being post-edited and approved by a lecturer that certified that they
addressed taught materials. Considering two groups, one consisting of the top
and the other the bottom scores, three variables were considered: question diffi-
culty (i.e., ratio of students that answered the question correctly); discrimination
power (i.e., comparison of the number of students in each group who answered
the question correctly); and distractor usefulness (i.e., comparison of the number
of students in each group that selected each distractor, testing the premise that a
good distractor attracts more students from the lower scoring group than from
the upper).
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In Zhou et al. [2017], a work that uses the encoder-decoder model, various
versions of the model with different implementations are compared, as well as
a modified rule based system. The human evaluation considers the following
scale: “good", if the question is meaningful and matches the sentence and answer
very well; “borderline", if it matches the sentence and answer more or less; or
“bad", if it does not match or does not make sense. They also calculate preci-
sion and recall to evaluate each question type (“What...?", “How...?", “Who...?",
“When...?", “Which...?", “Where...?", “Why...?" or Other). Du et al. [2017] relies
on human evaluation for measuring the quality of the questions regarding nat-
uralness (i.e., grammatically and fluency) and difficulty (i.e., sentence-question
syntactic divergence and the reasoning needed to answer the question). To per-
form human evaluation, a random sample of sentence-question pairs was given
to four professional English speakers that rate the variables on a 1 to 5 scale.

Human evaluation is performed in [Wang et al., 2020] by resorting to vol-
unteers, where one hundred random sampled context-question pairs are used
to evaluate the quality of the model. The volunteers are asked to evaluate the
questions considering their Fluency (questions well-posed and natural in terms
of grammar and semantics), whether they are Answerable (questions can be an-
swered by the context paragraph) and their Significance (questions focus on the
significant parts of the source text). Significance can be evaluated by consider-
ing whether the question is simply a syntactical transformation or whether the
corresponding answers are trivial.

Automatic evaluation methods simplify and streamline the evaluation pro-
cess, as we can quite easily calculate a value without great human involvement.
This does not only enable to quantify the performance of the tested system, but
allows for a quick comparison with other systems for which performance scores
were computed with the same metrics. However, compared to human evaluation
methods, they also have limitations. Human evaluation, being performed by ex-
perts or potential users of the system, can have context specifities in account.
Furthermore, automatic evaluation is based on the comparison between candi-
dates and references. If a word from a candidate has the same meaning as the
correspondent from the reference but is a different word, it will simply be con-
sidered different, affecting the score. Moreover, an adequate reference dataset is
necessary to perform the evaluation, something that is not always readily avail-
able.

BLEU [Papineni et al., 2002] is a very common metric with some variations
and is used in many of the reviewed works. For example, in automatic evalu-
ation, Zhou et al. [2017] use BLEU-4 variation and Du et al. [2017] use BLEU-1,
BLEU-2, BLEU-3 and BLEU-4 variations. In addition to BLEU, Du et al. [2017]
also use METEOR [Banerjee and Lavie, 2005] and one of the metrics from ROUGE
[Lin, 2004], ROUGE-L. [Wang et al., 2020] compare their answer-aware and
answer-agnostic joint model approach with multiple answer-aware and answer-
agnostic models, according to BLEU (1,2,3 and 4), Meteor and Rouge-L. These
metrics are used to compare the generated questions with reference questions
created by humans.
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3.6 Summary

In this section we present a summary of the main works compiled in this chapter.
Each of them has described its reference, some brief highlights, dataset and evalu-
ation methods used and what language did they focus on. These works compose
a representative list of the variety of approaches available to the task of AQG with
text as the knowledge source, from rule or template based to machine learning.
Some are about AQG in general while others are more focused on the generation
of MCQs, some of those specifically on distractor selection methods. Regarding
the dataset, SQuAD is effectively the most commonly used. There is good variety
of human and automatic evaluation methods. English and Portuguese are the
languages that appear in this summary as they were the languages on which this
research focused on.

Table 3.1: Related Research

Reference Highlights Dataset Evaluation Language
Mitkov et al.
[2006]

Rule-based. Shallow pars-
ing. SVO or SV sentences.
WordNet to select distrac-
tors.

- Human English

Zhou et al.
[2017]

Feature-rich encoder and
attention-based decoder.
Copy Mechanism to deal
with rare/unknown words

SQuAD BLEU, Hu-
man

English

Hussein et al.
[2014]

Wh-questions or about
known entities. Sentences
matched with templates
based on syntactic informa-
tion. While training, a new
template can be created by
the user if not matched.
Automatic set of questions
the user can edit.

- - English

Flor and Rior-
dan [2018]

Generation of yes/no and
wh-questions using SRL.

SQuAD Comparison
with NN
system.
Human

English

Stasaski and
Hearst [2017]

Distractor generation us-
ing ontology relationships
and structure or by us-
ing embeddings to calcu-
late the similarity between
nodes and answer or ques-
tion components.

- Human English

Continued on next page
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Table 3.1 – continued from previous page
Reference Highlights Dataset Evaluation Language

Ali et al. [2010] Wh-questions. Rules. Syn-
tactic tree to extract elemen-
tary sentences. After PoS
and NER tagging, classi-
fiers determine the question
type

TREC-
2007

- English

Correia et al.
[2012]

Portuguese version of
REAP. Fill-in-the-blank
(cloze) questions. SVM
classifier, trained with
features extracted from
the sentences and a Gold
Standard.

News
corpus,
P-AWL

- Portuguese

Correia et al.
[2010]

Multiple ways to generate
distractors

- - Portuguese

Du et al. [2017] RNN encoder-decoder
architecture with atten-
tion mechanism. Com-
pares sentence-level and
paragraph-level encoding.

SQuAD Human,
BLEU,
METEOR,
ROUGE

English

Ferreira et al.
[2020]

One approach based on
rules that use NER and syn-
tactic information. Other
based on SRL.

Multieight-
04

BLEU,
ROUGE-L

Portuguese

Chan and Fan
[2019]

Three different NN based
on BERT: a straightforward,
considering sequential in-
formation and addressing
ambiguity

SQuAD BLEU,
ROUGE-L,
METEOR

English

Kriangchaivech
and Wangper-
awong [2019]

Generation of questions us-
ing Transformers, with no
hadcrafted templates

SQuAD WER English

Zhang et al.
[2020]

Combines multiple meth-
ods (PoS tagging, NER,
SRL, regular expressions,
domain knowledge bases,
word embedding, word
edit distance, WordNet, ...)
to generate distractors

US SAT
(Scholas-
tic As-
sessment
Test)

Human English

Ch and Saha
[2018]

Survey about Automatic
MCQ Generation from text

- - English

Kurdi et al.
[2020]

Survey about AQG for edu-
cational purposes

- - English

Wang et al.
[2020]

Combination of answer-
aware and answer-agnostic
approaches in a joint model

SQuAD Human,
BLEU,
METEOR,
ROUGE

English



Chapter 4

A Pipeline for Question Generation

Recalling the main objective established in Chapter 1, we set out to develop a sys-
tem comprised of the integration of computational tools for automatically gener-
ating MCQs from contents written in English. Generating questions with this
system, even if minor adjustments are needed, would require less effort and time
compared to generating the questions entirely from scratch.

From the reviewed literature, we identified different approaches and tech-
niques for the task of Question Generation in the English language. In a early
phase of the work, with the objective of experimenting some of the resources
identified as useful for the development of the project and determine if they were
feasible for future work, a preliminary experimentation was performed. Based
on a workflow inspired by what was reviewed in some of the related works and
by the preliminary experimentation, we outlined a pipeline to achieve our goals.

The proposed system pipeline, from plain text to generated MCQs, can be
seen in Figure 4.1. It is divided into five steps: Pre-processing, Answer Selection,
Question Generation, and Distractor Selection. Pre-processing is responsible to
prepare the text for the next steps. In Answer Selection, we select answer can-
didates from the text and that will serve as the basis to generate the questions.
Question Generation, as the name suggests, is composed of the methods respon-
sible to create the text of the questions, that is, the stems. We consider answer
selection and question generation to be an iterative "block". That means that the
generation of a question occurs immediately after the selection of an answer. For
each answer, the system generates the possible questions, and only then proceeds
to the next answer. It is also in this step that we differentiate between the two ap-
proaches. At last, in Distractor Selection we resort to methods that select candi-
date distractors from the text or from external sources. In this section, we describe
each of the steps of the workflow.

Despite the proposal of two approaches to generate questions (excluding the
various options available to select distractors that are available to both), the ma-
jority of the steps are common to both, with the difference being in Question
Generation. While both approaches are based on existing works, the decision to
include both was not only to compare them but also because of the control we
have over their performance. In the rule-based approach, we have full control of

37
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how it works, as the rules can be changed. The other approach, based on existing
works that address the use of ANNs and already available Transformer models
fine-tuned for our task, is more of a "black-box" option which we cannot change
much about how they work. To change something, we would need to train the
models from scratch. Examples of these fine-tuned models are a T5 model1 or
a solution built using multiple pre-trained models2, both available in Hugging-
Face.

Text

Pre-processing

Answer Selection

Question Generation

Distractor Selection

MCQs

Repeat for
each answer

Figure 4.1: System workflow

In this chapter, we describe the system steps present in Figure 4.1 and how
they were implemented with some examples. We also establish the types of eval-
uation used and the chosen metrics.

4.1 Pre-processing

In Pre-processing, the input written contents are prepared for the following steps.
Let’s consider text length. In case input text is considered to be too long (e.g., lim-
itations of the length of the contexts to be used in Question Generation), it may be
beneficial to divide it into smaller pieces. If it is already structured into subdivi-
sions, like paragraphs and chapters, we can start by using those pre-existing divi-
sions. In much of the literature, the text is broken apart so that each document is a
single sentence. Here, we have our first choice: having a single sentence or mul-
tiple sentence documents (with "document" being each "block of text" given as
input). Smaller documents can make the generation of questions advantageous,

1https://huggingface.co/mrm8488/t5-base-finetuned-question-generation-ap
2https://github.com/AMontgomerie/question_generator

https://huggingface.co/mrm8488/t5-base-finetuned-question-generation-ap
https://github.com/AMontgomerie/question_generator
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with less processing required. We verified that in reviewed literature a great num-
ber of the implemented methods were designed to only consider each sentence
individually when generating questions. However, documents resulting from not
dividing the text so much also have their perks. Having multiple sentences per
document requires more complex co-reference resolution. By resolving pronouns
found in sentences different from the ones the noun/noun phrases they refer to
are, we can detect if a certain entity is present in more than one sentence. Doing
this also helps diminish ambiguity. Considering this, some experiments will be
performed to decide which will be our preferred choice.

Sorting the documents by the relevancy of their sentences, or selecting only a
predefined number of the most important documents, can be a way to distinguish
them and deal with time or processing constraints. Another related method that
may help with the relevancy problem is summarization. When summarizing,
the main ideas remain present in the text at the same time as they become less
complex, which can be beneficial in later steps.

There are also simpler techniques that can be used in pre-processing, such as
lemmatization or removal of stop words and punctuation. For example, after
using lemmatization, some words that previously would not be recognized as
answer candidates may be recognized afterward, causing the document to have
a higher percentage of words from which answers can be derived.

In our implementation, we centered on co-reference resolution. Written con-
tents commonly have pronouns or expressions that make more sense while in
context, as they refer to other expressions present in the text. When generat-
ing questions automatically, such questions can include these pronouns, possibly
making it difficult to fully understand them. To prepare the contents for the fol-
lowing phases of the pipelines, it is beneficial to substitute these expressions with
the ones they refer to and that is more comprehensible while isolated, compared
to the originals.

To perform co-reference resolution we used the "neuralcoref"3 library. With
this library, we are able not only to group text segments that refer to the same
thing but also to retrieve the complete text with these expressions already re-
placed. In Figure 4.2 we have an example of how co-reference resolution changed
the text of the first section of the article "Coimbra" from Wikipedia. Due to incom-
patibilities with another library used for question generation – each requiring dif-
ferent versions of the NLP library SpaCy – we could not incorporate the use of
co-reference resolution in the same Python environment. So, as a second plan, a
second environment with adequate libraries was created.

The written contents used in experimentation and evaluation were Wikipedia
articles as the source text and the SQuAD dataset as reference. Specific to the
Wikipedia articles, we pre-saved the articles so that we would not need to search
them every time we would use them, as well as to circumvent the problem of
using a different Python environment for co-reference resolution. To do so, we
used the "wikipedia"4 library. Besides each Wikipedia article being saved locally

3https://spacy.io/universe/project/neuralcoref
4https://pypi.org/project/wikipedia/

https://spacy.io/universe/project/neuralcoref
https://pypi.org/project/wikipedia/
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Figure 4.2: Co-reference resolution example in the Coimbra article from
Wikipedia

in their original version, we also saved them with co-reference resolution (done
in a different environment due to libraries’ version incompatibility).

When using one of the articles, we loaded them using a function that splits
the document based on the section titles. We decided to take advantage of the
already existing text sections to divide the text. For each section, newlines were
replaced by blank spaces.

4.2 Answer Selection

Once text is divided into smaller documents and their content is pre-processed,
the next step is to identify terms or expressions that could be used as answers. As
established in the pipeline (Figure 4.1), the system generates questions consider-
ing answers as a starting point. This is due to part of the methods used in the
Question Generation approaches needing the answer to be obtained first, namely
answer-aware transformers. To do this automatically, we can rely on statistic or
linguistic information, such as TF-IDF, named entities, part-of-speech, and syn-
tactic chunks. For that, we can use available tools for statistic and linguistic pro-
cessing, such as SpaCy5 or NLTK6.

Main concepts or ideas usually appear more times in texts about certain topics,
especially if they are domain specific. Knowing this, word frequency can be a
way to identify relevant terms. It is important to verify the existence of words
that can have high frequency but are irrelevant as possible target answers, like
stop words, and remove them. An evolution of that idea is TF-IDF. This metric
does not only take into consideration the frequency of the word, but also the
number of documents where it occurs. In that way, words with high frequency
in a certain document but sparse in others can be understood as representative of
concepts specific to the document and, therefore, be relevant.

5https://spacy.io/
6https://www.nltk.org/

https://spacy.io/
https://www.nltk.org/
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Using PoS tagging or shallow parsing allows the identification of the syntactic
function of the words. Then we can choose to use words from a certain class (e.g.
nouns or noun chunks) as answer candidates. By using NER we can identify
mentions to entities of a specific type (e.g. person, location, ...). The named entity
type can be then used to determine how the sentence will be transformed into a
question.

During the development, we tested multiple methods: terms (single words),
clauses, bigrams, trigrams, named entities and noun chunks, as well as a com-
bination of terms, named entities and noun chunks. We also experimented with
transformers for this task. To do that, we isolated the answer selection part from
pre-existing question generation pipelines7.

All of these methods were evaluated. Based on the results (see Chapter 5), the
final version includes named entities, noun chunks and candidates selected by a
transformer.

In our implementation we consider each sentence individually while looking
for answer candidates. In the case of named entities, we use SpaCy to detect these
expressions, returning a list of the candidates found as well as their named entity
labels.

The process is similar to noun chunks, where the same library is used. How-
ever, as in subsequent steps it matters if an answer (or part of it) corresponds to a
certain label, we try to associate each noun chunk with a named entity label. For
that, we start by looking for named entities identical to the noun chunk. If one
is found, we attribute to the noun chunk the label of the named entity. If not, we
still try to find a label by repeating the process, but this time for the tokens of the
noun chunk. To obtain the tokens, we process the text, removing punctuation,
tokenizing and excluding stopwords (using NLTK). If there are tokens identified
as a certain label, we attribute to the noun chunk the first found.

Our transformer method is based on an already existing prepend question
generation pipeline8. We isolated the part of the pipeline that selects answers
based on a given context. Then we try to attribute a named entity label to the
answers in the same way we did it to noun chunks.

4.3 Question Generation

After obtaining a candidate answer and the corresponding context (e.g., sen-
tence), the objective is to generate the text of the question, that is, the stem. As
referred to before in this chapter, the pipeline (Figure 4.1) was initially projected
so that, for each selected answer, the system would generate the possible ques-
tions and then proceed to do the same for the next candidate.

Some systems replace the term in the sentence that will be the answer with a
blank space. In that case, the sentence remains declarative. However, we estab-

7https://github.com/patil-suraj/question_generation
8https://github.com/patil-suraj/question_generation

https://github.com/patil-suraj/question_generation
https://github.com/patil-suraj/question_generation
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lished in a earlier phase of the work that we wanted our system to transform
the sentence into a question, as it seemed an interesting task that would add
value to the work. Rule-based approaches transform sentences by modifying
and rearranging their words. To do so, the structure of the sentence must match
pre-existing rules, usually handcrafted. This includes transformations based on
subject-verb (SV) and subject-verb-object (SVO) structures, as well as Semantic
Role Labelling (SRL). To apply the rules, the identification of PoS tags, chunks
and named entity types can be helpful.

An alternative could be the use of templates. These are usually simpler mod-
els, with generated questions resulting from the addition of a certain component
from the original document to an almost ready-to-use question. However, this
type of approach would need the production of a high quantity of handcrafted
templates, making the system less autonomous than using rules, that are more
adaptable to different contexts.

As mentioned before, the same workflow is considered when resorting to
Transformers. Transformers are considered state-of-the-art models. There are
several models fine-tuned for question generation in English, available out-of-
the-box and easy to use. As mentioned before, the HuggingFace website is where
several models are available and which can be used in Python with the "trans-
formers" library. The main con of Transformers is the less control we have. Un-
like rules, Transformers already trained and fine-tuned cannot be changed or
adapted, being kind of a "black box", unless we train them with other hyper-
parameters or new data.

In theory, we consider generating the questions for each answer, then proceed
to generate the questions for the next, and so on. Despite that, during develop-
ment, we found it to be more intuitive to first find all the candidate answers and
then proceed to generate the questions for all these answers. However, as in pre-
processing we split the source texts according to their sections, in practice we first
find the answers for a section, then generate the questions for these answers, and
proceed to perform this cycle for the remaining sections.

The implemented methods were based on rules and Transformers. While we
resorted to transformers already fine-tuned for this task, the rule-based method
was completely implemented by us, with the exception of the use of libraries to
do linguistic analysis, such as finding clauses, named entities and so on. The rules
are listed in Appendix A.

4.3.1 Rules

In our rule-based approach, questions are produced by giving as input the answer
and correspondent label obtained in the answer selection phase, as well as the
sentence that contains the answer.

The first step is detecting the clauses that compose the sentence. This can
be achieved using the Claucy library. It is also relevant to detect the verb tense
from the sentence, as well as if the clauses contain the verb, because we can only
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generate questions from clauses with a verb. Beyond clause detection, the library
also returns its type (SV, SVA, SVC, SVCA, SVO, SVOA, SVOC, SVOCA, SVOO
or SVOOA), based on its components (subject, verb, direct object, indirect object,
complement or adverbial). To notice that a clause may have an adverbial without
the library reflecting it in the type. While implementing, we decided to join the
rules between types whose difference is having or not an "A", as the same rules
can be applied to both. In practice, it is as if we only consider five distinct types –
SV, SVC, SVO, SVOC and SVOO – all of them possibly containing adverbials or
not.

After determining the clause type, it is detected in which component the an-
swer is present. For example, if the clause is of type SV or SVA, we check if
the answer is present in the subject or in an adverbial. Or, if it is of type SVO
or SVOA, we check for the answer in the subject, direct object or an adverbial.
According to the type, where the answer is located and the verb characteristics
(existence of helping verb, form of "to be" or "to have", ...), the respective rules are
applied.

Much of what differentiates the rules is how verbs are treated. When the ques-
tion is about the subject, that is, the answer is contained in the subject, we simply
include the verb in the question as it is in the original sentence. In the other cases,
there are multiple alternatives. For example, from the sentence "Luís de Camões
wrote a considerable amount of lyrical poetry and drama.", with type SVO (Claucy out-
put being <SVO, Luís de Camões, wrote, None, a considerable amount of lyrical
poetry and drama, None, []>) and the answer being "Luís de Camões", by applying
the rule "pronoun + verb + direct object + adverbials + ?" we can get the question
"Who wrote a considerable amount of lyrical poetry and drama?".

If the verb is composed of only one word and is a conjugation of "to be", the
verb is not altered. In this case, from the sentence "Luís de Camões epic work was
Os Lusíadas." of type SVC (Clacy output being <SVC, Luís de Camões epic work,
was, None, None, Os Lusíadas, []>) and answer "Os Lusíadas", by applying the
rule "pronoun + verb + subject + adverbials + ?", we can get the question "What
was Luís de Camões epic work?".

When the verb is composed of at least two words and the helping verb is a
conjugation of "to be" or "to have", the rule determines that they are split, with
the helping verb put before the subject and the main verb after. However, for
these cases we had some problems. For example, in the case of the verb being
"had been writing", Claucy only identifies "been writting" as the verb. Similarly,
for the verb "had been", the only part identified as a verb was "been". In these
cases, we could not generate the questions as intended.

In the other cases, an auxiliary verb (according to the original tense), is put
before the subject and the lemma of the original verb is put after. Returning to
the example "Luís de Camões wrote a considerable amount of lyrical poetry and drama.",
if we intend "a considerable amount of lyrical poetry and drama" to be the answer, we
get "What did Luís de Camões write?". The auxiliary verb is determined according
to the verb tense or the label of the answer. If the tense is "VDB", that is, past, the
auxiliary is "did". This is the case of our example. If the tense is "VBZ", that is,
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third person singular present, or if the label is "PERSON", the auxiliary is "does"
(as we consider that it is referring to "He", "She" or "It"). The default is "do", as
we consider that it is referring to "I", "You", "We" or "They".

The question pronoun used in a certain question is determined by the label of
the answer. If the label is:

• "PERSON" or "ORG", the pronoun is "Who";

• "TIME", "DATE" or "ORDINAL", the pronoun is "When";

• "GPE", "FAC" or "LOC", the pronoun is "Where";

• "QUANTITY", "MONEY", "CARDINAL" or "PERCENT", "How much/many"
is used.

If the answer label does not match any of the above (being for example
"EVENT", "LANGUAGE", "LAW", "NORP", "PRODUCT" or "WORK_OF_ART"),
or the answer does not have a label, the default "What" is used.

Figures 4.3, 4.4, 4.5 and 4.6 contain more examples of the process of generat-
ing questions with rules. From the initial sentence and the answer (in bold), the
structure type and its components are determined. From there, according to the
conditions referred above, the respective rule is applied.

Figure 4.3: Example of question generated from a clause of type SVA, with the
answer being a named entity of label CARDINAL present in the subject, and a
simple verb in present tense

Later, with the question already generated, we check the pronouns with a
masked language, also based on a transformer, BERT9. If a question contains
"How many/much", it is needed to determine the most probable option. To do
that, we replaced "many/much" by a "[MASK]" token. Then we give the altered
string and the answer to determine what word should be there. In the case we
are trying to resolve if the text should contain "much" or "many", we simply re-
place "much/many" by [MASK] and give the altered question plus the answer
to the unmasker. It returns various alternative words, from which we obtain the
one with the best score. Using the question "How much/many live in Coimbra?" as

9https://huggingface.co/bert-base-uncased

https://huggingface.co/bert-base-uncased
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Figure 4.4: Example of question generated from a sentence of type SVA, with the
answer being a named entity of label DATE present in the subject, and a verb "TO
BE" in present tense

Figure 4.5: Example of question generated from a clause of type SV, with the
answer being a noun chunk present in an adverbial without NE label, and a com-
pound verb in past tense

an example, we transform it into "How [MASK] live in Coimbra?". The unmasker
returns "live", with the final version of the question being "How many live in Coim-
bra?".

In the other cases, we repeat the same process twice. First only with the ques-
tion, then with the question and the answer together. With the tokens returned
by each of these cases, plus the original token that we are trying to determine
if it is the more proper to the question, we use a voting system. In this voting
system, we check which of them occurs the most, being the one that stays in the
sentence. Using the question "What were the University of Coimbra historical build-
ings classified?", we check if the pronoun "What" is the correct. For this, we give
the unmasker the string "[MASK] were the University of Coimbra historical buildings
classified?", that is the original question with "What" replaced by "[MASK]", and
"[MASK] were the University of Coimbra historical buildings classified? a World Her-
itage", composed by the same treatment to the question plus the answer. From
these cases, we get two different outputs. For the first, we get "What", with the
question being equal to the original. For the second, we get "Why", and the ques-
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Figure 4.6: Example of question generated from a clause of type SVC, with the
answer being a noun chunk present in the subject with NE label ORG, and a verb
"TO BE" in past tense

tion would be "Why were the University of Coimbra historical buildings classified?".
As considering the totality of the options we got two "What" and one "Why", we
remain with the "What".

4.3.2 Transformer

In a early phase of the work, with the objective of experimenting some of the
resources identified as useful for the development of the project and determine
if they were feasible for future work, a preliminary experimentation was per-
formed. It was in this preliminary experimentation that we first used the trans-
former [Romero, 2021]10. This is a model based on T5 [Raffel et al., 2020] and
fine-tuned on SQuAD v1.1 for AQG.

Later we experimented with some more from a Github repository11. This
repository includes some answer-aware transformers (i.e., which require the an-
swers for generation) – QG, QA-QG and QG Prepend – and one answer-agnostic
(E2E). They are also based on the T5 model and trained on SQuAD v1. In this
case, the answer-aware transformers also perform answer selection. QG was im-
plemented for the single task of Question Generation. On the other hand, QG-QA
can be used for both for Question Generation and Question Answering. While
QG and QG-QA use highlights to identify the answer in the context (e.g., "<hl>
42 <hl> is the answer to life, the universe and everything."), QG Prepend, as the name
denotes, prepends the answer to the context (e.g., "answer: 42 context: 42 is the an-
swer to life, the universe and everything."). The highlighs implementation is based
on [Chan and Fan, 2019] and E2E is based on the ideas from [Lopez et al., 2020].
[Romero, 2021] also uses the prepend format.

In the final version of the system, we resort to [Romero, 2021]12, as it was the
one with better results in Chapter 5. With the other answer-aware we had some
problems in isolating the Question Generation part without deteriorated results,

10https://huggingface.co/mrm8488/t5-base-finetuned-question-generation-ap
11https://github.com/patil-suraj/question_generation
12https://huggingface.co/mrm8488/t5-base-finetuned-question-generation-ap

https://huggingface.co/mrm8488/t5-base-finetuned-question-generation-ap
https://github.com/patil-suraj/question_generation
https://huggingface.co/mrm8488/t5-base-finetuned-question-generation-ap
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something that we needed to be able to use them with other Answer Selection
Methods. We can also opt for the answer-agnostic transformer (E2E).

For example, by using a answer-agnostic transformer (E2E) to generate a ques-
tion from the sentence "Coimbra is a city and a municipality in Portugal.", we get
"Coimbra is a municipality in what country?". Using a answer-aware transformer
([Romero, 2021]), we are able to choose a answer, like "Coimbra", getting the
question "What is the name of the city in Portugal?". If we instead use "Portugal" as
a answer, we get "In what country is Coimbra located?".

4.4 Distractor Selection

Distractors are an essential part of a MCQ. We identified two ways to select dis-
tractors: extracting words or phrases from the same document the questions were
generated from, or resorting to external sources, like knowledge bases and on-
tologies. To select from the same document, we identified name entities of the
same label as the correct answer. To obtain distractors from external sources,
we resorted to GloVe (Pennington et al. [2014]), WordNet (Fellbaum [1998]), DB-
pedia (Auer et al. [2007]) and a Transformer (voidful/bart-distractor-generation-
both13).

4.4.1 Named Entities

This method receives as input the correct answer and its named entity label, the
text from where it was retrieved (in the case of our tests, not only the section but
the entire Wikipedia article), a penalty value (to be applied when the distractor or
a distractor token is synonym with the answer or answer token) and the number
of distractors we want to select.

We start by verifying if the answer has a named entity label. If not, we proceed
to determine if the answer or its tokens have one (in this case tokens not neces-
sarily being only single words but also substrings that correspond to an entity
with a respective label). Having now one or more named entities from the cor-
rect answer, we proceed to verify the existence of named entities in the text. For
each pair <correct answer, candidate distractor>, we check if they are different
strings (after processing), if they have the same label and if the candidate dis-
tractor is not already in the distractors list. The processing applies lowercasing,
punctuation removal and stop words removal (the last using the NLTK list). If the
conditions verify, their similarity is checked via SpaCy, that uses a method based
on Word2vec. If they have common or synonym tokens, a penalty is applied to
the value of the similarity. To identify synonymous, we resort to WordNet.

If the number of possible distractors is less than the number of desired dis-
tractors, we proceed to apply a similar process, this time for the tokens of the
answers.

13https://huggingface.co/voidful/bart-distractor-generation-both

https://huggingface.co/voidful/bart-distractor-generation-both
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After this, the list of possible distractors is sorted in descending order, with the
first ones returned. In our tests, we limited the number of returned distractors to
five.

For example, by selecting named entities as distractors for the answer "the
Arctic Ocean", a named entity with label LOC (location), we got:

• "the Gulf Stream"

• "North Atlantic Drift"

• "the Northern Hemisphere"

• "the Emba River"

• "the Southern Hemisphere"

4.4.2 GloVe

Using the Gensim library, we were able to obtain a word embedding model pre-
trained with Wikipedia data (’glove-wiki-gigaword-100’). We chose this model
mainly because we chose to test the system with Wikipedia articles, and so a
model trained with Wikipedia data seemed suitable. There were other models
trained with more or less quantity of data, with we choosing this model as the
compromise between not being the model trained with less data but also not
being the one with the bigger size, what would result in taking more time to
perform the same task.

We start by preprocessing the correct answer as in the previous approach,
obtaining a version of it in lower-case, without punctuation and stopwords, as
well as obtaining its tokens.

First, we get the n most similar words to the answer according to word embed-
dings. In case the number of words selected as distractors is not sufficient, we try
to get more according to the processed version of the correct answer. If it still is
not sufficient, we repeat the process, this time for the tokens of the answer. How-
ever, in this case, the distractors will not be the most similar words, but versions
of the correct answer with the token replaced with the correspondent alternative
word.

For each distractor, we then verify if it has synonyms common to the correct
answer or if they share tokens (resorting to WordNet to obtain the synonyms). In
these cases, the similarity score takes a penalty.

In the end, the distractors are sorted in descending order according to the
similarity score, with the first n being returned.

For example, by generating distractors with GloVe for the correct answer "the
Kingdom of Portugal", we got:

• "the kingdom of spain";
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• "the kingdom of brazil";

• "the kingdom of argentina";

• "the kingdom of italy";

• "the kingdom of greece".

In this example, the method only returned "spain", "brazil", "argentina", "italy"
and "greece", with the distractors being the replacement of "Portugal" with these
tokens in the answer.

4.4.3 WordNet

In the case of distractors selected via WordNet, we only give as input the correct
answer, the penalty and the number of distractors we want to select.

The correct answer is pre-processed, getting the answer lower-cased and with-
out stopwords and their tokens (also not considering stopwords).

Then we proceed to get the cohyponyms of the answer. In this process, the
blank spaces are replaced by underscores, as in WordNet synsets whose names
have multiple words use underscores instead of blank spaces. First, we get the
synsets the expression belongs to and, for each of them, we get the hypernyms.
Then, we get the hyponyms of each hypernym. To prevent having distractors
with the same meaning of the correct answer, we verify if they are not synonyms.
After getting the names of the lemmas of each cohyponym synset, and replacing
the underscores with blank spaces, the cohyponyms are returned.

If the number of retrieved cohyponyms is less than the necessary number, we
proceed to repeat the process for the pre-processed version of the answer. If after
that the number of distractors is not still sufficient, we do that again for each
token.

After getting the distractors, we filter them. For each, the similarity with the
correct answer is calculated and, if they have tokens in common, the penalty is
applied. The list of distractors is then sorted by descending order of similarity
and the first n are returned.

For example, using this method to generate distractors for the answer "Physics
and Infrared Astronomy", we got:

• "earth science";

• "chemical science";

• "life science";

• "optics";

• "chemistry".
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4.4.4 DBPedia

We also applied the concept of cohyponyms in the DBpedia method. Initially,
we tried with multiple proprieties, searching for broader concepts (hypernyms),
concepts of the same type or related to the same class. After some experimenta-
tion, only the distractors retrieved with "skos:broader" seemed good enough to
be distractors. As a consequence of this, we opted to only obtain them via this
propriety.

As in the WordNet approach, the function receives the answer, the number
of distractors wanted and the penalty. The answer is preprocessed in a similar
way to that described before, obtaining a processed version of the answer and its
tokens.

To better cover the possible results retrieved from DBpedia queries, we pre-
process the answer so that we can use a version with the first character upper-
cased and the other version lower-cased, as DBpedia labels revealed to be case-
sensitive.

Firstly, we query for URIs that have as a label our possible answer, retrieving
DBpedia labels. Then, for each of those labels, we query for broader concepts of
the URIs obtained using "skos:broader". Inversely, we proceed to, for each of the
broader concepts, obtain the narrower concepts. If the narrower concept is not
already in the distractors list and is different from the answer, we proceed to add
it to the distractors list.

Similarly to the previous methods, if the number of distractors obtained is not
at least the same as the desired, we first repeat the process with the processed
correct answer and, if still not sufficient, with the tokens.

With all the distractor candidates, we filter them in the same way as already
described. For each <correct answer, distractor candidate> pair we calculate their
similarity or if they have synonyms or tokens in common. If positive, a penalty
is applied to the similarity score. In the end, the best-scored candidate distractors
are returned.

Using as example the answer "holographic recording", resorting to DBpedia
gave us the following distractors:

• "Video storage";

• "Computer data storage";

• "Data synchronization";

• "Data modeling";

• "Data quality".



4.5. SUMMARY 51

4.4.5 Transformer

We resorted to an already fine-tuned BART transformer14, based on the ideas
from [Chung et al., 2020]. It was trained with the dataset RACE ([Lai
et al., 2017]).

To obtain distractors, it is necessary to include in the input both question and
answer ("</s> question </s> answer"). One of the disadvantages of this method is
that this input has a maximum length limit of 1024 characters. The other is, when
generating multiple distractors, the possibility of some of them being repeated.

While in the paper this transformer was based on (Chung et al. [2020]), the
examples include interrogative sentences, the dataset used to train it includes
declarative sentences. Our questions not being in the same style as the sentences
found in RACE may be the explanation to some less good results, like the re-
peated distractors. However, we did not found many models trained for this task
easily available, and so decided to use it anyway as resorting to a transformer to
preform this task remained interesting.

For example example, by selecting distractors for the answer "Roger Taylor",
we got the following distractors:

• "John Deacon";

• "Queen";

• "Freddie Mercury";

• "Jack Deacon";

• "The British band".

4.5 Summary

In this section, we presented the pipeline established to develop a system capable
of generating MCQs automatically for the English language. Each of the steps
that compose the pipeline – Pre-processing, Answer Selection, Question Genera-
tion and Distractor Selection – are described, referring to how we could approach
the development of each of them, its methods and what was effectively imple-
mented.

In Chapter 5 we present in detail the evaluation performed to compare the
different methods and their results. This evaluation was comprised of both auto-
matic evaluation and evaluation based on human opinion.

14https://huggingface.co/voidful/bart-distractor-generation-both

https://huggingface.co/voidful/bart-distractor-generation-both




Chapter 5

Evaluation

While reviewing related works, we identified two types of evaluation metrics
that we could use to access our system: evaluation performed automatically and
evaluation based on human opinion. In this section, we describe how we per-
formed both types of evaluation, the metrics used, the results obtained, and what
we concluded from them.

Throughout both the development of the project as well as in its conclusion,
it was necessary to evaluate the performance of the approaches that were con-
sidered during the development or effectively implemented. Evaluation during
the development served mainly for, within the multiple approaches considered,
deciding those we should focus on. In the final phase of the work, the evaluation
was performed so that we could draw conclusions about the performance of the
developed system.

During the development of the project, we analyzed various answer selec-
tion methods, as well as multiple models of question generation, using auto-
matic evaluation. In automatic evaluation, we applied metrics identified in the
reviewed scientific literature (BLEU and ROUGE), presented in Chapter 3. This
was possible because of the existence of reference data, like SQuAD1 (Stanford
Question Answering Dataset). This dataset is composed of Wikipedia article pas-
sages (we also refer to them as paragraphs), where for each passage there is a
list of answers, their location on the paragraph and the corresponding question
created by humans. We can consider them as question-answer pairs, in which the
answer is stated once or more in the paragraph. In Answer Selection, we resorted
to additional metrics so we could draw more conclusions, as detailed in Section
5.1.

Regarding the final evaluation, we resorted to human opinions. In addition
to this evaluation allowing us to draw conclusions about the performance of the
system, it enables us to do it considering its end users. As humans will be the
end users and biggest beneficiaries of the system, it makes sense for the sys-
tem to be evaluated by them. This was performed in two ways. Using forms
mainly distributed to people related to the project (IPN and Mindflow), we tried

1https:/rajpurkar.github.io/SQuAD-explorer/
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to obtain data relative to the quality of the generated questions and which one of
the distractor selection methods gave more relevant results. To do so, we used
Wikipedia articles about generally well-known thematics. We were also asked by
Mindflow to perform a more profound analysis based on the same articles, but
considering a greater amount of text and, consequently, more generated ques-
tions (only the stems, not considering the distractors). This more detailed evalu-
ation ended up being performed by the author of this thesis.

5.1 Automatic Evaluation

Automatic evaluation is the fastest way of getting some conclusions on the per-
formance of the methods, which may help in selecting the best methods. More-
over, automatic evaluation is replicable and subjects all methods to the same task
and evaluation metrics. To know what would be the best-suited answer selection
methods to be implemented, we tested the following:

• Terms: individual words (unigrams);

• Bigrams: groups of two words;

• Trigrams: groups of three words;

• Named Entities: phrases that are classified into a certain group (e.g., per-
sons, geographic sites, dates, ...);

• Noun Chunks: nouns and the words describing the noun;

• Clauses: part of a sentence, or a sentence itself;

• T+NEs+NCs: Terms, named entities and noun chunks.

We used as a reference the dev set of SQuAD v1.1. The dataset is constituted
by a set of passages and, for each passage, a series of answerable questions and
their answers are listed. In Figure 5.1 we have a portion of the dataset. The
example contains a passage (context) from a Wikipedia article, questions about
the passage created by humans and answers identified in the text that can be used
as reference. For example, for the answers "Mediterranean" or "a Mediterranean
climate", "What kind of climate does southern California maintain?" is an example of
a question that can be generated.

5.1.1 Automatic Evaluation of Answer Selection Methods

For the task of Answer Selection, all of the methods referred above were tested
with and without stop words (Table 5.1 and Table 5.2). That is, we tried to see
if the presence of stop words would influence the scores. The answers were also
sorted accordingly with TF-IDF. The metrics were the average of the values for
each paragraph of the following:
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{"context":"Southern California contains a Mediterranean climate, with infrequent rain
and many sunny days. Summers are hot and dry, while winters are a bit warm or mild and
wet. Serious rain can occur unusually. In the summers, temperature ranges are 90-60’s
while as winters are 70-50’s, usually all of Southern California have Mediterranean cli-
mate. But snow is very rare in the Southwest of the state, it occurs on the Southeast
of the state.",

"qas":[

{"answers":[{"answer_start":31, "text":"Mediterranean"}, {"answer_start":29, "text":"a
Mediterranean climate"}, {"answer_start":31, "text":"Mediterranean"}], "question":"What
kind of climate does southern California maintain?", "id":"5705fc3a52bb89140068976a"},

{"answers":[{"answer_start":59, "text":"infrequent rain"}, {"answer_start":59,
"text":"infrequent rain"}, {"answer_start":59, "text":"infrequent rain"}], "ques-
tion":"Other than many sunny days, what characteristic is typical for the climate in
souther California?", "id":"5705fc3a52bb89140068976b"},

{"answers":[{"answer_start":243, "text":"60’s"}, {"answer_start":243, "text":"60’s"},
{"answer_start":243, "text":"60’s"}], "question":"What is the low end of the temperature
range in summer?", "id":"5705fc3a52bb89140068976c"},

{"answers":[{"answer_start":353, "text":"very rare"}, {"answer_start":353, "text":"very
rare"}, {"answer_start":353, "text":"very rare"}], "question":"How frequent is snow in
the Southwest of the state?", "id":"5705fc3a52bb89140068976d"},

{"answers":[{"answer_start":269, "text":"70"}, {"answer_start":269, "text":"70"}, {"an-
swer_start":269, "text":"70"}], "question":"What is the high end of the temperature
range in winter?", "id":"5705fc3a52bb89140068976e"}]

}

Figure 5.1: Example from SQuAD: Passage (context) from a Wikipedia article,
examples of questions about the passage, and potential answers identified in the
text (and their location in the text)

• All: proportion of the candidate answers present in at least one of the an-
swers for the correspondent passage;

• Top 10: proportion of the ten best-scored candidate answers (accordingly to
TF-IDF) present in at least one of the answers for the correspondent passage;

• Last Position (LP): position of the last candidate answer that appears in at
least one of the answers for the correspondent passage;

• BLEU-1 (B-1), BLEU-2 (B-2), BLEU-3 (B-3) and BLEU-4 (B-4);

• Rouge-L (R-L).

BLEU (1, 2, 3, and 4) and ROUGE-L are metrics commonly used in AQG that
compare the similarity between two segments of text using concepts such as n-
grams and longest common sub-sequences, allowing us to compare candidates
and references. They were used in the evaluation of both Answer Selection and
Question Generation steps. To perform the evaluation with each of these met-
rics, all candidates (selected answer or generated question) are compared with all
references (answers identified or questions suggested, respectively) that belong
to the same passage. Then, the evaluation score is the result of the average of
the values of each comparison. As these are some of the most commonly used
metrics for this type of task, they have high relevance.
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Table 5.1: Comparison of Answer Selection Methods

All Top 10 LP B-1 B-2 B-3 B-4 R-L
Terms 0.2595 0.4179 73.2636 0.1901 0.0013 0.0013 0.0013 0.0178
Named Entities 0.3509 0.3635 9.8737 0.3829 0.1598 0.0755 0.0379 0.0615
Noun Chunks 0.2255 0.2620 26.9229 0.3212 0.1538 0.0643 0.0233 0.0485
Clauses 0.0186 0.0196 5.9473 0.2383 0.1023 0.0597 0.0402 0.0607
Bigrams 0.1200 0.1722 96.3537 0.2765 0.1235 0.0010 0.0010 0.0387
Trigrams 0.0795 0.1039 102.3848 0.2850 0.1316 0.0859 0.0009 0.0498
T+NEs+NCs 0.2471 0.3969 97.3652 0.2527 0.0615 0.0224 0.0075 0.0276

In addition to these metrics, for Answer Selection and after sorting the candi-
date answers based on their TF-IDF values, we also determined the proportion
of the candidate answers present in at least one of the reference answers for the
correspondent passage (All), the same only for the ten best-scored candidate an-
swers according to TF-IDF (Top 10) and the position of the last common answer
to both candidates and references sets (LP). We used these additional metrics so
that we could draw conclusions not only about how similar the selected answers
were to the ones present in the dataset but also if they were effectively present (as
being equal to or contained by a reference answer). By restricting to the ten best-
scored according to TF-IDF, we tried to analyze if the proportion of candidates
supposedly more specific to their passage was bigger than when considering all
of them. By registering the average of the last positions, we tried to have an
idea of how distributed (more "concentrated" or more "dispersed") were answers
common to both sets according to their importance.

In Table 5.1 we have the scores obtained from all the mentioned metrics to
all the answer selection methods. The best value, for each metric, is in bold.
Observing the table, we can verify that for the metric "All" (proportion of the
candidate answers present in at least one of the answers for the correspondent
passage), the "Named Entities" method has the best result. Considering only the
ten best-scored candidates, "Terms" appears in first, the method that joins terms,
named entities and noun chunks in second, and the method that only considers
named entities in third. Considering the position of the last candidate answer
that appears in at least one of the answers for the correspondent passage, the first
is "Clauses", followed by "Named Entities". Note that, the lower this score is, the
better. In BLEU-1, BLEU-2 and ROUGE-L, the "Named Entities" method appears
as the best classified, while in BLEU-3 and BLEU-4 the same method appears
as the second best (with "Trigrams" as first in BLEU-3 and "Clauses" as first in
BLEU-4). Generally, we can consider that the Named Entities method stood out,
considering that at a great number of metrics it was the best scored and, even in
the cases when it was not, it was classified as the second or third best method.

We repeated the same evaluation process, this time excluding stop words from
both selected and reference answers, to verify if their presence influenced the
scores. In general, we can say that the results are quite similar. The differences
reside in BLEU-3 and BLEU-4. In BLEU-3 the best-scored method was "Noun
Chunks", overcoming the results of "Trigrams", despite both being quite close.
Considering BLEU-4, the new best-scored method is also "Noun Chunks".
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Table 5.2: Comparison of Answer Selection Methods (without stop words)

All Top 10 LP B-1 B-2 B-3 B-4 R-L
Terms 0.2569 0.3861 51.7271 0.2083 0.0018 0.0018 0.0018 0.0242
Named Entities 0.3493 0.3549 8.6710 0.3694 0.1655 0.0572 0.0259 0.0662
Noun Chunks 0.2047 0.1998 17.1316 0.2899 0.1618 0.0731 0.0315 0.0556
Clauses 0.0128 0.0128 3.1532 0.2190 0.0983 0.0443 0.0255 0.0631
Bigrams 0.1207 0.1407 61.2015 0.2664 0.1282 0.0016 0.0016 0.0474
Trigrams 0.0636 0.0692 58.3816 0.2716 0.1367 0.0725 0.0016 0.0588
T+NEs+NCs 0.2436 0.3522 70.0875 0.2549 0.0716 0.0263 0.0098 0.0345

It makes sense that for both groups of tests, the methods that selected single
words ("Terms" and "T+NEs+NCs") had the second and third best scores in "All"
and were the better evaluated in "Top 10" (excluding "NEs" that was the second
best when not considering stopwords). In these metrics, we consider that a can-
didate answer is present in the references not only if it is equal to a reference
answer, but also if it is contained in one. Because of this, single words have an
advantage.

Regarding "LP", the fact that "Clauses" was the method better evaluated in
both may be because of how unique each generated candidate is. As this method
selects entire clauses as candidates, the chance of a candidate being equal or con-
tained by a reference is low. Especially in regard to being contained, since the
longest a candidate is and the more words it contains, the worse is the proba-
bility of that same sequence of words being present in a reference answer in the
same order. It is likely that we have not penalized enough when candidates do
not appear in the dataset, valuing methods that, despite generating fewer candi-
dates that appear in the references, the few that appear have good TF-IDF scores.

It also makes sense that the method that selects answer candidates with ex-
actly three words ("Trigrams") has the better score for BLEU-3, the metric that con-
siders the number of common words between reference and candidate. The same
applies to "Clauses", the method with the potential to select candidates of big di-
mension, and BLEU-4. However, as referred before, by removing stop words,
the scores change a little. While trigrams and clauses have a high probability of
containing stop words, noun chunks, which are primarily composed of nouns
and adjacent words that describe the noun, are less likely to have a stop word.
This might explain why, for metrics BLEU-2, BLEU-3, BLEU-4 and ROUGE-L, its
scores increase.

Considering the values obtained in these two groups of tests, we can consider
that, overall, the method more consistent in being the best-scored was "Named
Entities". Because of this conclusion, from this group of methods, the selection of
answers based on named entities was the one used in subsequent tests.

Still related to answer selection, as referred to in Chapter 4, we identified a
GitHub repository with transformers capable of both answer-aware and answer-
agnostic approaches. In the answer-aware approaches, we were able to isolate the
part that performs answer selection. This allowed, for example, to mix answer
selection performed by a transformer with question generation based on rules.
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Table 5.3: Comparison of Answer Selection Methods (transformers)

All Top 10 LP B-1 B-2 B-3 B-4 R-L
QG 0.4365 0.4355 4.2199 0.4467 0.2705 0.1474 0.0884 0.0886
QG Preprend 0.1200 0.1185 4.5787 0.4378 0.2617 0.1427 0.0864 0.0862
QG-QA 0.4365 0.4355 4.2199 0.4467 0.2705 0.1474 0.0884 0.0886

The answer-aware transformers are QG, implemented for the single task of
Question Generation, and QG-QA, capable of both Question Generation and
Question Answering. As described in Chapter 4, while QG and QG-QA use high-
lights to identify the answer in the context (e.g., "<hl> 42 <hl> is the answer to life,
the universe and everything."), QG Prepend prepends the answer to the context
(e.g., "answer: 42 context: 42 is the answer to life, the universe and everything."). By
only considering the results of the answer selection component and evaluating
it based on the same metrics as the previous methods, we obtained the scores
present in Table 5.3.

In this table we can see that QG and QG-QA have the same results, meaning
that for this task it does not matter which of them we choose. Both score much
higher in comparison with QG Prepend when considering "All" and "Top 10".
In the other metrics, they are also better, but with a lower difference. Compar-
ing these results with the ones obtained with previous methods, QG and QG-QA
present a better performance for all the metrics (using the results that do not ex-
clude stop words). In the case of QG Prepend, it also did not score particularly
well in "All" and "Top 10" in comparison with the methods from Table 5.1. How-
ever, it outscored them in all of the other metrics.

The use of highlights granted better results, but we found it more difficult to
isolate the answer selection part of the pipeline than in the prepend transformer.
Despite not having the best performance when compared to the other approach,
as it still got better results in the majority of metrics compared to the earlier tested
methods, we opted to resort to this transformer in subsequent methods when
performing answer selection.

5.1.2 Automatic Evaluation of Question Generation Methods

We proceeded to compare question generation methods. For that, in addition to
the answer-aware methods already evaluated regarding answer selection (QG,
QA-QG and QG Prepend), we also tested an answer-agnostic transformer (E2E).
The tests were performed without modifying any of them.

We also resorted to [Romero, 2021]. This answer-aware transformer uses the
prepend format and is specific to question generation, meaning that we had to use
a method to select answers. We chose QG Prepend to select candidate answers, as
this was the transformer we better managed to isolate the answer selection parts
as described earlier. The rule-based approach was also evaluated, using named
entities and noun chunks for the task of answer selection.

The results, obtained via BLEU and ROUGE, can be seen in Table 5.4. We were
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Table 5.4: Comparison of Question Generation Methods

B-1 B-2 B-3 B-4 R-L
QG 0.5327 0.2409 0.1301 0.0774 0.2260
QA-QG 0.5403 0.2464 0.1347 0.0808 0.2291
QG Prepend 0.5459 0.2499 0.1348 0.0792 0.2336
E2E 0.5347 0.2434 0.1313 0.0804 0.2268
[Romero, 2021]
(answers from QG Prepend) 0.5576 0.2566 0.1389 0.0816 0.2377

Rules (answers from NEs) 0.3853 0.1324 0.0638 0.0357 0.1549
Rules (answers from NCs) 0.3774 0.1223 0.0574 0.0311 0.1470

surprised by verifying that, for all metrics except B-4, QG Prepend scored better
than the other two answer-aware transformers from the same repository (QG and
QA-QG). E2E also got good results and, despite scoring a little lower in almost all
the metrics compared to QG Prepend, got a better score for B-4. At every metric,
[Romero, 2021] (with answers selected with QG Prepend) was the best-scored
method.

The rule-based approach, for both named entities and noun chunks as answer
selection methods, was the approach with the worst values. That was expected,
given that transformers are considered state-of-the-art. However, the dataset
used is also relevant. SQuAD is not exhaustive, that is, the questions present
in SQuAD are only examples of what can be formulated for each passage. Be-
cause of that, good questions can get scores that do not represent them well as
there may be no similar questions present in the dataset. Transformers also have
the advantage of having been trained in a portion of this dataset, and so it is also
expected that they can be better prepared to generate questions in the same style.

Once more, we confirmed the relevancy of selecting named entities instead of
noun chunks, as that was the version that got the best scores between the two
rule-based approaches.

5.2 Human Evaluation

We also performed evaluation based on human opinion. We resorted to forms
answered mostly by people related to IPN and Mindlow, but also to a more exten-
sive analysis done by the author of the thesis. This analysis considered a higher
number of questions. Appendix B includes prints of the forms distributed to col-
lect data for the evaluation.

To evaluate the questions we had to restrict the number of options considered
in the system so that the number of forms (and the number of questions presented
on the form) would not overwhelm the people answering them. Knowing this,
we restricted the approaches according to the observations taken during imple-
mentation and the analysis of the results in automatic evaluation to the following
options:

• Answer selection: named entities or transformer;
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• Question generation: rules or transformer.

As the texts that serve as the source of the questions, we opted for Wikipedia
articles in English. We chose articles that covered content relatively known by
the general population so that the content of the questions would not be a barrier
influencing the data collection and results. These were the articles used (versions
from 14/07/2022):

• "Coimbra"2;

• "Europe"3;

• "Queen (band)"4;

• "Cristiano Ronaldo"5;

• "Star Wars (film)"6.

The human evaluation performed can be divided into two types: evaluation
of question generation (and on a lighter note answer selection, as the questions
generated depend on the correspondent answers), and evaluation of distractor
selection.

5.2.1 Human Evaluation of Question Generation Methods

In the case of question generation, we started by collecting the data through forms
distributed to a more general group of people, most of which related to IPN and
Mindflow. But we were also asked to do a more extensive evaluation, with more
questions generated from a larger quantity of text. In this case, the evaluation
ended up being performed by the author of the thesis himself.

So, we had four combinations of approaches (two options for answer selection
and also two options for question generation) for five different articles. Again, for
the size of the information to be evaluated not to scale too much, we restricted the
size of the information to a smaller context. In the more general evaluation, we
restricted it to the first three sentences of each article. In the case of the more
extensive evaluation, it was the first two sections of the article. In all of them,
co-reference resolution was applied.

In the more general evaluation, we evaluated whether:

• Questions are of sufficient quality to be included in a questionnaire without
major editing required;

2https://en.wikipedia.org/wiki/Coimbra
3https://en.wikipedia.org/wiki/Europe
4https://en.wikipedia.org/wiki/Queen_(band)
5https://en.wikipedia.org/wiki/Cristiano_Ronaldo
6https://en.wikipedia.org/wiki/Star_Wars_(film)

https://en.wikipedia.org/wiki/Coimbra
https://en.wikipedia.org/wiki/Europe
https://en.wikipedia.org/wiki/Queen_(band)
https://en.wikipedia.org/wiki/Cristiano_Ronaldo
https://en.wikipedia.org/wiki/Star_Wars_(film)
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Table 5.5: Number of responses to forms

Number of responses
Coimbra 21
Europe 12
Queen (band) 12
Cristiano Ronaldo 11
Star Wars (film) 10
Total 66

Table 5.6: Answer distribution for the statement: "Questions are of sufficient qual-
ity to be included in a questionnaire without major editing required."

Strongly Disagree Disagree Agree Strongly Agree
ne_transformer 7.6% 39.4% 33.3% 19.7%
tr_transformer 6.1% 28.8% 40.9% 24.2%
ne_rules 59.1% 28.8% 10.6% 1.5%
tr_rules 42.4% 39.4% 13.6% 4.5%

• The question set has good coverage in terms of possible questions to ask
about the text;

• The questions presented are a good starting point for creating a question-
naire within this theme.

In Table 5.5 we present the number of responses to forms we got. In total, we
got 66 responses (21 for the article "Coimbra", 12 for the article "Europe", 12 for the
article "Queen (band)", 11 for "Cristiano Ronaldo" and 10 for "Star Wars (film)").
The tables and graphs presented gather the data collected from all five articles.
This data makes no distinction between articles so the values are representative of
the performance of each approach in general and not specific to a certain source
text. Each approach is identified in the following way:

• ne_transformer: named entities for answer selection, transformer for ques-
tion generation;

• tr_transformer: transformers for both answer selection and question gener-
ation;

• ne_rules: named entities for answer selection, rules for question generation;

• tr_rules: transformer for answer selection, rules for question generation.

Table 5.6 and Figure 5.2 show the the distribution of answers to the statement
"Questions are of sufficient quality to be included in a questionnaire without ma-
jor editing required". Probably what stands out the most is the great discrepancy
of the "Strongly Disagree" bar in the approaches based on rules, in comparison
to the approaches based on transformers for question generation. If we compare
approaches regarding answer selection, we can see that "tr_transformer" has bet-
ter results than "ne_transformer", and the same happens in the other pair, with
"tr_rules" having better results than "ne_rules" (especially evidenced by the pro-
portion of the "Strongly Disagree" bar). Sorting the approaches from the best to
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Figure 5.2: Answer distribution for the statement: "Questions are of sufficient
quality to be included in a questionnaire without major editing required."

Table 5.7: Answer distribution for the statement: "The question set has good cov-
erage in terms of possible questions to ask about the text."

Strongly Disagree Disagree Agree Strongly Agree
ne_transformer 0.0% 15.2% 51.5% 33.3%
tr_transformer 18.2% 24.2% 48.5% 9.1%
ne_rules 22.7% 31.8% 39.4% 6.1%
tr_rules 31.8% 42.4% 22.7% 3.0%

the worst evaluated, we can consider "tr_transformer" was the better evaluated,
followed by "ne_transformer", then "tr_rules" and at last "ne_rules". This means
that methods that used transformers to both results were better evaluated.

Observing Table 5.7 and Figure 5.3, we can see that with the exception of
"tr_transformer", all other approaches were better classified than in the previous
statement. This is a good indicator of the coverage of the questions. The ap-
proaches that use the transformer for question generation obtained, again, better
results than the rule-based. However, considering the answer selection methods,
approaches that use named entities were better evaluated than the ones that re-
sort to a transformer. We must highlight the fact that nobody chose "Strongly Dis-
agree" for "ne_tansformer". Sorting according to the results, the approach better
evaluated was "ne_transformer", followed by "tr_transformer", then "ne_rules"
and finally "tr_rules".

Table 5.8: Answer distribution for the statement: "The questions presented are a
good starting point for creating a questionnaire within this theme".

Strongly Disagree Disagree Agree Strongly Agree
ne_transformer 0.0% 9.1% 43.9% 47.0%
tr_transformer 7.6% 19.7% 48.5% 24.2%
ne_rules 18.2% 37.9% 36.4% 7.6%
tr_rules 30.3% 31.8% 31.8% 6.1%
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Figure 5.3: Answer distribution for the statement: "The question set has good
coverage in terms of possible questions to ask about the text."

The objective of the results presented in Table 5.8 and Figure 5.4 was to figure
out if the developed approaches were a good starting point to create question-
naires. Similar to the opinion of those who responded to the previous statement,
we can see that approaches that implement a transformer instead of rules to gen-
erate questions were better evaluated and named entities were considered better
than transformers as a method to select answers. Again, the percentage of people
that chose "Strongly Disagree" for "ne_tansformer" was zero. So, in a descending
order from best to worst evaluated, we have "ne_transformer", "tr_transformer",
"ne_rules" and "tr_rules".

If we consider the negative opinions ("Strongly Disagree" plus "Disagree") ver-
sus the positive opinions ("Agree" plus "Strongly Agree") in all statements, for the
approaches that use the transformer to generate questions, the positives always
outweigh the negatives. For the rule-based approach, we verify the inverse. We
can conclude that the approaches that resort to the transformer were always bet-
ter evaluated than the rule-based approaches. However, opting for named en-
tities or expressions selected by a transformer is not so straightforward. While
the transformer for answer selection presented better results for "Questions are
of sufficient quality to be included in a questionnaire without major editing re-
quired", named entities were considered better to create a set of questions with
good coverage of the text and as a better starting point to create a questionnaire.

The main goal of this work is to develop a system capable of automatically
generating MCQs, with the possibility of these questions needing minor adjust-
ments. We can consider that at least "ne_transformer" and "tr_transformer" are in
a good position. These approaches have a generally positive opinion regarding
the quality and the coverage of the questions generated, as well as being a good
starting point to create questionnaires. The positive responses on quality are es-
pecially important, as the statement included "without major editing required",
which aligns with our goals.
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Figure 5.4: Answer distribution for the statement: "The questions presented are a
good starting point for creating a questionnaire within this theme".

In the case of the more extensive question generation evaluation, with ques-
tions generated based on the two first sections of each article, we tried to get
insights on the following:

• Question is well formulated;

• Question is pertinent;

• Answer is correct.

While analyzing the questions, we ended up creating and loosely following a
guideline to help in the attribution of a positive label:

• Question well formulated:

– Grammatically correct, without major errors, and allowing the pres-
ence of extra punctuation or simple terms that do not mislead the
meaning of the sentence (e.g., "(", "that");

– The question has the structure of the intended type, starting with a
question pronoun and not requiring "Yes" or "No" as answers;

– Without missing information about what is being asked to (e.g., pro-
nouns in which we do not understand well what they refer to).

• Question is pertinent:

– Important for the article and in accordance with the meaning of the
original sentence;

– It is possible to answer according to the sentence (or in case the ques-
tion is not well formulated, understand what the meaning and answer
of the sentence would be);
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Table 5.9: Questions generated from the sentence "In 1949, the Council of Europe
was founded with the idea of unifying Europe to achieve common goals and
prevent future wars" using the approach "ne_transformer"

Question Answer Well
formulated Pertinent Correct

answer
When was the Council of Europe founded? 1949 1 1 1
It was founded In 1949 with the idea of
unifying Europe to achieve common
goals and prevent future wars?

the Council
of Europe 0 1 1

It was founded In 1949 with the idea of
unifying Europe to achieve common
goals and prevent future wars?

Europe 0 1 0

Table 5.10: Answer distribution for the statement: "Question well formulated."

Disagree Agree
ne_transformer 8.0% 92.0%
tr_transformer 7.6% 92.4%
ne_rules 61.5% 38.5%
tr_rules 55.7% 44.3%

– When necessary, the meaning of the original article was verified (with-
out resolution of co-references).

• Answer is correct:

– Of the expected "type" (e.g. if the question is "When...?" the answer
must be a date);

– There is sufficient information to know that it is correct;

– Due to the way the answers are selected, it is accepted if incomplete
(e.g., "Freddy Mercury" as answer to "Who did Queen comprise?").

Let’s consider the sentence "In 1949, the Council of Europe was founded with the
idea of unifying Europe to achieve common goals and prevent future wars". From this
sentence and resorting to the approach "ne_rules", the questions present in Table
5.9 were generated. We considered the first question well formulated as it has
no grammatical errors, is a "Wh-question" (in this case, "When...?") and has no
missing information. We also considered it pertinent, as it is in accordance with
the original sentence and can be answered. It also has a correct answer. The
next two questions are the same but were generated from different answers. We
cannot consider them well formulated, as they do not respect the type of question
wanted. Despite this, they can be considered pertinent, as reading the original
sentence we can understand how this question could be better formulated and
what would be the correct answer. Regarding the answer, by reading the original
sentence we can easily understand that "the Council of Europe" is a correct answer
and "Europe" is not.

Considering the results to the statement "Question well formulated", present
in Table 5.10, we can refer that the approach that achieved better-formulated
questions was "tr_transformer". Furthermore, the second best was also an ap-
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Table 5.11: Answer distribution for the statement: "Question is pertinent."

Disagree Agree
ne_transformer 21.7% 78.3%
tr_transformer 16.4% 83.6%
ne_rules 44.1% 55.9%
tr_rules 34.9% 65.1%

Table 5.12: Answer distribution for the statement: "Answer is correct."

Disagree Agree
ne_transformer 26.4% 73.6%
tr_transformer 19.6% 80.4%
ne_rules 62.0% 38.0%
tr_rules 49.2% 50.8%

proach that uses a transformer for question generation. Discriminating the ap-
proaches based on the answer selection method, the ones that use a transformer
performed better than the ones that select named entities. In order, from the
best to the worst, we have "tr_transformer", "ne_transformer", "tr_rules" and
"ne_rules".

In Table 5.11 we are presented with the results of which approach produces
more pertinent questions, while in Table 5.12 the results are on whether the an-
swer is correct for the question. Sorting the approaches based on the results,
from the best to worst, we obtain the same order as in the previous results.
For all of the statements, the descending order of evaluation was the following:
"tr_transformer", "ne_transformer", "tr_rules", "ne_rules".

Combining the results of both question generation evaluations performed,
we can conclude that generating questions resorting to a transformer always
produced better results. However, considering answer selection, the results are
more dividing, meaning that both methods (based on named entities or the trans-
former) are alternatives to be considered.

5.2.2 Human Evaluation of Distractor Selection Methods

Distractors are an important component of MCQs, and so their evaluation also
has a high value. To evaluate the distractors generated by the implemented meth-
ods, we also resorted to forms.

In the creation of the form about distractor selection, we decided to restrict
the number of questions presented. To have a good representation of the possi-
ble cases of answers we chose ten, each one with a different named entity label.
Given that we chose five articles, the form contains two questions for each article.
In total, twelve people answered the form. The content of the form can be seen in
Appendix B.

For every question, distractors were selected based on named entities, Word-
Net, DBpedia, GloVe and a transformer. For each method, we obtained the fol-
lowing metrics:
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Table 5.13: Distractors’ form results

Choice frequency Production average Proportion
NER 329 5 0.548
WordNet 226 3.5 0.538
DBpedia 121 2 0.504
GloVe 339 4.8 0.589
Transformer 232 4.2 0.460

• Choice frequency: number of times a distractor from the method was se-
lected;

• Production average: Average number of distractors produced by the
method. We established five as the limit of distractors generated by each
method for each question as it seemed a number sufficiently high to gener-
ate a sample from which good distractors could be chosen, but low enough
to not overwhelm those who were responding to the forms;

• Proportion (of good distractors): Division of "Choice frequency" by the re-
sult of the total number of distractors generated multiplied by the number
of responses.

In cases the same distractor was selected by more than one method, if selected
as a good distractor by the people that answer the form, its frequency increased
in every method that generated it. Distractors that only differ in case, punctua-
tion, spaces and little differences like "meters" and "metres" or "kilometers", "km",
"kms" and "kilometre", were considered as a single distractor. In cases the same
distractor appeared more than once in the same method (especially in the trans-
former), we also only counted it once.

The results can be seen in Table 5.13. GloVe is the method with more selected
distractors, closely followed by NER. WordNet and Transformer have similar val-
ues, with Transformer being a little better. DBpedia was the method with the
lowest number of distractors selected by the people who answered the form.

However, we can also justify these numbers based on the average number of
produced distractors by a method for each question. DBpedia is clearly the worst,
averaging in only two distractors produced. This is due to, in many cases, our
DBpedia implementation not being able to generate any distractors, despite that,
when it does, it generates all of the five. GloVe, despite the production average
being lower, has a higher choice frequency when compared with NER. All of the
others follow the logic of choice frequency and production average being higher
or lower simultaneously.

To better analyze this we also calculated the proportion of good distractors
of these two metrics. GloVe is indeed the method with better proportion. NER
and WordNet, despite having a big difference in values for "Choice Frequency",
have similar values for "Proportion". DBpedia, which had worse results, gets
close to the former two. Transfomer, which seemed to have reasonable "Choice
frequency", is now the one which have the worst result. As we referred before,
we only counted generated distractors that were different, being the repetition
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the main problem of this method. To notice that almost all the methods achieved
a proportion higher than 0.5, meaning that more than half of the distractors gen-
erated by these methods were considered good.

Specific to GloVe, one of its particularities is that, when the correct answer is
composed of multiple words, instead of replacing the whole correct answer, it
only does it for one of them. For example, having "football player" as the correct
answer and searching for similar words to "football", one of them can be "rugby",
with the final distractor being "rugby player". We think this might have positively
influenced the results in some of the cases.

Based on these results, we can assume that NER and GloVe were the most
relevant methods for selecting distractors, followed by WordNet. While NER
and GloVe had good results for all "Choice frequency", "Production average" and
"Proportion", WordNet had a good balance between distractors considered good
and distractors selected. This means that despite generating fewer distractors,
they were relevant. DBpedia is in a similar position of a good balance between
the first two metrics, but their absolute value cannot be considered good enough.
Transformer did not correspond to the expectations, which might be the result of
the difficulties explained in Chapter 4.

5.3 Main Conclusions

In this chapter, we resorted to automatic evaluation to analyze the methods con-
sidered to be used during the development of this work, as well as an evaluation
based on human opinion to draw conclusions of its final version.

Regarding the automatic evaluation of non-transformer Answer Selection
methods, selecting named entities as candidate answers was revealed to be the
most consistent method with the majority of the metrics. That was further con-
firmed when, for question generation using rule-based approaches, the method
that used named entities scored better than the one that selected noun chunks.

As referred to at the end of both automatic and human Question Generation
evaluations, when comparing the results of transformer approaches with rule-
based approaches, the approaches that generated questions based on transform-
ers always performed better. Answer selection, however, was more divisive. By
comparing the method that generated questions based on named entities with the
one that resorts to expressions selected by a transformer, we observed that the re-
sults were quite balanced. This means that both are alternatives to be considered
for this task.

Regarding distractors, selecting named entities and expressions from GloVe
or Wordnet revealed good results. In particular, the GloVe method stood out,
especially when considering the proportion of good distractors. We can say that
we achieved good results by selecting distractors from both the source text (NER)
and resorting to external sources (WordNet and GloVe).



Chapter 6

Conclusion

In this work, we explored approaches to the task of Automatic Generation of Mul-
tiple Choice Questions. The main goal was to be able to develop a system that
integrated various methods to automatically generate MCQs from given written
content. The pipeline adopted to implement the system revealed to be a good op-
tion to integrate multiple types of approach to select answers, generate questions
and select distractors.

Some of the approaches did not achieve the best results, namely the rule-
based. Such results were expected, at least in comparison with Transformers,
with the implementation of rules being more due to the possibility of having
more control over the process of generating questions and serving as a baseline
to the Transformer. However, being an approach made from scratch (using only
some libraries that helped in Linguistic Analysis), it was interesting to imple-
ment. According to human evaluation, the approaches that used a Transformer
for Question Generation were able to generate questions with sufficient quality
to be included in a questionnaire without major editing required, with good cov-
erage of the source texts used and that can serve as a starting point in the creation
of questionnaires. Named entities or expressions selected by a Transformer in
the task of Answer Selection were not evaluated so differently, both being good
options. However, in the more extensive evaluation, approaches with answers
selected by a Transformer performed a little better.

Regarding distractors, we were able to generate distractors from both the
source text as well as from external sources. NER and GloVe were the methods
with better performance, having the higher number of distractors chosen as well
as having the highest average of produced distractors per question. Their results
were followed by WordNet. The other methods, especially the one that resorts to
DBpedia, need further development.

There are other aspects that can still be improved in future work. Related to
non-machine-learning approaches to question generation, we can improve the
rules, or even explore methods not included in our experimentation, like SRL.
About distractors, we still need to be able to generate distractors that vary in
"levels of incorrectness", with some more incorrect than others. We also did not
implement methods to deal with the validation and ranking of the questions gen-
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erated, a step of the pipeline that could improve the quality of the generated
questions suggested to the user.

Overall, we were able to conduct a study that compared and mixed multiple
methods of NLP applied to the generation of MCQs and created a system that,
despite still needing some human intervention, stands as a good starting point
to further developments. Having into account our main goals, we can conclude
that the integration of various methods resulted in approaches with positive re-
sults for the task of AQG, composed by a pipeline capable of performing each of
the sub-steps defined in the goals: Answer Selection, Question Generation and
Distractor Selection.

The further development of systems like this might present many benefits in
the future. Improving already existing methods and considering more types of
questions and their difficulty, a system like this seems to have the potential to
improve the creation of test and questionnaires, making this task take less time
and be a complementary tool to aid in the context of education and training.
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Appendix A

Question Generation Rules

• SV or SVA:

– Answer in subject:

* pronoun + verb + adverbials + ?

– Answer in adverbial:

* pronoun + verb + subject + ?

* pronoun + verb0 + subject + verb1 + ?

* pronoun + aux + subject + verb + ?

• SVO or SVOA:

– Answer in subject:

* pronoun + verb + direct object + adverbials + ?

– Answer in direct object:

* pronoun + verb + subject + adverbials + ?

* pronoun + verb0 + subject + verb1 + adverbials + ?

* pronoun + aux + subject + verb + adverbials + ?

– Answer in adverbial:

* pronoun + verb + subject + direct object + ?

* pronoun + verb0 + subject + verb1 + direct object + ?

* pronoun + aux + subject + verb + direct object + ?

• SVC or SVCA:

– Answer in subject:

* pronoun + verb + complement + adverbials + ?

– Answer in complement:

* pronoun + verb + subject + adverbials + ?

* pronoun + verb0 + subject + verb1 + adverbials + ?

* pronoun + aux + subject + verb + adverbials + ?
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– Answer in adverbial:

* pronoun + verb + subject + complement + ?

* pronoun + verb0 + subject + verb1 + complement + ?

* pronoun + aux + subject + verb + complement + ?

• SVOC or SVOCA:

– Answer in subject:

* pronoun + verb + direct object + complement + adverbials + ?

– Answer in direct object:

* pronoun + verb + subject + complement + adverbials + ?

* pronoun + verb0 + subject + verb1 + complement + adverbials + ?

* pronoun + aux + subject + verb + complement + adverbials + ?

– Answer in complement:

* pronoun + verb + subject + direct object + adverbials + ?

* pronoun + verb0 + subject + verb1 + direct object + adverbials + ?

* pronoun + aux + subject + verb + direct object + adverbials + ?

– Answer in adverbial:

* pronoun + verb + subject + direct object + complement + ?

* pronoun + verb0 + subject + verb1 + direct object + complement +
?

* pronoun + aux + subject + verb + direct object + complement + ?

• SVOO or SVOOA:

– Answer in subject:

* pronoun + verb + direct object + indirect object + adverbials + ?

– Answer in direct object:

* pronoun + verb + subject + indirect object + adverbials + ?

* pronoun + verb0 + subject + verb1 + indirect object + adverbials +
?

* pronoun + aux + subject + verb + indirect object + adverbials + ?

– Answer in indirect object:

* pronoun + verb + subject + direct object + adverbials + ?

* pronoun + verb0 + subject + verb1 + direct object + adverbials + ?

* pronoun + aux + subject + verb + direct object + adverbials + ?

– Answer in adverbial:

* pronoun + verb + subject + direct object + indirect object + ?

* pronoun + verb0 + subject + verb1 + direct object + indirect object
+ ?

* pronoun + aux + subject + verb + direct object + indirect object + ?



Appendix B

Evaluation Forms

These forms had the objective of evaluating the quality of the questions for the
English language automatically generated from various methods.

The sources were articles from the English version of Wikipedia, more con-
cretely the first three sentences of each article. To these sentences was applied co-
reference resolution. Based on the text presented for each article, people had to
answer questions related to each of the groups of generated questions presented.

Here we show prints of the forms used to collect data. The questions from
B.1 were used to evaluate each of the groups of generated questions represented
below. It total, there were five forms for Question Generation, each for a different
article (Figures B.2 to B.26).

We also conducted an evaluation for Distractor Selection Methods. In a sin-
gle form (Figures B.27 to B.37), we presented the distractors generated by all the
methods for each question (without repetition of options).
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Figure B.1: Questions to evaluate the performance of Question Generation ap-
proaches

B.1 Coimbra

Figure B.2: Information about the form for the article "Coimbra", including text
from which questions were generated
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Figure B.3: Questions generated using NER for Answer Selection and rules for
Question Generation for the article "Coimbra"

Figure B.4: Questions generated using NER for Answer Selection and a Trans-
former for Question Generation for the article "Coimbra"
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Figure B.5: Questions generated using a Transformer for Answer Selection and
rules for Question Generation for the article "Coimbra"

Figure B.6: Questions generated using Transformers for both Answer Selection
and Question Generation for the article "Coimbra"

B.2 Cristiano Ronaldo

Figure B.7: Information about the form for the article "Cristiano Ronaldo", includ-
ing text from which questions were generated
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Figure B.8: Questions generated using NER for Answer Selection and rules for
Question Generation for the article "Cristiano Ronaldo"



84 EVALUATION FORMS

Figure B.9: Questions generated using NER for Answer Selection and a Trans-
former for Question Generation for the article "Cristiano Ronaldo"
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Figure B.10: Questions generated using a Transformer for Answer Selection and
rules for Question Generation for the article "Cristiano Ronaldo"

Figure B.11: Questions generated using Transformers for both Answer Selection
and Question Generation for the article "Cristiano Ronaldo"
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B.3 Europe

Figure B.12: Information about the form for the article "Europe", including text
from which questions were generated

Figure B.13: Questions generated using NER for Answer Selection and rules for
Question Generation for the article "Europe"
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Figure B.14: Questions generated using NER for Answer Selection and a Trans-
former for Question Generation for the article "Europe"

Figure B.15: Questions generated using a Transformer for Answer Selection and
rules for Question Generation for the article "Europe"



88 EVALUATION FORMS

Figure B.16: Questions generated using Transformers for both Answer Selection
and Question Generation for the article "Europe"

B.4 Queen

Figure B.17: Information about the form for the article "Queen (band)", including
text from which questions were generated



B.4. QUEEN 89

Figure B.18: Questions generated using NER for Answer Selection and rules for
Question Generation for the article "Queen (band)"
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Figure B.19: Questions generated using NER for Answer Selection and a Trans-
former for Question Generation for the article "Queen (band)"

Figure B.20: Questions generated using a Transformer for Answer Selection and
rules for Question Generation for the article "Queen (band)"
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Figure B.21: Questions generated using Transformers for both Answer Selection
and Question Generation for the article "Queen (band)"

B.5 Star Wars

Figure B.22: Information about the form for the article "Star Wars (film)", includ-
ing text from which questions were generated
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Figure B.23: Questions generated using NER for Answer Selection and rules for
Question Generation for the article "Star Wars (film)"
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Figure B.24: Questions generated using NER for Answer Selection and a Trans-
former for Question Generation for the article "Star Wars (film)"

Figure B.25: Questions generated using a Transformer for Answer Selection and
rules for Question Generation for the article "Star Wars (film)"
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Figure B.26: Questions generated using Transformers for both Answer Selection
and Question Generation for the article "Star Wars (film)"

B.6 Distractors

Figure B.27: Information about the form to evaluate distractors
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Figure B.28: Distractors selected for a question generated from the article "Coim-
bra". Answer NE label: GPE
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Figure B.29: Distractors selected for a question generated from the article "Coim-
bra". Answer NE label: QUANTITY
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Figure B.30: Distractors selected for a question generated from the article "Star
Wars (film)". Answer NE label: PERSON
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Figure B.31: Distractors selected for a question generated from the article "Star
Wars (film)". Answer NE label: ORDINAL
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Figure B.32: Distractors selected for a question generated from the article "Queen
(band)". Answer NE label: WORK_OF_ART
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Figure B.33: Distractors selected for a question generated from the article "Queen
(band)". Answer NE label: DATE
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Figure B.34: Distractors selected for a question generated from the article "Eu-
rope". Answer NE label: LOC
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Figure B.35: Distractors selected for a question generated from the article "Eu-
rope". Answer NE label: ORG
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Figure B.36: Distractors selected for a question generated from the article "Cris-
tiano Ronaldo". Answer NE label: NORP

Figure B.37: Distractors selected for a question generated from the article "Cris-
tiano Ronaldo". Answer NE label: CARDINAL
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