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Building Volumetric Maps with Cooperative Mobile

Robots and Useful Information Sharing

A Distributed Control Approach based on Entropy

by
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Thesis submitted to the University of Porto on October 2005, in partial fulfillment of the

requirements for the degree of Doctor of Philosophy in Electrical and Computer Eng.

Abstract

This thesis addresses the problem of how to share efficiently information within a robotic

system comprised of several mobile robots, which are programmed to exhibit coopera-

tive behavior in the context of building volumetric maps of unknown environments. More

specifically, it addresses the following issues: representing a probabilistic map and improv-

ing it through efficient exploration, based on information gain maximization; distributed

control of teams of cooperative mobile robots, based on an information utility criteria; and

coordinated exploration, aiming at avoiding redundant sensory information and robots’

interference.

Robots have been developed essentially to help or substitute humans in tasks which

are either repetitive or dangerous. For many of these tasks, especially those that are

intrinsically distributed and complex, a team of several cooperative mobile robots — a

cooperative multi-robot system (MRS) — is required to either make viable the mission

accomplishment or, at least, accomplish the mission with better performance than a single

mobile robot.

In spite of potential advantages related with space distribution, time distribution,

complex problems decomposition, robustness, reliability and cost, a MRS requires that

each robot maintains a sufficient and consistent level of awareness about the mission as-

signed to the team and about its teammates, in order to attain effective cooperation.

The main challenge is that information is distributed and thus each robot has only par-

tial and, sometimes, inconsistent knowledge about the environment. Sharing efficiently

information via communication is thus crucial for robots’ cooperation.

Building maps is indeed a relevant robotics’ application domain. Firstly, in many other
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application domains than building maps (e.g. search and rescue, surveillance, planetary

exploration, etc.), a robot usually needs a map to support safe and efficient navigation

based on a world model. Secondly, robots may substitute humans on building detailed

models, such as: fastidious maps of indoor environments (e.g. buildings); maps of buried

utilities (e.g. gas pipes, power or communication lines, etc.), in order to avoid getting too

close to them in construction activities; or detailed maps of hazardous environments (e.g.

abandoned underground mines, nuclear facilities, etc.), in order to support monitoring or

maintenance procedures.

The contributions of this thesis include a compact grid-based probabilistic representa-

tion model of a volumetric map, which allows to explicitly model uncertainty through the

entropy concept. A frontier-based exploration method is also formulated using entropy, so

that each robot uses its current map to select a new exploration viewpoint with maximum

information gain.

This probabilistic framework is used to devise a distributed architecture model for

building volumetric maps with teams of cooperative mobile robots, whereby each robot

is altruistically committed to share useful measurements with its teammates. The in-

formation sharing is based on the formal definition of a measure of information utility,

developed upon the concepts of entropy and mutual information, whereby sensory data

is as useful as it contributes to improve the robot’s map. The distributed architecture is

further refined with a mechanism to coordinate the exploration actions of different robots,

thus improving the team’s performance.

The proposed methods were implemented in mobile robots, equipped with wireless

communication and a stereo-vision system providing range measurements. These robots

were used to carry out a set of experiments in a physical environment, which success-

fully validated the proposed framework and demonstrated the performance improvement

yielded by the robots’ cooperation. The results obtained with mobile robots were com-

plemented with extensive computer simulations, which demonstrated those methods with

varying team sizes.

Keywords: Cooperation, mobile robotics, volumetric maps, entropy, information util-

ity, mutual information.
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Construção de Mapas Volumétricos com Robôs

Móveis Cooperantes e Partilha de Informação Útil

Uma abordagem de Controlo Distribúıdo baseada em Entropia

por

Rui Rocha

Tese submetida à Universidade do Porto em Outubro de 2005, para satisfação parcial

dos requisitos do grau de Doutor em Engenharia Electrotécnica e de Computadores.

Resumo

Esta tese aborda o problema da partilha eficiente de informação no seio de um sistema

robótico composto por vários robôs móveis, os quais são programados para obter um com-

portamento cooperante no contexto da construção de mapas volumétricos de ambientes

desconhecidos. Mais especificamente, são abordados os assuntos seguintes: representação

de um mapa probabiĺıstico e sua construção incremental, através da exploração eficiente

do ambiente baseada na maximização do ganho de informação; controlo distribúıdo de

equipas de robôs móveis cooperantes, baseado num critério de utilidade da informação;

e coordenação da exploração, com o objectivo de se evitarem a aquisição de informação

sensorial redundante e a interferência entre robôs.

Os robôs têm sido desenvolvidos essencialmente para ajudar ou substituir pessoas

em tarefas que sejam repetitivas ou desempenhadas em ambientes perigosos. Muitas

destas tarefas, particularmente aquelas que são intrinsecamente distribuidas e complexas,

requerem a utilização de uma equipa de vários robôs móveis cooperantes — um sistema

de múltiplos robôs cooperantes (SMRC) — de forma a torná-las viáveis nalguns casos ou,

noutros casos, de forma a obter um desempenho melhor do que com um único robô.

Apesar de apresentar vantagens potenciais relacionadas com distribuição espacial, si-

multaneidade, decomposição de problemas complexos, robustez, fiabilidade e custo, um

SMRC requer que cada robô mantenha um ńıvel de conhecimento suficientemente com-

pleto e consistente, acerca da missão atribúıda à equipa em que se encontre integrado e

acerca dos outros robôs da equipa, para que a cooperação entre os robôs se torne efectiva.

O principal desafio prende-se com o facto da informação estar dispersa e pelo facto de

cada robô possuir apenas um conhecimento incompleto, e muitas vezes inconsistente, ac-

erca do ambiente. A partilha eficiente de informação através de comunicação inter-robôs
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é, portanto, crucial para a existência de cooperação.

A construção de mapas é de facto um domı́nio de aplicação relevante para a robótica.

Por um lado, em muitos outros domı́nios de aplicação em que o mapa não é o fim em si

mesmo (ex. busca e salvamento, vigilância, exploração planetária, etc.), cada robô precisa

habitualmente de manter um mapa que sirva de suporte à navegação segura e eficiente

através do ambiente. Por outro lado, os robôs podem substituir as pessoas na obtenção

de mapas detalhados, tais como: mapas fastidiosos de ambientes interiores (ex. edif́ıcios);

mapas de infra-estruturas enterradas no solo (ex. condutas de gás, cabos eléctricos, linhas

de comunicação, etc.), para se evitar a sua danificação durante trabalhos de construção

civil; ou mapas detalhados de ambientes perigosos (ex. explorações mineiras abandonadas,

instalações nucleares, etc.), que sirvam de suporte à sua monitorização ou manutenção.

As contribuições da tese incluem um modelo probabiĺıstico de representação compacta

de mapas volumétricos, baseado em grelhas, que permite modelizar explicitamente a in-

certeza através do conceito de entropia. Também é formulado um método de exploração

frontier-based usando entropia, segundo o qual cada robô utiliza o seu mapa actual para

seleccionar uma nova pose de exploração que maximize o ganho de informação.

Estes métodos probabiĺısticos servem de base ao desenvolvimento de uma arquitec-

tura distribúıda para a construção de mapas volumétricos com equipas de robôs móveis

cooperantes, pela qual cada robô partilha altruisticamente com os outros robôs da equipa

as medidas de distância mais úteis. Esta partilha de informação é baseada na definição

formal de uma medida de utilidade de informação, desenvolvida a partir dos conceitos

de entropia e informação mútua, segundo a qual a informação sensorial é tanto mais útil

quanto mais contribui para melhorar o mapa do robô. A arquitectura distribúıda é ainda

dotada de um mecanismo para coordenar as acções de exploração levadas a cabo pelos

diferentes robôs, melhorando assim o desempenho global da equipa.

Os métodos propostos foram implementados em robôs móveis, dotados de comunicação

sem fios e de um sistema de visão binocular utilizado para medir distâncias. Os robôs

foram usados para levar a cabo um conjunto de experiências num ambiente f́ısico, que

demonstraram a validade dos métodos e a melhoria de desempenho proporcionada pela

cooperação entre robôs. Os resultados obtidos com os robôs móveis foram complementados

com a realização de numerosas simulações em computador, que demonstraram a utilização

daqueles métodos em equipas de diversos tamanhos.

Palavras chave: Cooperação, robótica móvel, mapas volumétricos, entropia, utilidade

da informação, informação mútua.

xviii



Construction des Cartes 3-D avec des Robot Mobiles

Coopératives et Échange d’Information Utile

Une Approche de Contrôle Distribué basé en Entropie

par

Rui Rocha

Thèse soumise à l’Université de Porto en Octobre de 2005, pour la satisfaction partielle

des conditions du degré de Docteur en Génie Électrique et Informatique.

Résumé

Cette thèse aborde le problème de l’échange efficace d’information au sein d’un système

robotique composé par plusieurs robots mobiles, qui sont programmés pour obtenir un

comportement coopérative dans le contexte de la construction de cartes volumétriques

d’environnements inconnus. Plus spécifiquement, on aborde les matières suivantes : la

représentation d’une carte probabiliste et sa construction à travers de l’exploration efficace

de l’environnement, basé sur la maximisation du gain d’information ; le contrôle distribué

d’équipes de robots mobiles coopératives, basé sur un critère d’utilité de l’information ; et

coordination de l’exploration avec l’objectif d’éviter l’acquisition d’information sensorielle

redondant et l’interférence entre robots.

Les robots vienne a être développés essentiellement pour assister ou substituer des per-

sonnes pour des tâches qui sont répétitives ou exécutés dans des environnements dange-

reux. Plusieurs de ces tâches, particulièrement celles que sont intrinsèquement distribués et

complexes, demandent l’utilisation d’un système de multiples robots coopératives (SMRC),

pour assurer la viabilité de l’accomplissement de ces tâches, ou pour obtenir une perfor-

mance meilleur que un robot singulier.

Nonobstant les avantages potentielles présentées, comme distribution spatial et tem-

porel, décomposition des problèmes complexes, robustesse, fiabilité et coût, un SMRC

demande que chaque robot maintienne un niveaux de connaissance suffisamment com-

plet et consistant, au sujet de la mission attribué à l’équipe où il est intégré et au sujet

de l’autres robots de l’équipe, pour que la coopération entre les robots soit effective. Le

principal défi est le fait de l’information être dispersée pour les différents robots et, aussi,

le fait de chaque robot avoir seulement une connaissance incomplète et, plusieurs fois,

inconsistante au sujet de l’environnement. L’échange efficace d’information a travers de
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communication inter-robots est donc cruciale pour l’existence de coopération.

La construction des cartes est de fait un domaine d’application importante pour la

robotique. D’un coté, il y a d’autres domaines pour lesquels la carte n’est pas l’objec-

tif principal (ex. recherche et sauvetage, vigilance, exploration planétaire, etc.), mais où

chaque robot demande fréquemment de maintenir une carte pour aider la navigation

sécurisante et efficiente a travers l’environnement. Aussi important, les robots peuvent

remplacer les personnes dans l’obtention des cartes détaillés, comme : cartes fastidieuses

d’environnements intérieures (ex. édifices) ; cartes d’infrastructures enterrés dans le sol

(ex. conduites des gaz, câbles électriques, lignes des communications, etc.), pour éviter

son endommagement pendant le travails de la construction civile ; ou cartes détaillés des

environnements dangereux (ex. mines abandonnées, installations nucléaires, etc.) qui serve

de support pour son accompagnement et maintenance.

Les contributions de cette thèse inclue un model probabiliste de représentation com-

pacte des cartes volumétriques, basé en grils, qui permette de modéliser explicitement

l’incertitude a travers du concept d’entropie. Aussi, on proposé une méthode d’explora-

tion frontier-based utilisant l’entropie, q’un robot peut utiliser pour choisir une nouvelle

pose d’exploration a partir de sa carte actuelle, avec l’objectif de maximiser le gain d’in-

formation.

Ces méthodes probabilistes sont la base pour le développement d’une architecture

distribué, pour construire des cartes volumétriques avec des équipes de robots mobiles

coopératives, qui échangent par altruisme les donnés sensorielles plus utiles avec l’autres

robots de l’équipe. Cet échange d’information est basé sur une mesure formelle d’infor-

mation utile, développée à partir des concepts d’entropie et d’information mutuelle, qui

détermine que l’information plus utile est celle qui contribuait plus pour la qualité de

la carte. L’architecture a aussi un mécanisme pour coordonner les actions d’exploration

exécutés par les différentes robots, et donc améliore la performance globale de l’équipe.

Las méthodes proposées ont été mis en application sur des robots mobiles, équipés avec

une communication sens fils et un système de vision stéréo pour mesurer des distance. Les

robots ont été utilisés pour exécuter en ensemble d’expériences dans un environnement

physique. Ces expériences ont démontré la validité des méthodes et l’amélioration de la

performance due à la coopération entre robots. Les résultats obtenus ont été complémentés

avec la réalisation de plusieurs simulations en ordinateur, qui ont démontré l’utilisation

de celles méthodes en équipes avec un nombre variable de robots.

Mots clés : Coopération, robotique mobile, cartes volumétriques, entropie, utilité de

l’information, information mutuelle.
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Chapter 1

Context, Questions and Method

This thesis addresses the question of how to share efficiently information within a robotic

system comprised of several mobile robots, towards the stimulation of a cooperative be-

havior of the multi-robot system. The aim of this introductory chapter is to give the

reader an overview of the document, by answering three fundamental questions about the

research herein reported: In what context does it appear? What research question does

it intend to answer? What method was used to pursue the research?

This chapter starts by putting the research reported in the later chapters of the thesis in

the context of robotics and, more specifically, in the context of robotic systems comprised

of more than one robot, i.e. multi-robot systems. Given the context, the main research

question and the associated subsidiary research questions are clearly stated, including a

preliminary discussion of the associated issues. Then, the method that was used to answer

those questions is also briefly presented. At the end of the chapter, the contributions and

novelties of the thesis are clearly enumerated and an outline of the document’s chapters

is given.

1.1 The context: Robotics and Multi-Robot Systems

Robotics emerged as a research field a few decades ago and has known important devel-

opments since then. Its fascination lies in the attempt to create machines — robots —

that may imitate some of the complex behaviors found in biological systems, especially in

humans. Most of the people, especially those that are not experts in robotics, remember

popular fictional movies, such as Star Wars and Star Trek, and have built the idea that

a robot is a complex machine, having some of the human skills and looking like people,

which are able to navigate and localize autonomously, use legs to walk and run, learn,

1
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(b)(a) (b)(a)

Figure 1.1: Examples of industrial robots: (a) robotic manipulators in automotive industry
[WCfMJT05]; (b) automatic guided vehicles in automatic material handling systems [Roc01].

talk, reason and interact in a friendly way with humans. The expectation created by

those futuristic movies was however easily disappointed in any visit to a research lab, in

the beginning of robotics, because the real mobile robots were quite far from those skills

and had limited capabilities.

Robots have been developed essentially to help or substitute humans in tasks which

are either repetitive or dangerous. The first industrial robots appeared in the sixties

and were used in the automotive industry to execute assembly tasks, such as soldering

or painting the chassis (see Fig. 1.1-a). They were robotic manipulators, similar to a

human’s arm, which executed repetitively a sequence of operations at high speed and

with good precision.

Since then, other types of robots than manipulator arms have been also developed for

different applications, wherein many of them are not fixed platforms and have the ability to

move within an environment: these are mobile robots. One of the first application domains

for these mobile robots was to automate the materials transportation in manufacturing

systems through automated guided vehicles (see 1.1-b).

Besides locomotion, other important resources have been integrated in mobile robots,

namely more computational power, wireless communication, actuators (other than loco-



The context: Robotics and Multi-Robot Systems 3

(b)(a) (c)(b)(a) (c)

Figure 1.2: Examples of ground mobile robots: (a) some examples of research mobile
robots, commonly used by the robotics research community in either indoor experiments
(top-left and bottom) [Nom99, KFO+04] or less structured outdoor environments (top-right)
[UA04]; (b) mobile robots for non-structured outdoor environments, using either wheels (top)
[KT01] or tracker wheels (bottom) [NAS05]; (c) Spirit rover from NASA, [NAS05], which
landed in Mars at Jan. 2004 for exploration missions on the planet’s surface.

motion) and sensors of many types. Generally, the mobile robot uses its sensors to gather

data from the surrounding environment, process sensory data to perceive the environ-

ment, reasons based on the models created by perception, uses its locomotion capabilities

to move within the environment and uses its actuators to act on the environment (e.g.

gripper, robotic hand, manipulator arm, etc.).

For terrestrial applications, mobile robots use either wheels to move within structured

environments, essentially comprised of flat, even surfaces (e.g. rooms, buildings with el-

evators), or other more complex locomotion devices, such as articulated wheels, tracker

wheels or legs, to move within less structured environments, especially outdoors, having

steps or pronounced slopes (see Fig. 1.2). These mobile robots have plenty of application

domains, besides being used in industry within manufacturing systems. Examples are

indoor and urban surveillance, nuclear power plant maintenance and decommissioning,

cleanup of toxic waste, planetary exploration, search and rescue, mine clearing, military

applications, etc.

For applications wherein mobile robots are not always in contact with the ground,

submarine, boat-like and aerial robots have also been developed (see Fig. 1.3). These

robots can perform important missions such as research and exploration of oceans, fire
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(b)(a) (b)(a)

Figure 1.3: Examples of marine and aerial mobile robots: (a) an autonomous underwater
vehicle (AUV) and an autonomous surface craft, both developed at ISR Lisbon, Portugal
[DSO05], to be used in oceanography; (b) an autonomous helicopter for building aerial maps
(top-left) [AHP05], an autonomous airship for terrain mapping at low altitude (bottom-left)
[HJSL04], and the Predator unmanned aircraft system (right), which has been used in
military reconnaissance and surveillance missions [Pre05].

fighting, terrain mapping, military reconnaissance and surveillance, etc.

Sensors based on different technologies have been developed, which allow a robot to

measure many different physical variables.

For localization of a ground mobile robot, it is usual to couple digital encoders to its

motors’ axes, for measuring the robot’s instantaneous velocity (1) or the robot’s displace-

ment.

To analyze the environment, it is also usual to use digital cameras that convert images

into arrays of numbers — pixels — representing the color of a set of sampled points in

the image. Stereoscopic vision systems, comprised of two or more digital cameras, allow

to associate a distance to each pixel of the image of one of those cameras, i.e. to obtain

a depth map.

Laser scanners, integrating a laser with a sweeping mechanism, measure distances

1The robot’s velocity may be estimated through the integration of the motors’ velocity, a method
known as odometry. Nevertheless, the robot’s localization using odometry accumulates error along the
time, due to non-linear phenomena such as wheels slippage. There are other more robust localization
methods, such as: detecting and measuring the robots’ position relative to distinguishable landmarks
whose localization is known, a method which is known as trilateration; or GPS — Global Positioning
System — that uses the same principle with a constellation of satellites.



The context: Robotics and Multi-Robot Systems 5

using the time-of-flight principle, whereby the light propagation velocity is related with

the time needed by a ray of structured light to return to the laser emitter after being

partially reflected by an obstacle, in order to compute the distance to the obstacle. Using

the same principle, ultrasonic sensors (sonars) and infra-red sensors measure distance

by computing the propagation delay in the medium of, respectively, ultra-sounds and

infra-red light.

Inertial sensors, such as magnetometers, accelerometers and gyroscopes, may support

the robot’s navigation with information about its accelerations. Other examples of sen-

sors are pressure sensors (e.g. used, for example, for manipulating safely fragile objects),

microphones, tactile sensors, infra-red cameras to detect warm bodies in search and rescue

missions, etc. Different types of chemical sensors can also be used to study the composition

of rocks, ground, dust and gases in space exploration missions (e.g. spectometers).

Those sensors can be used by robots to perceive the environment in an intelligent and

powerful way. Robots use their computational power to extract and interpret sensory

data, in order to perform complex reasoning and useful actions. For example, a range

sensor providing distance information can be used by a moving robot to perceive how far

away it is from obstacles and thus implement a collision avoidance behavior. Using color

images provided by a digital camera, a mobile robot performing a surveillance mission

inside a building may use an internal data base containing the faces of known people to

decide whether a found person is authorized to be therein.

Nowadays, the laymen’s idea about robotics that was referred at the beginning of this

chapter, which is often inspired on popular fictional movies, is not hopefully so futuristic,

because robots are becoming indeed complex machines, having important capabilities,

such as control autonomy (operation without any human intervention), intelligent per-

ception based on powerful sensors and high on-board computation power, the ability of

adapting to non-structured and unknown environments and learn, intelligent planning

and reasoning, biped locomotion, friendly interaction with humans, etc.

Although these robots’ human-like skills are still of limited complexity and ability,

being based on emerging and non-mature technologies, important and promising achieve-

ments have been reported for the past few years. Some of the cutting-edge commercial

robots, as the anthropomorphic mobile robots shown in Fig. 1.4, look very like humans,

being comprised of body, head, legs and arms. These robots are usually denoted as hu-

manoids or androids and have important capabilities related with biped locomotion, such

as walking, climbing and jumping. Moreover, substantial research is being pursued to de-

velop human-robot interfaces, so as to get those robots in close interaction with humans
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(b)(a) (c)(b)(a) (c)

Figure 1.4: Some of the commercially available humanoid robots: (a) QRIO from Sony
[Son05]; (b) ASIMO from Honda [Hon05]; (c) H2-RP from Kawada Industries [H2R05].

in many daily tasks.

The current most essential robotics’ goal is to conquer the people’s trust on robots,

so as to generalize the use of robots in close interaction with humans, at home, at the

work-place, for education, as well as in other emerging areas, such as medical robots,

social robots, etc. This challenging goal is already being pursued by making more reliable,

friendly and useful robots, which may assist humans in their daily life. This is usually

denoted as service robotics. Its goal is to build a bridge from the industrial robots stage

to the personal robot stage, i.e. robots that can be important assistants to our lives in the

future, whose objective will be to provide humans and organizations with services that

relieve the human being from some unpleasant tasks, such as cleaning the house, cooking,

serving meals, looking for and picking up things, etc.

Service robots are intended to be used in many domains, such as household, care

and rehabilitation, cleaning, agriculture, construction, demining, entertainment, medical,

mining, monitoring, office, refueling, etc.

In housekeeping, they may automate unpleasant tasks related with house keeping at

home or gardening (e.g. robotic vacuum-cleaners, lawn-mowers, etc.). In care, they may

act as social robots and provide children and elderly people with friendly interaction

and company (e.g. robotic pets). In rehabilitation, they may be used to support elderly

and handicapped people, so as to improve their mobility, autonomy and quality of life.
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They may be used to clean stations, office buildings, planes, boats, etc. In agriculture,

they may automate operations such as collecting fruits or sowing seeds, pesticides or

fertilizers. In entertainment, they may be used to serve as guides in museums, exhibitions

and amusement parks, or to serve as entertainment and educational toys for children. In

medical applications, they may enable minimal invasive and remote or assisted surgery.

In surveillance and inspection missions, they may be used to guard buildings or inspect

sewer systems. They may be used for refueling in automatic gas, with important benefits

related with saving time, reducing risks to health and correct selection of fuel. And many

other examples related with the life of either individual persons or organizations.

1.1.1 Why using Multi-Robot Systems?

For some robotic tasks, especially those that are intrinsically distributed and complex (e.g.

covering a wide area in a surveillance mission, transporting large objects by using more

than one robot, finding victims in the debris of a catastrophe in less than a given time,

etc.), a team of several cooperative mobile robots — a cooperative multi-robot system —

is required to either make viable the mission accomplishment or, at least, accomplish the

mission with better performance than a single robot.

Cooperative multi-robot systems (MRS) have received significant attention by the

robotics community for the past two decades, because their successful deployment have

unquestionable social and economical relevance in many application domains.

Due to the expendability of individual robots, MRS may substitute people in risky

scenarios, which are comprised of tasks that are typified by the high potential for damage

to individual collective elements, such as cleanup of toxic waste, nuclear plant maintenance

and decommissioning, planetary exploration, fire fighting, search and rescue, etc. While

loosing one or more robots in those risky scenarios may be tolerable, human casualties

are certainly not.

Furthermore, in less risky scenarios, MRS may still relieve people from collective tasks

that are intrinsically monotonous and repetitive (e.g. surveillance, forest patrolling and

fire detection, handling materials in a a manufacturing system, etc.) and allow them to

be occupied by more nobler tasks (e.g. coordinating several teams of robots, development

and innovation tasks, etc.).

When compared with single robot-based solutions, MRS provide important advantages

related with space and time distribution, complex problems decomposition, reliability,

robustness and cost.
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Space distribution has the important advantage of many robots being in many places at

the same time. Since each robot comprises individually a set of useful resources — sensors,

perception capabilities, computational power, communication, locomotion, and actuators

—, it is sufficiently autonomous to perform valuable subtasks. The simultaneous operation

of many of these robots allow to perform many, perhaps different and complementary,

tasks at the same time.

By taking advantage of the computational power distribution yielded by a multi-robot

system, certain complex problems (e.g. exploring an unknown environment, finding the

best route to a target position, pursuing and capturing a set of intruders, etc.) may be

decomposed in simpler sub-problems, which are then allocated to the individuals robots.

Therefore, a complex mission may be assigned to a team of intelligent and autonomous ro-

bots, which decompose the mission in simpler tasks and cooperate in order to successfully

accomplish the mission.

In complex missions, requiring a considerable amount of different resources (e.g. differ-

ent sensory capabilities, both ground and aerial mobility, etc.), MRS enable high flexibility

by distribution of the risk. If the resources required by a complex mission are distributed

along different robots, which have heterogeneous capabilities and present some mutual

overlapping or redundancy, the robotic team becomes more robust and reliable, because

it remains usable if some of the robots fail or become damaged, though it suffers a graceful

degradation of its performance.

Because each individual robot of the team tends to be simpler and, thus, more reliable,

than a monolithic single robot having all the capabilities required by the mission, a multi-

robot system may present a more reduced cost.

The acceptance of any robotic system is highly dependent on its reliability, especially in

critical application domains (e.g. security, military missions, rescue, planetary exploration,

etc.). MRS allow to judiciously integrate some redundancy level, which in turn improves

the robotic system’s overall reliability and fault tolerance. In this way, even if some

individual robot fails, the robotic team may be still capable of accomplishing the mission

assigned to it, which is a very appealing characteristic.

1.2 The questions: What is this thesis about?

Although cooperative multi-robot systems present the aforementioned important advan-

tages over single robot-based solutions, they are quite challenging because, besides inher-

iting all the problems associated with developing a single robot, they raise new research
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problems.

A not exhaustive list of these problems includes: cooperative perception by fusing

noisy observations from different robots; the team’s architecture (e.g. centralized vs. dis-

tributed control) and how to achieve coherence and performance with distributed control

and coordination, given that information is usually distributed and each robot has only a

partial view of the world; cooperative planning by decomposing complex tasks and assign-

ing subtasks to the individual robots; ensuring a coherent team behavior when unexpected

events occur (e.g. robots failures, environmental disturbances, etc.).

This thesis mainly addresses the multi-robot systems’ problem of coping with the

information distribution along different robots, which is indeed a transverse issue. And

this is because of several reasons.

Firstly, since information is usually distributed, building a consistent model of the ro-

botic team’s environment depends on fusing sensory data from different robots, which is

noisy and sometimes inconsistent with the current model. Secondly, the way the distrib-

uted information is managed within the team is interconnected with whether the team is

centrally controlled or has distributed control. Moreover, cooperative planning depends

on a sufficient level of awareness, about the robots’ state and about the tasks required

by the mission assigned to the team, which, in turn, is related with the ability of getting

access to the distributed information in a purposive, efficient and consistent way.

Research Question: How to foster cooperation among intelligent robots, based on

sharing useful information and proper coordination?

The question is sufficiently general to be studied within any application domain of

multi-robot systems. An alternative would be to maintain this level of abstraction and

to study it mathematically and try to validate it afterwards in some specific application

domain. Nevertheless, at the start of the research work, it seemed not to be viable to

pursue the research in that way, without loosing the practical sense.

As it will be made clearer later on in this document, it would not be viable to address

the question conveniently without taking some target application, because answering it

certainly requires to be able to quantify and measure the performance of the team of

robots in order to evaluate the proposed approaches. Measuring performance, in turn, is

a concept that is tailored to the target application. Furthermore, robotics is essentially

the integration of several knowledge areas and the associated technologies (e.g. mechanics,

electronics, computer sciences, artificial intelligence, etc.) with the aim of solving practical
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problems wherein the automation provided by robots is required to substitute or assist

human beings.

Therefore, the alternative of configuring the research in the scope of applied robotics

seemed to be more reasonable and, thus, in order to reduce the problem’s abstraction to

a level closer to reality, a specific application domain was chosen at the beginning of the

research.

Cooperative multi-robot systems have received significant attention by the robotics

community for the past two decades. However, most of the research body has been quite

informal and there is still a big lack of formalisms to answer most of the aforementioned

important design questions.

The main goal of the thesis is to give a contribution to formally address the aforemen-

tioned research question in a specific application domain of a multi-robot system: building

volumetric maps. This is a loosely-coupled task, in the sense that it might be performed

with a single robot, i.e. it does not require tight cooperation when executed by a team of

robots, but performance can be significantly improved through cooperation (e.g. attaining

a map in less time). There are several reasons why the robotic mapping task was chosen

to pursue the research.

Firstly, because it is an important robotics’ application domain. It is a valuable

task for supporting robots’ navigation based on a world model and, thus, it must be

present in many useful robotic applications. Moreover, if the goal is the map itself,

there are still relevant target applications, such as: building fastidious maps of indoor

environments (e.g. buildings); building maps of buried utilities (e.g. gas pipes, power

or communication lines, etc.), in order to avoid getting too close to them in construction

activities; substituting humans on building detailed maps of hazardous environments (e.g.

abandoned underground mines or nuclear facilities), in order to support monitoring and

maintenance procedures.

Secondly, because it is easy to build a realistic robotic mapping testbed inside a

research laboratory, since it just requires some workspace and robots having at least

one range sensor and wireless communication. Moreover, the mission’s result yielded by

the testbed is tangible and it is the same as in a real application: the map.

Thirdly, because the research group wherein the work was conducted has an important

know-how about computer vision and stereo-vision, which can be readily used in robotic

mapping to measure distances and build detailed 3-D maps.

Answering the aforementioned research question within the domain of building volu-

metric maps raises a number of other subsidiary questions. This thesis focus on five of
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these questions.

Subsidiary question 1: How to represent a volumetric map and its uncertainty?

An obvious requirement of building a map is obviously a model for the maps, i.e. a

mathematical method to represent and update the robots’ knowledge about the environ-

ment, based on the data provided by range sensors. This issue is thoroughly addressed in

chapter 4.

Subsidiary question 2: How to use the uncertain and partial information contained

in the map to completely explore the environment and minimize the time required to do

this?

As range sensors have limited range, are subject to occlusions and yield noisy measure-

ments, robots have to navigate within the environment in order to survey it sufficiently

and reduce the map’s uncertainty. Therefore, a principled exploration method is needed

to select the robot’s next exploration viewpoint, based on its current map. The goal is to

maximize the information gain associated with the new exploration viewpoint, so as to

reduce the map’s uncertainty as fast as possible. This issue is addressed in chapter 4.

Subsidiary question 3: How to control a cooperative multi-robot system without any

centralized control?

This thesis is based on the assumption that distributed control should be the preferred

control paradigm on controlling a multi-robot system. This design option is justified by

the pitfalls of centralized controllers.

Centralized controllers neither cannot scale up to teams of many robots nor deploy

reliable robotic systems, due to the concentration of the decision power on a single ma-

chine. Moreover, they require extensive communication in order to concentrate sufficient

information on a single machine and, thus, take principled decisions. And, most of all,

they cannot cope with complex tasks due to the exponential increase of the associated

decision methods’ search space. This is thoroughly discussed in chapters 2 and 5.

Distributed control raises however the problem of attaining a global coherent behavior

of a team, wherein each robot intervenes in the decision process, though its sensors give

it only a partial view of the world. Therefore, a method to share efficiently information

among robots is needed to ensure the viability and success of the distributed approach.
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Subsidiary question 4: How to assess information utility so as to communicate useful

data among robots?

This thesis proposes that robots should share efficiently information based on a criteria

of information utility, so as to avoid communicating redundant or unnecessary informa-

tion. Therefore, any architecture model based on this criteria requires a formal method of

assessing information utility. This issue is addressed in chapter 4 and is used in chapter

5 to devise a distributed architecture model for robotic mapping, whereby robots share

altruistically useful sensory data.

Subsidiary question 5: How to coordinate the robots’ actions so as to achieve more

effective cooperation?

Besides ensuring that each robot has a consistent global view about the mission and the

team’s state, it is also needed to endow the team with a suitable coordination mechanism,

aiming at synchronizing the robots’ individual actions and attaining a globally consistent

and cooperative behavior. This issue is addressed in chapter 6 in the context of robotic

mapping, with the aim of coordinating the exploration actions of individual robots.

1.3 The method: How are the questions addressed?

The research questions stated in the previous sections are incrementally addressed along

this thesis. The document’s structure reflect indeed this progressive process. Besides this

introductory chapter, there are two chapters essentially concerned with research back-

ground and methodology, three chapters presenting contributions, aiming at answering

the research questions, and a final chapter with conclusions.

The first phase of the research included a thorough review of the state of the art about

multi-robot systems, with a special emphasis in the cooperation issue, and about robotic

mapping, the chosen application domain to be the testbed. Although this effort towards

a solid background presented a peak in the beginning of the research, it continued during

all the research process until writing this document, so as to be aware of the contributions

in the aforementioned research areas, which have known rapid developments for the past

few years.

Special attention was also given to the main mathematical tool used herein: entropy

and its associated definitions. The contributions of this thesis depend to a great extent on

the usefulness of that mathematical entropy on formalizing relevant concepts, such as the

uncertainty of a belief or the mutual information between two random variables. These
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efforts resulted in the chapters 2 and 3.

The following phases of the research, which are reported in chapters 4, 5 and 6, are

indeed tightly interconnected and are a tangible manifestation of the aforementioned

incremental research process.

Given the research questions and the volumetric mapping application domain, chapter

4 reports the first research step, which can be informally summarized as follows: endow an

autonomous mobile robot, equipped with a range sensor, whereby it is able to represent a

map, update iteratively the map upon sensory data and survey efficiently the environment,

so as to build a map of it as fast as possible.

Taking the volumetric mapping framework as a basis, chapter 5 reports the second

research step, which can be informally summarized as follows: give a distributed control

architecture to a set of autonomous mobile robots, which are individually able to build

a volumetric map of the environment, whereby the team exhibits a global cooperative

behavior, being able to attain a map in less time than a single robot, by taking advantage

of the robots’ space distribution and cooperation through sharing useful sensory data via

communication.

Given the cooperative distributed model, chapter 6 reports the third research step,

which can be informally summarized as follows: although the team of cooperative mobile

robots is able to attain a map of the environment in less time than a single robot, by

sharing useful sensory data, give the robots a proper exploration coordination mechanism

to achieve more effective cooperation, by taking maximum advantage from their spatial

distribution; this can be done by avoiding the situations wherein either more than one

robot senses the same volume or robots interfere each other.

In the course of this research process, special attention was given to the implementation

and validation of the proposed approaches in mobile robots. Computer simulations were

also used in chapter 6 to carry out extensive experiments with teams of robots of different

sizes. Although both empiric methods have the same purpose — to validate a theory

through experiments — they represent very different approaches.

Computer simulations have the obvious advantage of allowing to obtain experimental

results much more quickly than with mobile robots, because the researcher is not restricted

by the time and expense associated with using mobile robots. Anyone who has already

worked with real robots to test some research theory, knows how time-consuming is to

debug a robot’s program or solve any problem in the hardware. Moreover, even in the

absence of these implementation problems, an experiment may be simulated in a computer

in much less time than the time required to carry out a similar experiment with mobile
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robots. Since the researcher is able to abstract the implementation problem, he or she

can focus more tightly on the precise aspect of the problem being studied.

Nevertheless, the advantages of implementing the ideas in mobile robots may out-

weigh largely the aforementioned disadvantages. Firstly, the researcher has to abstract

some features of the system in order to build a computer model of it, which necessarily

involves some degree of simplification. This may lead to a significant distortion of the

real phenomena and the results obtained through simulations may become invalid. Sec-

ondly, sooner or later, the developed theories must be validated within the real world,

with mobile robots, otherwise their validation is likely to be questionable.

In this thesis, the approaches proposed in theory were always validated through their

implementation in mobile robots, and by carrying out experiments in a physical environ-

ment, which contained the most essential characteristics of a real scenario, though some

implementation aspects were simplified, especially those aspects that were not relevant to

answer the research questions.

Nevertheless, in chapter 6, a hybrid empiric approach is followed: firstly, results ob-

tained in experiments with mobile robots are used to tune a simulation model, in order to

ensure that results obtained through computer simulations are indeed valid; afterwards,

in order to reduce the time needed to obtain extensive experimental results, computer

simulations are used to preview the performance of teams of robots with varying team

sizes.

1.4 Preview of novelties and contributions

Given the context related with building volumetric maps with teams of cooperative mobile

robots, the contributions of the thesis include:

• Probabilistic maps – A grid-based probabilistic model of a volumetric map is pro-

posed, which enables to model explicitly uncertainty. The main novelty concerning

grid-based maps are a more compact representation than histograms [SB03] for

the belief about the state of each cell and an efficient Bayes filter to update the

map upon measurements taken at different instant times and from different loca-

tions. A probabilistic model of a range sensor is also presented, which enables to

convert range measurements into coverage estimates. This probabilistic framework

was implemented in mobile robots and resulted in the contributions reported in

[RDC05d, RDC05a].
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• Entropy gradient-based exploration strategy – The frontier-based exploration con-

cept [Yam98] is reformulated using entropy, by proposing an entropy gradient-based

exploration method, whereby the robot’s sensor is directed to frontier voxels be-

tween more explored and less explored regions. The method can be used by a

robot to survey the environment and build the map iteratively. It was imple-

mented and successfully validated in mobile robots. This contribution is reported

in [RDC05d, RDC05a].

• Distributed architecture model – It is devised a distributed architecture model for

building volumetric maps with a team of cooperative robots, whereby each robot is

altruistically committed to share useful measurements with its teammates. The ar-

chitecture was successfully implemented and validated in mobile robots and resulted

in the contributions reported in [RDC05b, RDC05a].

• Entropy-based measure of information utility – In order to make viable the robots’

cooperation through sharing useful information, an entropy-based measure of infor-

mation utility is formulated, whereby sensory data is as useful as it contributes to

improve the robot’s map. The successful use of this measure in cooperative mobile

robots is reported in [RDC05b, RDC05a].

• Coordination mechanism based on the minimization of mutual information – An

exploration coordination mechanism is proposed to overcome the typical problems

that arise in a multi-robot mapping mission due to lack of coordination: robots

sensing regions that overlap each other; selecting not reachable exploration view-

points; or not avoiding exploration points characterized by partial occlusions, due

to the presence of other robots in front of the robot’s sensor. It is demonstrated

that overcoming these problems require the robot to be sufficiently aware about

the other robot’s state. The most important feature of the coordinated exploration

method is to avoid sensing overlapping regions with different robots. This problem

is formulated as a mutual information minimization problem, after deriving mathe-

matical expressions for computing the mutual information between sets of random

variables. The validity of the aforementioned coordinated exploration method is

demonstrated in [RDC05c].

The use of the mathematical concept of entropy to formally represent several important

concepts is transverse to every contributions of the thesis. Entropy, either in its simple
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form or as mutual information (2), is used in the thesis with different purposes: to measure

the amount of uncertainty associated with a volumetric map [RDC05d, RDC05a]; to

devise a straightforward exploration method [RDC05d, RDC05a]; to propose a formal

measure of information utility for mapping missions [RDC05b, RDC05a]; and to measure

the overlapping between the sensed regions by different robots [RDC05c].

1.5 Outline of the thesis

The thesis is organized in seven chapters. After this introductory chapter, which presents

the context, research questions and methodology of the research herein reported, chapter

2 reviews thoroughly the most relevant state of the art related with cooperative multi-

robot systems and robotic mapping. The purpose is to go deeply into the motivation,

taxonomies and main issues related with cooperative robotics and robotic mapping, so

as to put properly in context the contributions of the thesis, which are presented in the

following chapters.

Chapter 3 provides the reader with the basics of information theory, so as to contribute

to the readability of the following chapters. The basic definitions of entropy, joint entropy,

conditional entropy and mutual information for discrete random variables are presented.

It is also presented the entropy definition for continuous random variables: differential

entropy.

Chapter 4 proposes a grid-based probabilistic model for a volumetric map based on

entropy. In order to survey the environment and build the map iteratively, an entropy

gradient-based exploration method is also proposed. The framework is illustrated and

validated through the presentation of results obtained within experiments using a mobile

robot equipped with stereo-vision, wherein volumetric maps of a real indoor environment

were built.

Chapter 5 proposes a distributed architecture model for building volumetric maps

with teams of cooperative robots. The information utility concept is defined as a balance

between performance improvement and cost increasing; the information is as useful as

the ratio of these two variables takes high values. Using this definition, an entropy-based

measure of information utility is formulated for robotic mapping missions, in order to

propose a cooperation scheme based on sharing efficiently sensory data via communi-

2Mutual information is an entropy-based measure of the amount of information that a random variable
has about another. This and other information theoretical concepts are thoroughly presented in chapter
3.
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cation. The cooperative distributed model is validated through cooperative volumetric

mapping experiments, using mobile robots equipped with stereo-vision, in a real indoor

environment.

Chapter 6 extends the cooperative distributed model proposed in chapter 5, so as to

overcome the problems that arise due to the lack of coordination of the exploration actions

taken by different robots of a team. With this purpose, the entropy gradient-based explo-

ration method proposed in chapter 4 is extended with a coordination mechanism, whose

main novelty is to formalize the sensing overlapping problem as a mutual information

minimization problem. The coordinated exploration method is validated and compared

with its uncoordinated counterpart, through volumetric mapping experiments with mobile

robots and computer simulations.

Chapter 7 concludes the thesis. It makes a summary of the document, underlines the

main conclusions obtained in the course of the research herein reported, and discusses the

advantages and limitations of the presented contributions. The chapter ends by pointing

out perspectives on future research.
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Chapter 2

Background and related work

This chapter covers a significant part of the state of the art related with cooperative multi-

robot systems and robotic mapping. The purpose of the chapter is to give the reader

some background and motivation about cooperative robotics and robotic mapping, and

put properly in context the research reported in the following chapters.

After focusing on the cooperation concept itself, the advantages and challenges posed

by cooperative robotic systems are addressed. Some relevant taxonomies, the main issues

of multi-robot systems and some cooperative robotic architectures often referred in the

literature are also briefly presented and discussed. A special emphasis is given to the com-

munication structure used in the multi-robot system, since the main question addressed

in this thesis is how to share efficiently information via explicit communication. Then, the

robotic mapping research topic is introduced along its main issues and known solutions

in the literature. At the end of the chapter, the assumptions and contributions of the

research reported herein are made clear.

2.1 The essence of cooperation

This section is focused on the cooperation concept itself. The aim is to understand more

clearly what means being cooperative, what cooperative behavior does imply, and how

can we take inspiration on cooperation examples observed in nature and human societies,

to successfully develop human-made intelligent cooperative systems and, particularly,

cooperative multi-robot systems.

One of the knowledge areas that has paid special attention to cooperation is Distrib-

uted Artificial Intelligence, a sub-field of Artificial Intelligence (AI), since it addresses

problems related with constructing large, complex and knowledge-rich systems. It ad-

19
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vocates that such systems should be decomposed into a number of autonomous agents

that communicate and cooperate with one another within a decentralized control regime.

These systems are denoted as multi-agent systems (MAS) [SV00].

The concept of agent plays a central role on these systems. Although there is no

generally accepted definition of agent in AI, it may be defined as an autonomous and

intelligent entity (e.g. a robot) with goals, actions and domain knowledge, situated in an

environment. The way it acts is often called its behavior.

For the last two decades, MAS scientists have developed extensive work, providing

both principles for constructing such complex systems, involving multiple agents, and

mechanisms of coordination of independent agents’ behaviors. Much of the research on

non-robotic MAS is relevant to robotic MAS, which are usually denoted as multi-robot

systems.

For some problems, especially those that are intrinsically distributed and complex,

fostering cooperation among intelligent machines is driven by the assumption that multi-

agent solutions have advantages over single agent solutions (1).

Research on this issue has been mainly conducted by roboticists in the context of

multi-robot systems. However, besides knowledge about building single robot systems,

this research area is multi-disciplinary and integrates a huge number of distinct fields, out-

side the Engineering Sciences, where it bears inspiration to obtain a cooperative collective

behavior upon engineering the behavior of individuals. Thus, it integrates Engineering

Sciences, Artificial Intelligence, Social Sciences (Organization Theory, Economics, Cogni-

tive Psychology) and Life Sciences (Theoretical Biology, Animal Ethology). On the other

hand, successful cooperative methods developed within robotics might be generalized to

other knowledge areas.

2.1.1 Definitions of cooperation

Before the word cooperation can be applied to rule the behavior between intelligent agents

and between them and humans, some thought about its meaning must be given. Although

its literal reading — simultaneous operation — is quite general, the word has historically

been used primarily to refer to the joint behavior of humans, and sometimes animals.

The specific mechanisms of cooperation that we can find in the animal and human sphere

depend on behavioral tendencies that effect the willingness to cooperate [Jun98].

1The word agent will sometimes substitute the word robot throughout the text, in order to keep the
discussion as much general as possible.
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Robotics researchers often distinguish between two types of cooperation: collective

robotics and cooperative robotics [CFK97]. The former is often denoted as swarm coop-

eration and the latter as explicit cooperation. They are two different approaches to the

same problem: how to obtain a desired collective behavior upon engineering the behavior

of individuals. The term collective behavior denotes any behavior in a system having more

than one agent (a multi-agent system). Cooperative behavior is a subclass of collective

behavior that is characterized by cooperation.

Explicit definitions of cooperation in the robotics literature include [CFK97]:

• Joint collaborative behavior that is directed toward some goal in which there is a

common interest or reward;

• A form of interaction usually based on communication;

• Joining together for doing something that creates a beneficial result, such as in-

creasing the overall system performance.

These definitions emphasize three important dimensions of cooperative behavior, namely

task, mechanism and performance.

The task is directed toward a goal shared by all the agents of the community, in which

there is a common reward or interest beneficial to all agents.

The mechanism of cooperation, perhaps supported on some distributed control archi-

tecture and some explicit communication, rules the interactions among agents, so that

the actions of individual agents are coherent with the system goal and beneficial to the

system as a whole (2).

The performance of the system, as a whole, is enhanced through the existence of

cooperation, creating a beneficial result that is a reward for all agents (e.g. reducing time

to complete a task, increasing resources utilization, reducing energy waste, etc.). This

means that cooperation yields a globally rewarding utility which is greater than the sum

of the individual utilities.

2This statement has an implicit distinction between the goals of an individual agent and the system
goal. Each agent may have its local goals and a system goal common to all agents in the team. In this
context, a given agent may have to choose some actions that, not representing a direct reward to its
individual (local) goals, are required in order to benefit the system as a whole and to achieve the system
goal.
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A possible definition which encompasses all the three dimensions may be [CFK97]:

“Given some task specified by a designer, a system exhibits cooperative behavior if,

due to some underlying mechanism (mechanism of cooperation), there is an increase

in the total utility of the system.”

A more precise definition of cooperation from Artificial Intelligence is [DFJN97]:

“To cooperate is to act with another or others for a common purpose and for common

benefit.”

There are two primary ways to give an agent a purpose: the agent is provided with a set

of behaviors that are designed in such a way that the agent pursues some implicit purpose

— goal-oriented or purely behavior-based control ; alternatively, the agent is motivated

by explicit goals and employs decision-making processes (planning, negotiating, etc.) to

direct its action towards the achievement of those goals — goal-directed control.

Sharing the same purpose (whether implicit or explicit) is not a sufficient condition for

agents to achieve explicit or intended cooperation. They must intend also to act together

or to have a commitment to joint activity. This is only possible with some goal-directed

control because it is not possible without internal state and purely goal-oriented control.

A common definition of Distributed Problem Solving (a branch of Artificial Intelli-

gence) is the cooperative solution of problems by a decentralized and loosely coupled

collection of knowledge sources, located in a number of distinct processor nodes [Smi80].

The knowledge sources cooperate in the sense that no one of them has sufficient informa-

tion to solve the entire problem. Mutual sharing of information is necessary to allow the

group, as a whole, to produce an answer. Here decentralized means that both control and

data are logically and often geographically distributed and there is neither global control

nor global data. Loosely coupled means that individual knowledge sources spend most of

their time in computation rather than communication.

The way whereby a group of intelligent agents shares information — the main ques-

tion addressed in this thesis — is crucial to any of the aforementioned definitions of

cooperation. It allows every agents to be aware about what is the global task and to

maintain a sufficient level of awareness on each individual agent, in spite of information

being dispersed and, sometimes, inconsistent. It is crucial to coordinate the behavior of

the individual agents through some coordination mechanism, in order to obtain a joint

collaborative behavior and suitable global performance.
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Table 2.1: Payoff matrix of the prisoner’s dilemma game used by Axelrod [Axe84]:
T=Temptation to defect; R=Reward for mutual cooperation; P=Punishment for mutual
defection; S=Sucker’s payoff.

Player B
Cooperate Defect

Player Cooperate R = 3, R = 3 S = 0, T = 5
A Defect T = 5, S = 0 P = 1, P = 1

2.1.2 The prisoner’s dilemma

Political sciences’ researchers have already studied the emergence of cooperation using

game theory models. The prisoner’s dilemma is a classic of game theory, which has been

used to study interactions based on reciprocal altruism in different areas, such as political

and social sciences, economy and biology.

The situation inherent to the prisoner’s dilemma occurs when selfish individuals, pur-

suing their own interests, lead to a poor outcome for the collective. In the prisoner’s

dilemma game, there are two players that have two different choices in each interaction:

cooperate or defect. Each must make the choice without knowing what the other will do.

No matter what the other does, defection yields a higher payoff than cooperation. The

dilemma is that if both defect, both do worse than if both cooperate.

This game was used by Axelrod to identify under what conditions cooperative behavior

emerges in a group of selfish individuals without a central authority, where pursuing self

interests does not imply the group welfare [Axe80a, Axe80b, Axe84].

Table 2.1 depicts the prisoner’s dilemma game that Axelrod used to pursue his work

[Axe84]. One player chooses a row, either cooperating or defecting. The other player

simultaneously chooses a column, either cooperating or defecting. Together, these two

choices result in one of the four possible outcomes shown in the matrix. If both players

cooperate, both get the reward for mutual cooperation (R = 3 points). If one player

cooperates but the other defects, the defecting player gets the temptation to defect, while

the cooperating player gets the sucker’s payoff (T = 5 points and S = 0 points, respec-

tively). If both defect, both get the punishment for mutual defection (P = 1 point). The

four parameters were chosen so as to get T > R > P > S and R > (S + T )/2. These

conditions ensure that mutual cooperation gets a higher cumulative payoff in consecu-

tive interactions than alternating between exploiting and being exploited (exploiting each

other).

An iterated prisoner’s dilemma game (IPD) is a sequence of interactions, whose length
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is not known by the players. Each player knows the complete history of previous interac-

tions with the other player, but it does not know the decision that will be chosen by the

other player in the current interaction.

Given that individuals have a sufficiently large chance to meet again, so that they

have a stake in their future interaction, Axelrod used IPD to explore the following gen-

eral conditions for the evolution of cooperation: firstly, cooperative strategies must have

success on a given environment, so that they can be adopted by agents; secondly, these

strategies must have success in dynamic environments with learning capabilities (learning

agents), so that they can thrive and propagate in a population; thirdly, once cooperation

is established in a population on the basis of the reciprocity, it must protect itself from

invasion by less cooperative strategies.

Axelrod reported experiments with the IPD [Axe84] wherein different programs, im-

plementing strategies ranging form very simple (e.g. a completely random strategy) to

mathematically very complex, were confronted in a round robin tournament with a fixed

number of iterations (200 iterations each), including confronts of each program with it-

self. At the end of an iteration, each program summed a score accordingly with Table

2.1. After all rounds, it was summed the overall score accumulated by each program to

determine the winner. Surprisingly, the winner program implemented a strategy named

“tit for tat” (TFT) which, excluding the program implementing a completely random

strategy, was the simplest program.

TFT is a very simple strategy that always cooperates in the first iteration. In the

following iterations, it simply does whatever the other player did on the previous iteration:

if the opponent defected in the previous iteration, TFT retaliates (defects); if, however,

the opponent cooperated in the previous iteration, showing good will or regret, TFT

cooperates as a way to establish a reciprocal cooperative relationship, beneficial to both

players.

This surprising result led to some conclusions about a successful cooperative strategy:

niceness, retaliation, forgiveness and clarity. Niceness means that the strategy is never

the first to defect. Retaliation means that it retaliates immediately after its opponent has

defected, showing that it is willing to cooperate but not to be exploited. Forgiveness means

that, after retaliating, punishment is ended as soon as the opponent cooperates. Clarity

means a strategy that is easily identifiable and coherent, favoring the establishment of a

cooperation relationship based on reciprocal confidence.

Further studies with an evolutionary version of the previous experiment [Axe84],

whereby several generations of a tournament were simulated, so that more successful
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strategies in a given generation were more likely to be submitted in the next generation,

showed that TFT is an evolutionary stable strategy, which can thrive and protect itself

with a cluster of individuals who rely on reciprocity.

These studies put on evidence that groups of individuals ruled by cooperation strate-

gies based on reciprocal altruism yield good overall performance, even if the individuals are

intrinsically selfish. Moreover, they show that groups of altruistic individuals may thrive

against other individuals not willing to cooperate, which are eminently adversarial. This

knowledge inspired the development of the cooperative strategy for sharing useful infor-

mation presented in chapter 5, which is based on reciprocal altruism [RDC05b, RDC05a].

2.1.3 Biological inspiration

Cooperation between simple organisms on earth is almost as old as life on earth itself.

Biologists have long understood that bacteria live in colonies, but only recently it has

become evident that most bacteria communicate using a number of sophisticated chemical

signals and engage in altruistic behavior [Jun98]. They emit and react to chemicals in a

genetically determined way that associates chemical and elicited behavior.

This can be considered an interaction via the environment, as the chemical environ-

ment, immediately surrounding each bacterium, acts as a communication channel for

information implicit in the emitted chemicals that must be sensed and reacted to. These

chemical signals only have meaning when interpreted in a behavioral context and they

are an explicit signaling and a consequence of the evolutionary history of bacteria [JZ00].

The resulting cooperative behavior emerges as a consequence of the behavior policy ge-

netically encoded in each individual. This mechanism of cooperation is simple as there is

no recognition of other individuals, neither explicit communication.

Social insect societies have been thoroughly studied by biologists, especially ants,

termites, bees and wasps [BG00]. For example, termites collectively build huge nests and

ant colonies plan shortest paths between their nest and a food source, using a powerful

signaling mechanism, which is also a kind of interaction via the environment: the exuding

of a pheromone — a chemical substance — attracts other ants.

When ants forage food sources, they lay and follow trails of pheromone. The first ants

returning to the nest from the food source are those that have taken the shorter path in

both directions. Because this route is the first to be doubly marked with pheromone, the

other ants are attracted to it and tend to follow the optimized route. Path planning is an

emergent characteristic of the ant colony not present at the level of the individual.
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Ants also extensively use cooperative mechanisms that involve explicit (intentional)

sensing of other individuals. Ants achieve the identification of castes of other individuals

using chemicals sensed with their antennae (they cannot identify specific individuals).

Although this interaction via sensing is a more sophisticated interaction than broadcast

style of interaction via environment, the former is built upon the same mechanisms of the

latter (chemical signals). The interaction via sensing is built and layered upon interaction

via environment. As ants, animals in general, which use more sophisticated schemes, have

also more basic schemes upon which the more sophisticated ones are built.

Scientists who study the behavior of social insects have found that, although the

individual activities appear seamlessly integrated without any supervision, the group co-

operation at colony level is largely self-organized. The coordination simply arises from

interactions among individuals. Although these interactions might be simple (e.g. follow-

ing the trail left by another), together they can solve difficult problems (e.g. finding the

shortest route among countless possible paths to a food source) and emerge a beneficial

collective behavior, denoted as swarm intelligence [BG00].

The wolves, social mammals of the canine family, are carnivores that usually hunt in

packs, formed upon strict social hierarchies and mating systems. They organize them-

selves through demarcating territories. Territory marking is done through repeated uri-

nation on objects on the periphery and within territories. Wolves also communicate with

pheromones excreted via glands near the anus and the dorsal surface of the tail. As

the chemical trails of ants, these are also examples of schemes based on interaction via

environment.

Wolves also interact via sensing when they hunt in packs: they cooperate by closely

observing the actions of each other and, in particular, the dominant male who directs the

hunt. Each wolf knows all the pack members and can identify them individually, visually

and by smell. Wolves can also interact via explicit communication, as they communi-

cate explicitly with a particular individual using a combination of specific postures and

vocalizations [Jun98].

As with ants, wolves’ communication exhibits meaning preservation for the signals, but

with a significant difference: the shared grounding that enables the uniform interpretation

of some signals (e.g. postures and vocalizations) is not wholly genetically determined.

Instead, the grounding is partially learnt during development in a social environment

similar to both individuals that ensures a shared meaning.

Primates also use each of the three mechanisms referred above — interaction via

environment, interaction via sensing and interaction via explicit communication. The
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main difference between primates and other animals is their sophistication in learning and

representing the internal goals, plans and actions of others, and their ability to construct

cooperative plans jointly and flexibly adapt and repair them in real time [Jun98].

A joint plan can be defined as a sequence of actions, each enacted by a particular

member of the group. Each individual assesses the goals, actions and plans of others, and

adjusts its own goals, actions and plans to achieve a more coordinated interaction where

joint goals are satisfied.

Non-human primates use extensively the passive observation of others (interaction

via sensing), via visual and auditory cues interpreted as actions and intentions. The in-

teraction is simultaneous and occurs within visual or auditory range. The signaling is

implicit (side effect of the behavior) but the sophistication of its interpretation is consid-

erable [JZ00]. As with the wolves, the communication also exhibits meaning preservation

through a shared grounding. However, the grounding is more complex, as is the develop-

ment process required to attain it.

Humans own the heritage of our primate ancestors, using many types of signaling for

communication [JZ00]. Like primates, we make extensive use of implicit communication,

such as posturing and explicit gesturing (e.g. pointing), but we also make extensive use

of explicit communication, both written and spoken, that is explicitly evolved or learnt.

Posturing, gesturing and speaking all involve simultaneous interaction.

Humans have developed symbolical communication, which enables long-term inter-

actions (e.g. written language). It requires considerable sophistication in interpretation,

but we also use signals that are more easily interpreted, like laughing. Being the shared

groundings for human symbolic communication more complex, our cultural language

learning can be seen as an extension of the process present in our non-human primate

ancestors.

Based on these communication mechanisms, humans display a basic level of altruism

and cooperate in many and varied ways toward humans and sometimes animals, foster-

ing symbolic contracts with mates, kin, friends, organizations and societies, whereby we

exchange resources for mutual benefit. In some cases, we cooperate and provide resources

with no immediate reward, except the promise that the other party will honor the contract

and will provide resources when we need them.

As a conclusion of the previous biological examples, we may say that the sophistication

of cooperation increases as we go from bacteria cooperation to primate and human coop-

eration, and this seems to have a high correlation with the increase of the sophistication

of the communication schemes. It is likely that sophistication of cooperation scales with
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that of communication [Jun98].

Parker made a broad classification of animal societies, which has particular interest

for research in cooperative robotics, as it parallels two possible approaches to cooperative

systems development [Par94]. She grouped animal societies into two broad categories:

those that differentiate and those that integrate.

Insect societies are an example of societies that differentiate because they arise due

to an innate differentiation of blood relatives that creates a strict division of work and

a system of social interactions among members. Members are formed within the group

according to the needs of the society. The individual exists for the good of the society

and is totally dependent upon the society existence. A group can make accomplishments

that are not possible to achieve individually.

On the other hand, societies that integrate depend upon the formation of groups of

individuals that are independent animals to each other. Such groups do not consist of

blood relatives that stay together, but instead consist of individuals of the same species

that come together by integrating ways of behavior. These individuals are driven by a

selfish motivation that leads them to seek the group life, because it is in their own best

interests. Wolves that hunt in packs are an example of this kind of cooperative societies.

Another example is breeding colonies of many species of birds, in which birds do not come

together due to any blood relationship, but instead they thrive the support provided by

the group. Rather than the individual existing for the good of the society, these societies

exist for the good of the individual.

The concept of cooperation is a human, and possibly animal, symbolic concept whose

meaning is intimately related to the behavioral and cultural references to which it is

grounded [Jun98]. For this reason, the specific mechanisms that we find employed for

cooperation in the animal and human sphere depend on behavioral tendencies that effect

the willingness to cooperate.

The conditions under which organisms cooperate are complex and closely tied to the

ecology of individual genes. Although the design of cooperative human-made systems are

in a different context, knowing why organisms cooperate can help to identify particular

conditions under which those systems may benefit from cooperation.

The most obvious question that arises when trying to understand why biological or-

ganisms cooperate is why do they cooperate, knowing that Darwin’s natural selection

theory implies that they behave in a completely selfish manner to increase their own fit-

ness. Although individuals are genetically selfish, the main mistake of Darwin’s theory

is the belief that they are necessarily selfish. There are three main reasons that explain
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why cooperation emerges in biological societies: pair bonding, kin selection and reciprocal

altruism [Jun98]. The first two reasons have a genetic basis, whereas the latter explains

cooperation between unrelated individuals.

Sexual reproduction is an evolutionary advantage because it allows for faster adapta-

tion to changing environmental conditions. Long-term pair bonding provides a willingness

of males and females to cooperate to achieve a variety of tasks related to secure repro-

ductive opportunities and child rearing.

Based on the application of Darwin’s theory, the theory of kin selection is a selfish-gene

approach that postulates that individuals cooperate to varying degrees with kin because

they have genes in common.

Reciprocal altruism is the process by which altruistic relationships arise between unre-

lated individuals. A given altruistic relationship is an evolutionary stable strategy if: the

cost of an altruistic act is low in relation to the received benefit; individuals are able to

recognize each other as individuals and to keep track of their history of previous dealings;

the group is stable, giving the individuals the chance to encounter each other repeat-

edly in situations that present opportunities for altruistic acts [Jun98]. Two individuals

can profit by forming a relationship based on reciprocal altruism because it provides the

opportunity to barter resources and information for mutual benefit.

Human societies encourage a basic level of altruism through cultural controls over

behavior, such as legal systems and social conventions. Moreover, this basic level of

reciprocal altruism dictates how people expect other people to behave and is often inherent

in what is meant when they talk of cooperation. Obviously, it is unlikely that human-

made cooperative systems can cooperate by pair bonding or kin selection, but they can

benefit from displaying reciprocal altruism toward each other, and toward humans.

This section has shown how cooperation emerges in biological systems. The main

ideas are: cooperation sophistication increases with that of communication; and, like-

wise in many biological examples, teams of robots may benefit from cooperation through

reciprocal altruism, as a means to barter resources and information. In chapter 5,

this thesis shows how a set of robots may use efficiently explicit communication to

share useful information, by following a cooperation scheme based on reciprocal altru-

ism [RDC05b, RDC05a].
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2.2 Cooperative multi-robot systems

We’ve seen in the previous section that cooperation studies in human societies and bio-

logical systems may be a useful source of inspiration to develop human-made cooperative

systems displaying reciprocal altruism. Multi-robot systems are certainly an important

family of these human-made systems, since their successful deployment have unquestion-

able social and economical relevance in many application domains. Besides making clear

the motivation to study and develop multi-robot systems, this section gives the reader

some background about those systems and covers a significant part of their current state

of the art.

2.2.1 Advantages and motivation

One of the key driving forces in the development of mobile robotic systems is their poten-

tial for reducing the need for human presence in dangerous applications, in which human

casualties are possible or even likely. Examples of such applications are: the cleanup of

toxic waste, nuclear power plant decommissioning, planetary exploration, fire fighting,

search and rescue missions, security, surveillance, etc. In these applications, it is desirable

to reduce the risk to humans through the use of autonomous technology. In manufactur-

ing systems, although being less risky, the use of autonomous technology may increase

the work efficiency, due to the highly repetitive and monotonous nature of the inherent

tasks.

One alternative for those autonomous systems is to create a single robot-based solution.

This robot would have all the capabilities necessary to accomplish the specified mission on

its own. This solution may be feasible for small-scale applications, however it is impossible

or disadvantageous for the real world applications referred above.

Usually, solutions for those applications employ the use of multiple human workers

cooperating and complementing each other [Par94]. Some tasks, which are typified by

the high potential for damage to individual collective elements, seem to be ideally suited

to multi-robot systems, and thus it is the expendability of collective elements that is

identified as the major reason for proposing robot collectives for the task [DJM02].

For some specific robotic tasks, such as exploring an unknown planet [AB98b], pushing

large objects [Par94, MNS95, RDJ95], or cleaning up toxic waste [Par98], it has been

suggested that, rather than sending one very complex robot to perform the task, it would

more effective to send a number of smaller and simpler robots. Such a collection of

autonomous agents is sometimes described as a swarm [JLB94], a colony [DMC96], or as
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Figure 2.1: Tradeoff between reliability and complexity. Figure reproduced from [Jun98].

a collective [KZ94], or the robots may be said to exhibit cooperative behavior [Par93].

There are some tasks that are more effectively performed by a single robot, namely

those that neither are spatially distributed nor require some sort of synchronization

[DJM02]. However, this is not the most usual case and there are several reasons why

a multi-robot solution performs better than a single robot [AB98a]:

• Space Distribution — many agents can be in many places at the same time;

• Parallelism or Time Distribution — many agents can do many, perhaps different,

subtasks at the same time;

• Divide and Conquer — certain problems are well suited for decomposition and

allocation among many agents;

• Cost, Reliability and Robustness — often, each agent in a team can be simpler than

a more comprehensive single agent solution.

Spatial and time distribution is related with simultaneous operation, respectively in space

and time. It is whether required by the application — e.g. surveying a wide area or

tracking moving targets — or it enables better performance in tasks intrinsically distrib-

uted, such as cleaning an area or performing a large-scale assembly in less time. The

latter reason means that, although some tasks do not require a multi-robot solution, it is

very difficult to realize a single robot simultaneously complex and robust [Jun98], because

there is usually a tradeoff between performance and reliability (see Fig. 2.1).

Multi-robot solutions give greater flexibility in managing complexity by distribution of

risk. For example, instead of building a monolithic robot designed to have all the sensing,

perceptual and reasoning capabilities required for a particular task, a multi-robot system

can be a much more reliable solution. If there is an overlap in the individual robot’s
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capabilities, then the system has a greater robustness, because a failure of any particular

robot will not necessarily mean the failure of the whole system.

Tasks that require traditionally multi-robot systems are typically parallelized and

require small amounts of coordinating communication (e.g. pushing a large box). Between

this extreme and the tasks that are more suited to a single robot, there are tasks that

could be performed faster or more reliably with a collective rather than with a single

robot, e.g. finding a particular object in a finite region, performing a search and rescue

mission or building a volumetric map (see Fig. 2.3 in page 78).

Collectives of simple robots may be simpler in terms of individual physical design than

a larger and more complex robot. Thus, the resulting system may be more economical,

more scalable and less susceptible to overall failure [DJM02]. These distributed systems

are more scalable and can be more economical because more robots might perform faster

missions and adding more robots with complementary features might give to the team

the ability to perform more complex missions.

This suggests another dimension of MRS, which is heterogeneity. Heterogeneous MRS

[Par94, Par98, Par03, Bal00, SSH+02, MLT+02, MFP04, HPS04] are interesting because

complex tasks are partitioned into sub-tasks requiring different capabilities and behaviors,

which are further performed by robots with different capabilities. Using both heterogene-

ity and redundancy, multi-robot systems can achieve better cost efficiency, reliability,

robustness and performance, even in complex tasks.

2.2.2 Application fields

As other automatic and autonomous systems (e.g. a single robot or a computer numerical

control-based milling machine), a multi-robot system (MRS) is useful for assisting or

substituting humans with autonomous technology [Par94].

As it was already noticed in the previous section, multi-robot systems allow to take

advantage of collective elements’ expendability in applications with high damage potential.

Unless a MRS is comprised of completely heterogeneous robots in terms of their sensing

and motion capabilities, it usually integrates some degree of redundancy which yields

robustness and graceful degradation when failures of individual robots occur. Thus, a

MRS can be very useful for missions carried out within hazardous environments for human

beings, where human casualties are possible or even likely. Examples of this kind of

applications are: cleanup of toxic waste, nuclear power plant decomissioning [MMO+98],

planetary exploration [Vol99, MS01, SHP+01, OMW+04], fire fighting [MCdDO05], search
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and rescue [CM03, KT01], mine clearing [ZSAC01, GMGH04], military reconnaissance,

etc.

For instance, Casper and Murphy [CM03] described the use of robots for assisting

humans in the search and rescue operation carried out in the World Trade Center towers,

immediately after the September 11, 2001 catastrophe in New York, USA. This work

were mainly focused on studying human-robot interaction in a real search and rescue

scenario, since a huge amount of human rescue teams were required to face the situation

and mobile robot technology was not advanced enough at that time for fully autonomous

and regardless rescue robots.

Robots were mainly tele-operated by humans and were employed with two main goals:

in the rescue phase, they were used to search for victims and examine voids that could

not be examined by humans; in the inspection phase, they were used to examine areas

beneath the rubble pile under the direction of structural engineers.

The motivation for using robots in this kind of catastrophic scenarios is multifold.

Miniature robots can go into places that humans or dogs cannot due to size, extreme

heat, toxicity of the environment, etc. The operational scenario is dangerous and very

risky and, thus, casualties among human rescuers are very likely; on the other hand, robots

are expendable and can be deployed very quickly. The amount of trained professionals to

perform the multitude of tasks during a rescue — search, extract, examine, inspect, or

medically treat — is often scarce and robots can be a valuable help. Furthermore, those

tasks may require a group of specialized rescuers for many time; for instance, removing an

entombed victim takes an average of ten trained professionals during ten hours [CM03].

The application domain of a cooperative MRS has a strong influence on its design, since

there are applications with diverse cooperation and requirements. There are generally two

broad types of application domains of multi-robot systems:

• applications wherein multi-robot systems are an advantageous alternative to a single

robot;

• applications wherein teamwork is strictly required or using a single robot is not

viable.

Table 2.2 gives an overview of research focusing on multi-robot systems, classified by

testbeds and application domains.

In the first type of application domains enumerated in Table 2.2, tasks can be accom-

plished with a single robot, though better performance can be attained with a MRS. In

these tasks, if all robots work independently and are unaware of the existence of other
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Table 2.2: Overview of testbeds and application domains of multi-robot systems. Each
line of the table associates testbeds with a given set of real applications for which they are
relevant.

Testbeds Application domains

Achievable with a

single robot, though

multi-robot systems

may yield better

performance

coverage [BA94, Cho01, CMKB04] snow removal, lawn mowing, car-body painting,

painting a wide wall, cleaning a room

foraging [Par94, BA94, RDC03, MLT+02, JZ00] mine clearing [ZSAC01, GMGH04], cleanup of

toxic waste

map building

[SF93, Yam98, BMF+00, BMW+02, FMP02,

RDC05d, RDC05b, RDC05c, RDC05a], robust

and distributed localization

[FBKT00, Thr01, RB02, SHB+02, WGD+02,

MFP04, RR04, SDH+04, MPS05], SLAM

[DNC+01, THF+03, HJSL04, HBFT03, FJC05,

NMS05, BR05, SGB05]

planetary exploration

[Vol99, MS01, SHP+01, OMW+04], mapping

indoors, outdoors, buried utilities [BVS02] and

abandoned mines [MDDW98, HV03, THF+03],

nuclear power plant decomissioning [MMO+98]

Teamwork is strictly

required

multitarget observation [Par99, Tou00, WM00,

GM02, VSK+02, SOD+02, FLS02], formation

control

[BA98, BH00, FM02, ÖEH02, TPK04, MVB04],

robot soccer

[VSHA98, VUF+98, SV99, SRV00, LVAC99,

SHB+02, WGD+02, RM02, HRW+03, BHK+03,

BSH+04, SBV04, MRLD05, RBL+05],

RoboCup rescue [KT01]

surveillance, security patrols and reconnaissance

[SOD+02, FLS02, UA04], motion coordination

in industrial applications [BSWL04], fire

fighting [MCdDO05], agricultural coverage

tasks, search and rescue [CM03]

box pushing

[Par94, Par95, MNS95, RDJ95, GM02], object

transportation [Seq99, SSH+02, PPCC02,

YAOA03, BSWL04, CKC04, HTOA+04]

transporting heavy objects in industry,

assembly of large-scale structures [SSH+02],

transshipment operations in large facilities

[AFH+98]
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robots, the robotic team is a simple extension of a single agent solution. This kind of

weak cooperation, without an explicit coordination mechanism, is simply an emergent

property. However, although explicit cooperation and coordination among robots is not

strictly required, it enables to achieve much better performance.

Examples of these tasks are: demining, snow removal, lawn mowing, car-body paint-

ing, painting a wide wall, cleaning a room, exploration of unknown and hazardous en-

vironments (e.g. planetary exploration), etc. Typical research testbeds for this kind of

applications are foraging [Par94, BA94, RDC03, MLT+02, JZ00], coverage [BA94, Cho01,

CMKB04] and exploration.

Map building (see Fig. 2.3 in page 78) and distributed simultaneous localization and

mapping are two typical testbeds that address the exploration problem. While in the

former case the emphasis is put on fusing sensory data and active sensing [SF93, Yam98,

BMF+00, BMW+02, FMP02, RDC05d, RDC05b, RDC05c, RDC05a], in the latter case

the emphasis is put on robust localization [FBKT00, Thr01, RB02, SHB+02, WGD+02,

MFP04, RR04, SDH+04, MPS05]. Building volumetric maps of unknown environments

was the chosen testbed to investigate important issues in this thesis [RDC05d, RDC05b,

RDC05c, RDC05a], such as representing probabilistic maps, exploration and active sens-

ing, cooperation and information sharing and coordinated exploration.

In order to investigate the tradeoffs between no communication (implicit communica-

tion) and explicit communication, and in the latter case, between state communication

and goal communication, Balch and Arkin [BA94] performed simulations of three of these

loosely-coupled tasks: forage (looking for objects), consume (looking for objects and then

do work there removing it) and graze (fully covering an area to consume everything).

Within this work, they proposed the speedup measure [BA94], which reveals how

much more efficient several robots are than just one in completing a task. If f(n) is the

performance function for n robots (3), the speedup measure is given by

ν(n) =
f(n)

n · f(1)
. (2.1)

If the speedup measure is equal to 1.0, n robots complete the task with a performance

that is exactly n times better than one robot. This is called linear improvement, i.e.

performance proportional to the number of robots. Speedup values less than 1.0 reflect

sub-linear performance and values greater than 1.0 reflect super-linear performance.

3It is assumed in this definition that, for a given performance criteria, an higher value of the function f
means better performance. For instance, if the performance measure is related with the mission execution
time, the function f(n) could be defined as the inverse of the mission execution time with n robots.
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When agents execute similar tasks in parallel, working independently and without

a coordination mechanism (emergent cooperation), the system performance depends on

whether exist resources contention (traffic contention, shared tools, etc.) and goal con-

flicts (interference) or not. In the former case, the performance speedup will be sub-linear,

whereas in the latter case the performance will be linearly speedup. In the former case, ef-

ficient resources contention mechanisms or coordination mechanisms to avoid interference

should be used to attain better speedup performance.

In the second type of application domains enumerated in Table 2.2, tasks necessarily

require tight coordination, strong cooperation and, usually, explicit communication. The

achievement of these tasks when robots work independently will be always accidental and

very unlikely. Examples of these tasks are: surveillance and reconnaissance [SOD+02,

FLS02, UA04], transporting heavy objects in industrial environments, assembly of large-

scale structures (e.g. terrestrial buildings, planetary habitat) [SSH+02], transshipment

operations in large facilities (harbors, airports, marshalling yards) [AFH+98], motion

coordination in industrial applications [BSWL04], search and rescue [CM03, KT01], etc.

Typical research testbeds for this kind of applications are multitarget observation, box

pushing, object transportation, formation control and robot soccer.

Multi-target observation consists in maximizing the time during which moving tar-

gets are observed by, at least, one of the robotic agents [Par99, Tou00, WM00, GM02,

VSK+02, SOD+02, FLS02]. The multi-target observation task is similar to the foraging

task with the addition of dynamic targets that must be continuously tracked. It has many

similarities with security, surveillance and recognition problems.

The box-pushing task [Par94, Par95, MNS95, RDJ95, GM02] requires tight coordina-

tion among robotic agents and has analogies with other practical problems, e.g. storage

and retrieval or truck loading and unloading.

Object transportation tasks with multiple robots [Seq99, SSH+02, PPCC02, YAOA03,

BSWL04, CKC04, HTOA+04] requires tightly coupled cooperation among robots and

some kind of communication whether implicit or explicit, in order to successfully ma-

nipulate a rigid object (e.g. a rigid bar or a box) or efficiently transport a large object

requiring several robots (more that two robots). This testbed encompasses problems such

as task allocation, coordination, motion planning, obstacle avoidance and synchronized

motion control. Implicit communication means, for instance, a robot observing the state

of other teammate while performing the task.

Formation control [BA98, BH00, FM02, ÖEH02, TPK04, MVB04] can be viewed as

a constrained motion control problem of multiple robots. In surveillance tasks, it allows
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individual team members of a MRS to concentrate their sensors across a portion of the

environment, while their partners cover the rest. In military scenarios, it helps to protect

robots from enemy units in a similar way that, for instance, an animal in a herd benefits

by minimizing its encounters with predators. Formation maintenance is applicable in

many other domains, such as search and rescue, agricultural coverage tasks and security

patrols.

A very popular and challenging group of testbeds is RoboCup [KANM98, BDF+02],

which is an international initiative aiming at fostering intelligent robotics research. Ro-

botics competitions under the RoboCup initiative have given a significant boost to re-

search work on multi-robot systems for the last decade [VSHA98, VUF+98, SV99, SRV00,

LVAC99, SHB+02, WGD+02, RM02, HRW+03, BHK+03, BSH+04, SBV04, MRLD05,

RBL+05]. It provides standard problems requiring the integration of important technolo-

gies, such as autonomous robots, multi-agent cooperation, real-time reasoning, sensor-

fusion, computer vision, mechatronics, artificial intelligence, adaptation and learning etc.

The RoboCup’s dominant testbeds are robotic soccer and rescue. Both represent

robotic applications without human intervention, occurring in adversarial, highly dynamic

and uncertain environments, and requiring cooperation among robotic agents.

Robotic soccer is an exciting domain for intelligent multi-agent robotics, requiring real-

time sensing, action and decision making in a harsh and dynamic environment, where the

teammates of a multi-robot team must cooperate to defeat the adversarial team. Because

the decision making involves simultaneously cooperation and competition, robotic soccer

is already considered a benchmark for the progress of robotics and artificial intelligence

[BHK+03]. Due to its connection with the very popular soccer game, it has been growing

very fast for the past few years, with increasing number of competitions and participant

teams from different countries all over the world. Robotic soccer competitions are or-

ganized along different modalities, which put on emphasis different design aspects (e.g.

dynamics and speed in the small-size league or sensory perception and localization in the

middle-size league).

RoboCup rescue [KT01] aims at specifically promoting research in socially significant

issues, through the simulation of search and rescue scenarios, both with mobile robots

and software simulations.
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2.2.3 Main issues and taxonomies

A multi-robot system (MRS) cannot be simply regarded as a generalization of the single

robot case because it is supposed to have an internal organization intended to achieve

coordination and cooperation. A MRS can be defined as a set of robots operating in the

same environment, which are situated, flexible, autonomous and mobile agents [FIN04].

Situated agents are those that sense and act in a dynamic or uncertain environment.

Flexible agents are both reactive and deliberative: they are reactive when responding to

changes in the environment and deliberative when planning and acting ahead of time.

Autonomous agents can automatically perform useful tasks without human intervention,

even for long periods of time. Mobile agents are able to transport themselves within the

environment. There are some other agents’ properties that may be present, such as being

social and having learning abilities.

Previous sections showed evidence of the many advantages of MRS over a single ro-

bot solution. Nevertheless, MRS also present important challenges when operating in

dynamic, uncertain and complex domains:

• Cooperative perception — understanding the world by fusing noisy observations

from multiple robots to build a world model shared by the team, which should be

purposeful to the team’s overall task and as much accurate and comprehensive as

possible.

• Coordination — coordinating in order to achieve overall coherence and performance

with distributed control, given that each agent has only a partial view of the world

and cannot make the best decision alone.

• Cooperative planning — decomposing complex tasks in a partial ordered set of

subtasks, assigning subtasks to individual agents, conflict resolution and re-planning

in the presence of contingencies (e.g. arrival of new tasks, failures or deadlocks).

• Teamwork — ensuring that robots act in a coherent manner, even when unexpected

events occur in uncertain environments, such as: robots’ failures; receiving new

information that makes current processing obsolete; receving unexpected requests

that motivate the abandon of previous requests without maintaining the teamwork

consistency; violation of inter-agent synchronization points [Jen95, Tam97].

• Cooperative learning — cooperating in order to learn coordinated behaviors and to

adapt to uncertain and dynamic environments.
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Most of these issues are addressed throughout this section. Although cooperative

learning is an important issue, especially if a MRS has to adapt to a continuously changing

environment (not static), it is out of the scope of this thesis and thus it will not be

addressed herein.

2.2.3.1 Taxonomies

A key difficulty in the design of cooperative MRS is the size and complexity of the space

of possible designs. Thus, an understanding of the many possible system configurations is

essential to take principled design decisions [DJM02]. This knowledge provides a succinct

description of systems and results reported in the literature and allows to map out the

space of possible designs for a collective. This suggests that is useful to find a descriptive

taxonomy for describing and classifying MRS along different research axes. There have

been a number of efforts to develop descriptive categories for describing robot collectives.

Yuta and Premvuti [YP92] subdivided collectives based on the interactions of collective

elements, i.e. whether individual elements work towards a common objective or they work

independently towards their own objectives.

Arkin et al. [ABN93] examined different collectives dedicated to foraging activities

(retrieval tasks) along several dimensions, such as reactive vs. hierarchical planning and

no communication vs. state communication.

Cao et al. [CFK97] made an extensive survey of research in cooperative robotics,

presenting a comprehensive set of references. They proposed a taxonomy focused on

problems and solutions, along five research axes: group architecture, resource conflicts,

origin of cooperation (how cooperation is motivated and achieved), learning and geometric

problems (e.g. path planning and formation control). As these research axes are highly

interdependent and very broad, it is difficult to identify isolated sample points within the

taxonomy.

Parker [Par00] presented a survey of research areas distributed along the following

topics: biological inspirations, communication, architectures, task planning and control,

localization, mapping and exploration, object transport and manipulation, motion coor-

dination, reconfigurable robots and learning.

Balch [Bal02] presented two highly focused taxonomies of MRS, illustrated with prac-

tical examples of multi-robot tasks and reinforcement learning configurations: one was a

features’ taxonomy of the multi-robot task to be accomplished, encompassing duration

time, optimization criteria, subject of action, resource limits, group movement and plat-

form dependencies; assuming a reinforcement learning framework, the other one was a
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Figure 2.2: Taxonomy of multi-robot systems focused on coordination. Figure reproduced
from [FIN04].

taxonomy of rewards, which included source of reward, relation to performance, time,

continuity and locality (unique rewards for each individual robot or global rewards).

Dudek et al. [DJM02] concentrated on defining a taxonomy whereby different robot

collectives could be compared and contrasted. Their taxonomy classifies robotic collec-

tives along seven axes, which address characteristics of the collective as a whole, rather

than the architectural characteristics of individual robots. The seven classification axes

are: size of the collective, communication range, communication topology, communication

bandwidth, collective reconfigurability (e.g. switching roles), processing ability of each

collective unit and collective composition (whether it is homogeneous or heterogeneous).

Farinelli et al. [FIN04] presented a taxonomy of MRS focused on coordination mech-

anisms, using a top-down approach to refine the level of the system’s structure represen-

tation. Their taxonomy includes four different representation levels: cooperation level,

knowledge level, coordination level and organization level (see Fig. 2.2).

The cooperation level is concerned with the ability of the system to cooperate in order

to accomplish a given global task. A MRS is considered a cooperative system if the team

members operate together in the same environment and have a common goal to achieve.

The knowledge level characterizes how much knowledge (awareness) each robot has

about the presence of other robots in the environment. If robots are completely un-



Cooperative multi-robot systems 41

aware, they perform their tasks as if they were the only robots within the environment.

Cooperation among unaware robotic agents is the weakest form of cooperation.

The coordination level classifies the coordination mechanisms used by robotic agents

to take into account the actions executed by the other teammates, in such a way that the

group operates in a coherent and efficient manner.

Coordination requires some awareness about others and enables explicit cooperation.

Systems with no awareness are necessarily not coordinated. However, coordination is not

a sufficient condition to achieve cooperation, e.g. robotic agents may coordinate to avoid

interference though they have different and independent goals.

On the other hand, for some simple space distributed and highly repetitive tasks,

cooperation may emerge in the absence of coordination mechanisms (e.g. foraging task).

These weakly coordinated MRS tend to be more robust to failures (e.g. communication

failures), but they lack of many organizational capabilities offered by coordination proto-

cols, which can minimize waste of resources and interference. In general, the more the task

or mission is complex the more a strongly coordinated system is required to effectively

achieve the goal.

The organization level characterizes the way the decision system is organized, i.e. if

it is centralized (strongly or weakly) or decentralized.

Farinelli et al. [FIN04] mentioned two more taxonomic dimensions, which are orthogo-

nal to the previous ones, namely communication and system composition. The former has

a strong influence on the coordination and organization levels (e.g. strongly coordinated

systems necessarily require extensive communication). The latter is related with robots’

differentiation, ranging from homogeneous to heterogeneous systems.

This taxonomy can be used to relate the four classification levels with reactivity and

social deliberation. Figure 2.2 puts on evidence how the group architecture of the multi-

robot system influences the implementation of reactivity and social deliberation.

Reactivity, which is typical in swarm robotics, is a system behavior wherein each team

element copes with environmental changes, by providing a specific solution to reorganize

its own task and fulfill the accomplishment of its originally assigned goal.

On the other hand, social deliberation, which is typical in explicit cooperation, is a

system behavior that allows the team to cope with those environmental changes, by

providing a strategy that, when adopted by all the team members, makes use of all the

resources available to the system to effectively achieve the global goal.

In chapter 6, a cooperative distributed model [RDC05c] is proposed which, accord-

ingly with the coordination taxonomy presented in Fig. 2.2, can be characterized as a
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Table 2.3: Transverse issues related with multi-robot architectures.

Awareness • Is each robot aware about the other robots’ state and actions?

• If so, do it perceive that information or do it use explicit communication?

• How do awareness impact on the cooperative team’s performance?

Centralized vs.

Decentralized or

Distributed

• What is the nature of the decision making process?

• What agent(s) decide(s) what task shall be executed?

• Is there some hierarchy or do every agents equally intervene in decisions?

• What are the advantages and pitfalls of the different control approaches?

Differentiation • Are the robots homogeneous or heterogeneous?

• Does heterogeneity impact on the control complexity?

cooperative system comprised of a set of aware agents that are strongly coordinated using

social deliberative rules.

Before presenting the basic types of multi-robot architectures, the transverse issues of

multi-robot systems indicated in Table 2.3, and their impact on the group architecture,

are discussed in the following sections.

2.2.3.2 Awareness

The awareness of an individual robot means its capability to model other teammates’ be-

liefs, goals, states and actions, by using different communication structures. The aware-

ness level of the team members has a strong influence on whether the group architecture is

reactive or deliberative, i.e. it determines if whether cooperation is an emergent property

or explicit.

One way to provide robots with sufficient awareness is to develop sophisticated per-

ception abilities, relying mostly on implicit communication, and to minimize the need for

explicit communications among team members. On the other hand, if a robot has limited

perception abilities, it can be aware of other agents by constructing a world model mostly

based on information explicitly communicated among team members, through a given
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communication channel.

There have been some studies about the correlation between performance and aware-

ness in cooperative multi-robot tasks [Mat92b, Par95, Tou00]. The main challenge of

multi-robot cooperation is to overcome interference and to achieve at least linear (break-

even point), or preferably super-linear, improvement in efficiency [Mat92b] (see the defi-

nition of speedup measure in page 35).

Matarić [Mat92b] addressed the problem of distributing a task over a collection of

homogeneous mobile robots in a homing task (4). A distributed control approach was

applied together with different communication constraints. The main goal was to explore

the interaction between computation and dynamics of the individual robots of a collective,

taking the most advantage of the dynamics.

The robots either acted in ignorance of one another (no awareness), informed coex-

istence, or intelligently cooperating with one another. If robots had no awareness, they

behaved as they were the only existing robots in the environment, i.e. all perceivable ob-

jects not related with the task were classified as obstacles (including other robots). In the

informed coexistence case, the robots had the ability to sense each other, discriminating

obstacles from other obstacles. In the latter case, each robot had a virtual sensor that

provided a measure of the local population density and the population gradient.

It was experimentally demonstrated that the ability to distinguish other robots from

the rest of other objects in the world (increasing awareness) provided sufficient power

to overcome interference, because trading off individual autonomy for collective behavior

rendered better efficiency than individual greedy strategies [Mat92b].

Parker investigated how the extent to which robot team members are aware of, or

recognize the actions of their teammates, and the extent to which they use this information

to effect their own actions, has impact on the cooperative team performance [Par95]. With

this purpose, some experiments were performed with collectives whose members whether

could or could not be aware of other collective members. Those experiments were puck-

moving missions (5), varying the number of robots (redundancy) and the level of awareness

the robots had of the actions of their teammates.

The study yielded the following conclusions [Par95]: according to an energy metric

of performance, performance was improved with awareness, regardless of the team size,

because replicated actions were prevented; and redundancy was generally more important

than awareness, if a significant part of the mission consisted of tasks whose effects could

4Matarić defined a homing task as gathering initially spread robots in a specific location.
5Each mission was to locate pucks spread within an area and gather them in a pre-specified location.
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be sensed through the world (implicit communication).

Touzet [Tou00] investigated awareness in the context of learning. Learning involves the

exploration of the search space to gather information about the task, and exploitation of

the data, usually through generalization. The main restriction to the use of learning comes

from the size of the search space, which increases almost exponentially in the number of

team members, if it is used high awareness and explicit communication. Awareness of

other robots implies the addition of several dimensions to the search space.

It was investigated the impact on the search space size of cooperation mechanisms

with various levels of awareness, through a cooperative multi-robot observation of multiple

moving targets [Tou00]. Each level of awareness was evaluated by the number of inputs on

each robot as a function of the number of robots, under the assumption that all robots had

at least n sensor inputs (lower level awareness). For the higher-level awareness (complete

awareness), each robot had (n · N) inputs when the team had N different robots (each

robot was provided with the n inputs of each robot in the team).

The preferable situation would be to provide awareness independently of the number

of robots, so as to ensure the scalability of the learning team. In this case, the number

of inputs provided to each robot would be n + δ, with δ < N , where δ represents the

knowledge about all the other members of the group. Although it was not specified

how to obtain such knowledge, it was proposed a generic method for estimating δ as a

function of the maximum number of neighbor robots, which depends on the workspace

area, awareness range and robot policies [Tou00].

Given that coordination can be viewed as a means to reduce the interference among

robots and obtain a globally coherent behavior, if coordination is required by a multi-robot

task to achieve an adequate level of cooperation, these studies show that awareness is

crucial to implement a coordination mechanism, whether strongly or weakly coordinated.

In chapter 6, it is proposed a coordinated exploration method for building volumetric

maps with teams of mobile robots. It is made clear therein that coordinating the robots’

actions requires an increased level of awareness, which in turn leads to a substantial

improvement of the team’s performance.

2.2.3.3 Centralized vs. decentralized or distributed systems

The most fundamental decision when designing a group architecture is to decide whether

the system is centralized or decentralized and, in the latter case, whether it is hierarchical

or distributed [Bot00]. This characteristic of the group architecture defines the nature

of the decision making process and how the system answers to questions like: “When
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there are several agents and missions in common, what agent decides what task shall be

executed?” “Does each agent decide autonomously about its own role in the system?”

“Does the system have some agents that are more specialized for taking such decisions?”

Although many practical systems do not conform to a strict dichotomy between centralized

and decentralized control, it is interesting to note the advantages and disadvantages of

both approaches.

Centralized architectures are characterized by having a single control agent that is

individually responsible for the decision-making process. It is presupposed that the central

process has a global model of the world that enables it to produce, theoretically, optimal

solutions for the problems. We may consider two different classes of centralized systems:

wholly centralized and partially centralized.

In a wholly centralized group of agents, each agent receives its future actions from a

central processor (agent) and transmits to it local information [BB01]. Apart from the

central agent, other agents have not any control autonomy.

In a partially centralized system, there is also a central agent, but other agents can also

take some autonomous local decisions. Apart the central agent, other agents act locally

as central agents and generate local and partial plans, which reduce the complexity of the

planning state space. Then, the central agent tries to conciliate the local plans so as to

maximize their interaction towards global utility [ER94, ER95, AS97].

A centralized system is intrinsically coordinated, may lead to optimal, coherent and

comprehensive solution, but it has numerous shortcomings. Depending on the group

dimension, it is very difficult, or even impracticable, to have and maintain a global model

of the world on a single agent, based on local and potentially inconsistent views among

the local agents. Furthermore, it tends to be a costly solution on time and resources, as it

uses massive communication between the local agents and the central agent, which may

become a severe communication bottleneck [Bot00]. It has also a high design complexity

and low reliability, since all the intelligence is generally concentrated on a central agent.

Moreover, for tasks with NP complexity, the centralized approach is impracticable due to

the search space’s dimension [LH97].

Decentralized architectures are composed of a network of logically and physically in-

dependent agents. Each agent is able to reason about plans and decide its own actions

[OJ96] and views the system dynamics as being determined by the interactions with and

among other agents. Decentralized systems may be classified, by the degree of autonomy

conferred to each individual agent, as hierarchic or distributed systems [CFK97].

Decentralized hierarchical systems can be viewed as locally centralized systems, wherein
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there is a hierarchy of “central agents”. Decisions are distributed across different hier-

archical levels and there is a coordinator agent at each level, which can be viewed as a

central agent that produces plans for the agents in lower hierarchical levels. Those plans

are conciliated through a negotiation involving the coordinator agents [LH97].

Decentralized distributed systems endow all the agents with the same decision power

and autonomy. Each agent produces autonomously its own plans as a function of its own

goals and ensures coherent behavior through a coordination model [Ben88, Jen96]. In

such decentralized systems, each agent is endowed with abilities that enable it to perceive

the environment, reason about a complex task, take decisions to accomplish that task and

execute plans.

Decentralized architectures have several recognized advantages over centralized archi-

tectures, including fault tolerance, reliability, robustness, natural exploitation of paral-

lelism, flexibility and scalability [CFK97]. These systems based on distributed control

and distributed data exhibit graceful degradation of performance and better robustness

than centralized systems, since there is no a central controller. Therefore, they may be

very flexible, since each agent’s role may change with context.

These advantages justify the option presented in chapters 5 and 6 of developing

a distributed architecture for building volumetric maps with teams of mobile robots

[RDC05b, RDC05a, RDC05c]. Due to the simplicity of the robotic task addressed therein,

a decentralized distributed control system is preferred over a decentralized hierarchical

system, whose greater complexity would be useless for that application.

Nevertheless, distributing control and data means that knowledge of the system’s

overall state is dispersed throughout several entities and each individual has only a partial,

incomplete and imprecise perspective. Thus, decentralized systems present an increased

degree of uncertainty, making more difficult to attain coherent global behavior. Also, if

there is no efficient coordination, the dynamics of such systems can become extremely

complex, giving rise to nonlinear oscillations and chaos [Jen96].

Need for coordination in decentralized or distributed systems. In decentralized

or distributed systems, coordination is the key for achieving coherent global behavior.

Coordination can be defined as the process by which an agent reasons about its local

actions and the (anticipated) actions of others to try and ensure the community acts in a

coherent manner [Jen96].

There are three main reasons why coordination is necessary. Firstly, because there are

dependencies between agents’ actions, i.e. local decisions have an impact on other agents
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and there is the possibility of harmful interactions (interference). Secondly, because there

is a need to meet global constraints. Thirdly, because no one individual has usually

sufficient capacity, resources or information to solve the entire problem.

The main objectives of the coordination process are to ensure that: all necessary

portions of the overall problem are included in the activities of at least one agent; agents

interact in a manner which permits their activities to be developed and integrated into an

overall solution; team members act in a purposeful and consistent manner; and all of these

objectives are achievable within the available computational and resource limitations.

In chapter 6, the distributed architecture proposed previously in chapter 5 is refined

through a coordination mechanism [RDC05c]. Experimental results with mobile robots

demonstrate a significant improvement of the team’s performance due to coordination.

2.2.3.4 Differentiation

Another important characteristic of group architectures is differentiation. It is frequently

dichotomized between homogeneous and heterogeneous groups. A group is homogeneous

if the capabilities of the individual agents are identical, and heterogeneous otherwise. The

degree of differentiation of a system has direct implications on the cooperation require-

ments of its group architecture. Parker introduced the task coverage metric [Par94] to give

a measure of the number of capabilities on a team that might allow some team member

to achieve a given task.

Consider a team of n robots F = {r1, r2, · · · , rn} and a mission composed of m in-

dependent subtasks represented by the set T = {task1, task2, · · · , taskm}. Consider also

the behavior set Ai = {ai1, ai2, · · · } of the high-level task-achieving functions possessed

by the robot ri and the set of n functions {h1(a1k), h2(a2k), · · · , hn(ank)}, wherein hi(aik)

denotes the task in T that robot ri is working on when it activates the behavior set aik.

Parker defined the task coverage [Par94] as

task coverage(taskk) =
n∑

i=1

∑
j

{
1 if (hi(aij)) = taskk

0 otherwise

}
. (2.2)

Interestingly, if the team members are homogeneous, the task coverage is a positive

multiple of the number of robots n. The task coverage index must be more or equal than

one for all the tasks of its set T , in order to the system have some likelihood to be able to

carry out the mission through efficient cooperation among the team members (6). Greater

values than one for that index indicate the existence of some redundant resources and

6Note that a mission can be viewed as the interaction of several tasks.
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overlap in capabilities, thus increasing the reliability and robustness of the team amidst

individual failures.

As it is proven in [Par94], task coverage is maximal in homogeneous teams and de-

creases as groups become more heterogeneous, towards a minimum limit wherein the

index equals one for all the elements of set T . The degree of differentiation measured

by task coverage may be interpreted as an index of demand for cooperation. When task

differentiation is low, tasks can be accomplished without much cooperation, but otherwise

cooperation is strictly required in order to accomplish a mission. In general, heterogene-

ity introduces control complexity, because greater differentiation requires a more effective

cooperative task allocation and a greater need to model other individuals.

Nevertheless, it is nearly impossible in practice to build an ideal homogeneous robot

team, due to differences in sensor tuning, calibration, etc. Moreover, besides those physical

deviations, several copies of the same model of robot can vary widely in its behavioral

aspects, if it is endowed with learning and adaptation capabilities, which is specially vital

in dynamic environments. This means that heterogeneity is usually present in multi-robot

teams to some minimum degree.

Balch investigated the impact of diversity, specially behavioral difference, on perfor-

mance of multi-robot teams, and conversely, the impact of other task factors on diversity

[Bal98]. Thus, the degree of heterogeneity was treated by Balch as a result rather than an

initial condition. In order to address a quantitative comparison of heterogeneity, a quan-

titative metric of diversity was proposed, denoted as hierarchical social entropy, which

provided a continuous scale of diversity [Bal98, Bal00]. This metric was based on the

following observation: the measured diversity of a multi-agent society depends on the

number of homogeneous subsets that it contains and the proportion of agents in each

subset.

Balch adapted Shannon’s measure of information uncertainty [Sha49] to a measure of

societal diversity and used some notions from biological literature related with numer-

ical taxonomy, like maximum taxonomic distance and clustering methods, to provide a

hierarchical metric of distribution of elements in a diversity classification space. When

the metric is applied to a given system, a dendrogram (7) is created in a continuous scale

of diversity (behavioral difference or taxonomic level), usually normalized between 0 and

7A dendrogram is a taxonomic tree which is frequently used in biology to classify organisms and groups
of organisms, at various levels. At the lowest level, organisms are more likely to be classified together (e.g.
gorillas and humans are both primates but not canines) but, at higher levels, more diverse organisms are
grouped together through adequate clustering methods, due to some common characteristic or similarities
(e.g. primates and canines are grouped in the class of mammals).
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1, to provide an orderly hierarchical view of the classification. Integrating the diversity

across all taxonomic levels, an overall measure of the system’s diversity is produced.

Exploring heterogeneity in multi-robot systems is indeed an interesting issue, because

it may increase significantly the system’s robustness and utility. For instance, robots

with complementary sensory modalities for the same variable (e.g. measuring distance

with both laser scanners and sonars) may overcome the sensory limitations of individual

sensors and can afford more reliable measurements, because if a given sensor cannot

measure some feature, other sensors can measure it properly. Moreover, a team comprised

of several heterogeneous robots with complementary capabilities has intrinsically a higher

utility, because it is potentially capable of performing a wider variety of tasks, requiring

different resources (e.g. different locomotion capabilities, different sensors, different sizes,

different computational power, etc.). The differentiation issue is however out of the scope

of this thesis, though it may be an interesting future extension of the contributions herein

proposed.

2.2.4 Distributed group architectures: reactivity vs. delibera-

tion

Robotics researchers are faced with the task of engineering machines that gather infor-

mation about their world via sensors, reason and effect action via actuators [Jun98]. This

definition led to the classical Artificial Intelligence approach to robotics, known as sense-

plan-act paradigm, whereby a robot forms a loop containing its sensors and actuators, by

sequentially performing perception, modeling, planning, task execution and motor control.

In the 1980s, many researchers began to realize that this approach failed to be scalable

to some real environments. A control system for a completely autonomous mobile robot

must perform many complex information-processing tasks in real time. Moreover, if that

robot is designed to act in a dynamic and complex environment, it must process sensory

information change rapidly [Bro86].

After analyzing the computational requirements for a mobile robot and recognizing

that an iteration of the sense-plan-act cycle resulted in response times that were too

long for many robotic tasks, Brooks proposed a different decomposition of the problem,

which has been denoted as behavior-based control [Bro86]. Based on a vertical decompo-

sition of the problem, Brooks proposed the subsumption architecture [Bro86], whose main

properties are:

• Multiple goals and sensors — it is a functional decomposition that implements in



50 Chapter 2. Background and related work

each layer a level of competence, with higher level layers subsuming the roles of

lower level layers when they wish to take control, or they execute concurrently;

• Robustness — the failure of a higher level behavior (probably more complex) does

not mean that robot fails to execute its task and the robot continues to execute it

at a lower level of competence;

• Extensibility — the functional decomposition allows to add new layers of control to

an existing set, which can be debugged without disrupting the functioning of the

lower ones that have been already well debugged.

Matarić defined the three basic types of control architectures [Mat92a, Mat99]: purely

reactive, planner-based and behavior-based.

Purely reactive systems, typically encountered in swarm cooperation, achieve rapid

real-time responses by embedding the robot’s controller in a collection of preprogrammed,

concurrent condition-action rules with minimal internal state. Such reactive systems are

limited by their lack of internal state, which makes them incapable of using internal

representations and learning new behaviors.

Planner-based systems, usually following the sense-plan-act paradigm, are top-down

and require the robot to perform a sequence of processing sense-plan-act steps, which

sometimes compromises their application on real-time applications.

Although behavior-based systems, (following the subsumption architecture) are also

developed bottom-up, they overcome the reactive systems limitations, because they can

store state through its underlying unit of representation: the behavior.

Any control architecture must answer the “what I do next?” question, which is known

as the action selection problem. In behavior-based systems, this is known as the behavior

arbitration problem or as behavior coordination [PM00]. This is a resource allocation

problem because there is usually limited available time, energy, computation, sensors and

actuators.

There have been many different action selection mechanisms employed in robot control

systems, which can be divided on arbitration and command fusion. While in the former

case a behavior is selected from a group of competing ones and give it ultimate control of

the system until the next selection cycle (e.g. priority-based, state-based, winner-take-all,

etc.), in the latter case, mechanisms combine recommendations from multiple behaviors to

form a control action that represents their consensus (e.g. voting, superposition [Kha86,

Ark89], fuzzy [Saf97, SR01] and multiple objective [PM00]).
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Since fostering cooperation among robots necessarily requires adequate and effective

control of each individual robot, the single-robot control frameworks referred above natu-

rally influence the cooperative multi-robot architectures that have been proposed for the

last two decades.

Robotics researchers often distinguish between two types of cooperative research (see

Table 2.4): swarm robotics (8) and explicit cooperative robotics. While in the former

case systems are mainly reactive, in the latter case systems are mainly deliberative. Al-

though these two approaches look to cooperation from different angles, both address the

same problem: how to obtain a desired group behavior from a multi-robot system, by

engineering the behavior of individuals.

For the distributed architecture model proposed in chapters 5 and 6, the sense-plan-

act paradigm could be readily used because the task — volumetric mapping — is by

nature sequential, comprising gathering and processing measurements (sense), selecting a

new exploration viewpoint (plan) and navigating within the environment (action). Never-

theless, a behavior-based approach was followed, so as to enable concurrent behaviors in

some situations. This was especially important to allow the robot to receive and process

measurements sent by other robots, while performing other actions (e.g. acquiring mea-

surements or moving).

In the next two sections, some important examples of the aforementioned group archi-

tectures are briefly presented, so as to better understand the underlying paradigms and

make a more detailed comparison of those different approaches.

2.2.4.1 Swarm robotics

Swarm robotics assumes that cooperation is not explicitly designed into the system: coop-

eration is not predefined but emergent [BHD94, JLB94, KZ94, DMC96]. It may be defined

as the distributed control of homogeneous robot teams, whose collective dynamic is ob-

tained as an emergent property of the local interaction between the behaviors designed

in the individual robots [CFK97]. These behaviors are often reactive or behavior-based,

using mainly local sensory information.

This approach relies on the anti-classical Artificial Intelligence’s idea that a group

of robots may be able to perform tasks without centralized control or the provision of a

global model (explicit representation of the environment and of the other robots) and that

predictive planning may be replaced by reactivity. These reactive systems does not present

any decision-making process based on decomposition, allocation or accomplishment of

8Sometimes also denoted as collective robotics.
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Table 2.4: Overview of cooperative multi-robot architectures.

Type Paradigm Examples

Swarm Robotics Reactive local rules:

• Reactive behaviors, using local

sensory information (e.g.

stigmergy) and no explicit

communication.

• Cooperation is an emergent

property of the local interaction

between simple behaviors

designed in the robots, following

a bottom-up approach.

• Often inspired in the eusocial

behavior found in insect colonies.

• Cellular Robotic System

[Ben88, HB91, HB92, JLB94]

• CEBOT [UF93a, UF93b]

• Pursuit game [Kor92]

• Group behavior inspired on ant

colonies [BHD94, KZ94, KB00]

• Synthesis of group behavior

[Mat92b, Mat93, Mat94, Mat95]

• Formation control using a

potential fields method

[Ark89, BA98, BH00]

• Swarm-Bot architecture

[MPG+04, DTS+04]

Explicit Cooperation Sense-Plan-Act:

• Each robot performs

sequentially perception,

modeling, planning, task

execution and motor control.

• Mainly deliberative and based

on classical principles of

Artificial Intelligence, following a

top-down approach.

• Often, does not deal with

robot’s concurrent tasks and

reactivity (rapid response to

unexpected events).

• ACTRESS [AMI89]

• GOFER project [CCL+90]

• Balance between autonomy and

cooperation [YP92]

• Architecture with three layers

and a distributed blackboard

[LVAC99]

• MARTHA project [AFH+97,

AFH+98, BA99, Bot00, BA00]

Behavior-Based:

• Bottom-up approach with

multiple behaviors (goals) and

behavior arbitration.

• Different layers of competence,

using or subsuming the roles of

the lower level layers.

• Both reactivity and deliberation.

• BLE [WM00, MS01]

• Auction-based dynamic task

allocation [MS01, GM02]

• ABBA [Jun98]

• Group theory [Seq99]

• ALLIANCE

[Par94, Par98, Par02].
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tasks. The outputs of each agent are a direct function of the observations sensed on the

environment [Bot00].

Swarm intelligence is defined as a “property of systems of non-intelligent robots ex-

hibiting collectively intelligent behavior” [HB91, JLB94]. Another definition [BDG99]

states that swarm intelligence “is the property of a system whereby the collective behav-

iors of (unsophisticated) agents interacting locally with their environment cause coherent

functional global patterns to emerge”.

This concept has inspired some researchers on the development of swarm solutions

for complex problems from different areas: the cooperative interaction of ants working to

transport a large food item may lead to more effective algorithms for robots; foraging of

ants has led to a novel method of routing of traffic in a busy telecom network and new

solutions for the classical traveling salesman problem; the way in which insects cluster

their colony’s dead and sort their larvae can aid in analyzing banking data; the division of

labor among honeybees could help make more efficient assembly lines in factories [BG00].

Swarm cooperation is found in nature and it is denoted as eusocial behavior. Eusocial

behavior is found in many insect species (e.g. colonies of ants or bees) as a result of

genetically determined individual behavior [CFK97]. Although individual agents are not

very capable, intelligent behavior arises out of their interactions and is vital for the survival

of the individuals in the colonies. This kind of biologic knowledge about simple local

control rules of various biological societies — particularly ants, bees and birds — has

been often applied to the development of similar behaviors in cooperative robot systems

[SWG04, WMSFS04, SSHH04]. For instance, Wilson et al. took inspiration on brood

sorting in ant colonies to develop a similar collective behavior in a team of small, simple,

homogeneous robots, which used only local interactions without explicit communication

[WMSFS04].

Beni et al. [Ben88] proposed the concept of Cellular Robotic System (CRS). A CRS

was a distributed system composed of a large (but finite) number of simple robotic ho-

mogeneous units capable of accomplishing, collectively, relatively complex tasks through

cooperation. Its main characteristics were reliability and the ability to self-organize and

self-repair.

Self-organization in a CRS was the ability to adequately distribute itself for a given

task, e.g. via geometric pattern formation or structural organization. Interaction took

place by each cell reacting to the state of its nearest neighbors. Mechanisms for self-

organization were studied in different contexts, such as large-scale displays and distributed

sensing [HB91, HB92, JLB94].
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Ueyama and Fukuda et al. [UF93a, UF93b] proposed CEBOT — CEllular roBOTics

System — a decentralized, hierarchical architecture based on CRS [Ben88], and inspired

by the cellular organization of biological entities. CEBOT was dynamically reconfigurable,

because basic autonomous cells (e.g. robots) dynamically reconfigured their structure to

an adequate configuration in response to changing environments. CEBOT’s hierarchy had

master cells that coordinated subtasks and communicated with other master cells. The

formation of structured cellular modules from a population of initially separated cells was

studied [UF93b]. CEBOT’s communication requirements were extensively studied and

various methods were proposed that sought to reduce communication requirements by

enabling them to model the behavior of other cells (e.g. [FS94]).

One of the popular domains for the study of cooperative behavior in distributed arti-

ficial intelligence is the pursuit game or the predator-prey game, wherein predators try to

capture a prey or surround it so that it cannot move anywhere. Korf investigated a sim-

ple solution to the pursuit game based on an attraction force to the prey and a repulsive

force from the other predators [Kor92]. The main conclusion of his work is that explicit

cooperation is rarely necessary or useful in the pursuit game.

Kube and Zhang investigated mechanisms to invoke group behavior, allowing a system

of robots to perform tasks as a swarm [KZ94]. They described a solution to the problem

of cooperative transport of boxes by a group of robots [KB00], which was based on how

ants cooperate in collective prey transport.

The experimental setup consisted of a set of identical mobile robots and various boxes

placed along with two spotlights, which were used to indicate final goal positions. In

total, over 100 box-pushing trials were run using from one to eleven robots, four different

box types and three different venues. The robots did not make use of any form of explicit

or direct communication. Given that the individual robots’ behavior was based on ant

behavior, the dynamics of the swarm of robots was very reminiscent of the emergent

cooperative dynamics of ants.

Beckers et al. illustrated the concept of stigmergy (communication by means of mod-

ifying the environment) through the implementation of a robot experiment of collective

pile formation [BHD94]. The robotic team was a loosely coupled team without explicit

communication, wherein each robot was equipped with infra-red sensors to detect obsta-

cles and a force sensor to detect when more than two pucks were pushed, which were

used to implemented very simple behaviors. After being positioned in the center of the

work area and oriented randomly, robots started to move pucks. Initially, a few small

piles were formed. Gradually, the piles were aggregated, because when a robot detected
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that it was pushing more than two pucks, it dropped them. By adding pucks to a pile, a

robot made the pile larger and was voting for that pile to be the largest. At the end of

the experiment, all pucks were in a single pile.

Having the subsumption architecture [Bro86] as framework to control a single robot,

Matarić addressed the synthesis and analysis of group behavior and learning in complex

environments, based on the belief that intelligent collective behavior in a decentralized

system could result from local interactions based on simple rules [Mat92b, Mat93, Mat94,

Mat95].

Based on the definition of a set of basic behaviors — safe-wandering, following, aggre-

gation, dispersion and homing — a methodology was developed that used basic behaviors

to generate various robust group behaviors, like flocking and foraging, through combi-

nation operators. The generation of these more complex behaviors tried to maximize

the synergy between agents, while minimizing inter-agent interference. Using behaviors

as representation unit, a formulation of reinforcement learning was also introduced that

allowed a group of agents to learn complex tasks by learning to select the basic behavior

set [Mat94].

Balch and Arkin presented a behavior-based approach to robots’ formation control

[BA98]. The goal was to keep in formation teams of up to four unmanned ground ve-

hicles intended to be fielded as scout units by the United States Army. The formation

behaviors were implemented using schema-based reactive control [Ark89], which is a form

of reactive control that fuses different behavioral outputs through vector summation, in a

manner analogous to the potential fields method [Kha86]. Balch and Arkin implemented

several motor-schemas — move-to-goal, avoid-static-obstacle, avoid-robot and

maintain-formation — providing robots with the overall behavior of moving to a goal

location while remaining in formation, avoiding obstacles and avoiding collisions with

other robots [BA98].

Endemic problems of potential fields-based techniques, such as local maxima, min-

ima and cyclic behavior, were dealt with an additional motor-schema — noise — which

generated movement in a pseudo-random direction. Several robots’ formations were con-

sidered, namely diamond, wedge, line and column and the approach was demonstrated

on simulations, on laboratory robots and on real scout units of the United States Army.

The work was further refined to overcome several limitations of the seminal work, such

as extending the technique to larger groups and enabling robots to not be assigned to

particular locations, but instead to be attracted to the closest position in the formation

[BH00].
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More recently, Dorigo et al. refined the concept of self-organizing teams and proposed

Swarm-Bot [MPG+04], a distributed swarm-like robotic architecture which aims at de-

ploying swarm robotic teams that are able to adapt to uncertain, dynamic environments

and evolve self-organizing behaviors [DTS+04].

Swarm robotics is probably a promising approach in many potential applications based

on new robot technologies characterized by miniaturization, like small, micro, nano and

modular robots [YZD02], which have severely limited sensing and computation. These

very small robots operating in large groups or swarms would be capable of performing

complex tasks, like moving objects bigger than individual robots, in non-structured ter-

rains and with high robustness, versatility and adapting quickly to rapidly fluctuating

mechanisms.

Swarm intelligence approaches have been effective at performing a number of opti-

mization and control tasks, but the systems developed have been inherently reactive and

lack the necessary overview to solve problems that require in-depth reasoning techniques

and some cognition [BG00]. Although this approach may maximize reliability, it fails to

maximize performance, as members of the collective cannot be directed to uncompleted

work that they cannot sense directly [DJM02]. For these reasons, a swarm-like approach

was not followed in this thesis.

2.2.4.2 Explicit cooperation

Explicit cooperation means that cooperation is explicitly designed into the system through

adequate mechanisms. Unlike eusocial behavior, explicit cooperative mechanisms are

not motivated by innate behavior, but by an intentional desire to cooperate in order

to maximize individual utility. It deals with achieving intentional and more purposeful

cooperation among a limited number of typically heterogeneous agents, performing several

distinct tasks, but it may be used also with homogeneous teams [Par94]. In the former

case, individual agents have specialized capabilities complementing each other.

In contrast with the swarm approach, the agents often have to deal with some sort

of efficiency constraints that requires a more directed type of cooperation, because the

mission usually requires that several distinct tasks be performed concurrently. Although

individual agents are typically able to perform some useful task on their own, groups of

such agents are often able to accomplish missions that no individual robot can accomplish

on its own.

In these systems, the cooperative dynamic is commonly achieved by planning and

based on multi-agent systems’ explicit models of teamwork coordination and negotia-
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tion mechanisms, using explicit communication [DFJN97]. The negotiation mechanisms

rule the allocation of several distinct roles or subtasks to the individual agents and the

resolution of conflicts.

This approach usually employs either central control or a mix of central and distrib-

uted control, supported on a global model [Jun98]. Besides action recognition, through

perception mechanisms based on sensory information, explicit communication using the

exchange of communicated messages provides the required awareness for modeling and

reasoning about other agents’ goals, actions and states. Thus, the reliability and fault

tolerance is highly dependent upon the presence of a reliable communications medium

with a sufficient bandwidth [Par95].

There are mainly two bodies of research applicable to intentional or explicit cooper-

ation: firstly, several researchers addressed the cooperative problem by using traditional

Artificial Intelligence planner-based approaches, usually based on sense-plan-act paradigm;

secondly, behavior-based approaches that try to foster robustness and adaptability of the

cooperative team, through situated, embodied, and sometimes learning physical robots.

Sense-plan-act based approaches. Asama et al. presented the ACTRESS (ACTor-

based Robot and Equipments Synthetic System) robot system [AMI89], whose main ob-

jective was to develop the technology to synthesize multiple robotic elements based on

the classical universal modular ACTOR formalism from Artificial Intelligence. Robotic

components were defined as robotors (robotic actors), as being autonomous components

that have at least two basic functions: an ability to make decisions and an ability to com-

municate with any other components for parallel tasks, so as to avoid interference and

perform cooperative tasks. There were two possible communicating conditions: when a

robotor acted independently and was only required to monitor the status of other robot-

ors with occasional communication; and when a robotor executed a task cooperating with

other robotors and was required to share the control signals with frequent communica-

tion. ACTRESS also addressed task assignment and path planning among heterogeneous

robotors.

Caloud et al. described the GOFER project [CCL+90] whose goal was to control the

operation of many mobile robots in an indoor environment (e.g. office, shop-floor, airport,

etc.), using traditional Artificial Intelligence techniques. A sense-plan-act architecture

was described which included a task planner, a task scheduler, a motion planner and an

execution monitor.

In GOFER, there was a central planner which communicated with all robots and had
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a global view of the system. The task scheduler used a partially centralized method to

allocate tasks to robots with respect to task characteristics and robot availability. Robots

used a task allocation algorithm similar to contract net protocol [Smi80] to determine their

roles and generate an instance of a plan, satisfying the constraints included in the plan

structure. The motion planner was distributed and once a robot was allocated to a task it

was responsible for its own motion planning. The architecture was successfully used with

three physical robots performing simple tasks, such as box-pushing and tracking walls in

a corridor [CCL+90].

Yuta and Premvuti advised that the main challenge in designing an intelligent robot

was to configure the proper balance between autonomy (in terms of decision making) and

cooperation [YP92]. Based on this assumption, they proposed three levels for a multi-

robot system, wherein there was a common objective and each robot also had its own

objectives: a task specifying level, which specified the common objectives of the system

and assigned subtasks or roles to each robot by a centralized decision making process; a

robot objectives level, wherein a robot worked to achieve its own objectives; and a solving

deadlock level, wherein two robots were responsible for solving a deadlock problem (a

common objective of the two robots) that was centrally solved by one of them.

Lima et al. introduced an architecture for a team of fully autonomous mobile robots

having three layers [LVAC99]: organizational, relational and individual layers. Complexity

was reduced by the decomposition of team strategies (what should be done) into individual

behaviors, which in turn were composed of primitive tasks. The set of behaviors assigned

to each robot was designated as the tactics (how to do it) for a given strategy.

The organizational level was modeled as a state-machine that established the strategy

to be followed by the whole team, given the team and world states. The relational level

established relationships among robots through negotiation. The robots were endowed

with both individual and team goals and negotiated the adequate tactics to pursue the

strategy defined by the organizational layer, using concepts inspired on the joint intentions

framework [CL91]. The individual level encompassed all the available robot behaviors and

their relations. Each behavior was modeled as a state-machine, being each primitive task

a sense-think-act loop [LVAC99].

The world model that provided information to the relational and organizational levels

was implemented as a distributed blackboard, which could be viewed as a global shared

memory updated upon event-based communication [LVAC99]. The architecture was val-

idated in a robot soccer team, which participated in competitions of the RoboCup’s

middle-size league [KANM98].
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Alami et al. reported the MARTHA project [AFH+98], which addressed the control

and management of fleets of autonomous mobile robots for transshipment tasks in harbors,

airports and marshaling yards. A decentralized approach was proposed, which required

local communication among robots and a low bandwidth intermittent communication

with a central station.

In MARTHA project, vehicles were sufficiently autonomous, so as to allow them to

cope with unexpected events and obstacles and inaccurate environment models [AFH+98].

This autonomy was accomplished by providing robots with advanced sensory and percep-

tual capabilities — localization, obstacle detection and modeling — as well as planning

and deliberation through local communication and coordination.

In order to refine, plan and coordinate route sections and crossings occupancy, and as

well trajectories in open areas, they used the plan-merging-paradigm [AFH+97]. Within

this paradigm, whenever a robot produced a plan that made use of some kind of resources

(e.g. trajectories), it had to validate it in the current multi-robot context, by merging it

with the other robots’ plans. The approach was validated with a large number of emulated

robots under a Unix simulator and with three mobile robots within a laboratory.

Botelho and Alami extended previous work within MARTHA project in order to ac-

complish more complex and generic missions [Bot00, BA00], requiring autonomous and

deliberative agents with the ability of planning their actions, perform their tasks in a

coherent and non-conflict manner, and cooperatively enhance their performance. They

claimed that any autonomous multi-robot system should address the decomposition of

a mission into tasks (mission planning), the allocation of the obtained tasks among the

available robots and the task achievement in a multi-robot context.

They developed M+ cooperative task achievement based on incremental planning

[BA99] to cope with a multiplicity of uncertainties related with the task execution, such

as task re-allocation, various robot planning the execution of redundant actions and iden-

tification of actions that could be achieved with better performance by several cooper-

ating robots. The proposed cooperative multi-robot task achievement was demonstrated

through a simulating model of a hospital wherein three robots executed servicing tasks

[Bot00].

Behavior-based approaches. Werger and Matarić proposed the broadcast of local

eligibility (BLE) [WM00], a general tool for coordination between robots, which extended

the port-arbitrated behavior paradigm across a network of robots.

BLE was comprised of three specific ports: local, best and inhibit [WM00]. Each
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robot made a local estimate of its own eligibility for a given task, which was derived

from the robot’s own sensors. This eligibility was written to the appropriate behavior’s

local port, which was connected so as to broadcast the estimate to the best port of each

behavior of the same name, on every robot on the local network. The best port filtered

all the incoming messages for the maximum. A comparison was made between the locally

determined eligibility (local port) and the best eligibility (best port). When a robot’s local

eligibility was best for some behavior, it wrote to its inhibit port, which was connected so

as to inhibit the peer behaviors on all other robots. As this was an active inhibition, if a

robot failed to execute a task, the task was immediately freed for potential takeover by

another robot.

BLE was validated in a multi-target tracking task [WM00]. It was shown that BLE-

based systems are able to dynamically reconfigure themselves in order to allocate resources

in response to task constraints, environmental conditions and system resources.

Later, Gerkey and Matarić described a framework for inter-robot communication (in-

teraction via communications) that was used to dynamically allocate tasks in teams of

cooperative mobile robots. Towards this end, it was proposed MURDOCH [GM02], a prin-

cipled, resource-centric, completely distributed, publish/subscribe communication model,

which makes extensive use of explicit communication. It offers a distributed approxima-

tion to a global optimum of resource usage, which is equivalent to a greedy scheduler.

The communication model is a broadcast-oriented blackboard model, wherein messages

are addressed by content (subject) rather than by destination.

In order to allocate a given task in MURDOCH, a simple auction is used, somewhat

similar to the contract nets protocol [Smi80], whereby each capable agent evaluates its

own fitness for the task. The auction’s winner is committed to perform the task until

success or failure [GM02]. MURDOCH was validated in two different task domains: a

short-term tightly-coupled cooperative box-pushing task by a team of three robots; and

a long-term loosely-coupled multiple target tracking task, with many robots executing a

collection of independent single-robot tasks.

Matarić and Sukhatme addressed the problem of dynamic task allocation in a group of

multiple robots satisfying multiple goals [MS01], focusing on three studies: a first oppor-

tunistic approach using broadcast of local eligibility (BLE) and mutual inhibition among

robots [WM00]; a second commitment approach using MURDOCH, a task allocation

mechanism based on market-based auctions [GM02]; and a third approach for studying

the tradeoff between opportunistic-based and commitment-based task allocation. All the

three approaches to multi-robot coordination used communication among robots through
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a blackboard.

In the third approach, an emergency-handling problem, inspired on planetary explo-

ration, was used to compare the impact of opportunistic vs. commitment: commitment

meant that, once assigned, a robot stayed dedicated to handling a particular alarm, until

the alarm could no longer be detected; instead, opportunism meant that a robot could

switch alarms if, for example, it detected another alarm with greater intensity or priority.

The study showed that the opportunistic strategy worked significantly better that the

commitment-based strategy [MS01].

Jung proposed the ABBA architecture — Architecture for Behavior Based Agents

— which supports the distributed planning of cooperative behavior in behavior-based

multi-robot systems [Jun98]. The basic idea was to extend the action planning between

behavior elements within a single agent (an action selection problem) to the cooperative

action planning between behavioral elements distributed by different agents, which were

able to communicate.

The ABBA architecture took inspiration in interaction schemes observed in biological

systems, which are usually layered. Four layers were implemented for the solution of a

cleaning task by two cooperative robots, ranging from the first layer having no awareness

and no communication, to the fourth layer having communication to implement cooper-

ation by planning, which considered speech acts as interactions that affected the other

robots’ actions [Jun98].

Sequeira proposed a behavior-based architecture using the group theory [Seq99]. It

was based on the principle that a robot could be controlled by switching between a pri-

ori defined control laws, denoted as actions. Control laws specified reference trajectories

in the robot’s (C -space). A state composition operation was defined which gives to the

set of actions the structure of an algebraic group. That operation was used to gener-

ate the robot’s trajectory in the C -space, given a sequence of actions to be executed.

The application of the architecture to a cooperative task was demonstrated through the

transportation of a rigid bar along a corridor by two mobile manipulators.

One of the most referenced architectures for cooperative multi-robot systems is AL-

LIANCE, which was developed by Parker [Par94, Par98]. It is a behavior-based approach

to control small-to-medium teams of multiple, loosely coupled and heterogeneous robots.

It is supported in Brook’s subsumption architecture [Bro86], having three levels of control.

Robots are assumed in ALLIANCE to be able to sense, with some probability, the ef-

fects of their own actions and the actions of other robots, through perception and explicit

broadcast of information. With this purpose, the highest level, denoted as motivational
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behaviors, models the impatience and the acquiescence of the robot [Par94, Par98]. Impa-

tience measures the attitude of a robot towards the other robots in the team, increasing

when the performance of the other robots is such that the task assigned to the system

is not being accomplished. Acquiescence measures the attitude of the robot towards it-

self, increasing when the robot is taking too much time to accomplish its own task and

recognizes that it may fail.

The intermediate level of ALLIANCE contains groups of behavior sets, with mutually

exclusive behaviors placed in different sets [Par94, Par98]. At each time, the motivational

behaviors level only activates a single behavior set. The lowest level is composed by basic

behaviors, or competences, that must be always active (e.g. avoiding obstacles). When

higher-level behaviors need to take control of the actuators, they subsume the roles of

lower level behaviors [Bro86].

An extension was developed — L-ALLIANCE [Par94, Par98] — providing reinforce-

ment learning mechanisms that allow robots to dynamically learn to update their parame-

ters, controlling the behavior sets’ activation (e.g. how fast a robot becomes impatient),

based upon previous experiences. The architecture was successfully validated for some

cooperative tasks, including box-pushing, puck-gathering, moving in formation, cleaning

an initially unknown room [Par94] and multi-target observation [Par02].

2.3 Communication and information sharing

Communication is crucial for group architectures, because it influences the possible modes

of inter-agent interaction, the ability of agents to model successfully other agents’ mental

states, i.e. the agents’ awareness, and the agent’s ability to share information and suc-

cessfully build a world model — a basis to reason and coherently act towards a global

system goal [DJM02].

Furthermore, in order to maximize the team’s performance, explicit cooperation usu-

ally requires coordination, which in turn requires some form of communication to provide

robots with the sufficient level of awareness.

2.3.1 Taxonomies

Cao et al. took inspiration in biological systems and characterized three major types

of interactions that can be supported in multi-agent and multi-robot systems [CFK97]:

interaction via environment, interaction via sensing and interaction via communications.
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In the first two types of interaction, communication is implicit, whereas in the latter one

it is explicit.

Interaction via environment is the simplest and the most limited type of interaction.

Parker denoted it as cooperation through the world [Par95]. It occurs when the environ-

ment itself is the communication medium (a kind of shared memory or broadcast implicit

communication) and there is no explicit communication or interaction between agents. In

this case, agents simply sense the effects of other teammates’ actions on the world. Some

authors denote this approach as stigmergy.

Stigmergy stores state in the environment, so that specialized sensors can easily retrieve

it (e.g. pheromones in nature and obstacle detection in multi-robot systems) [BHD94].

This is an appealing, reliable and robust approach because of its simplicity and its lack of

dependence upon explicit communication channels and protocols, which may be fallible

and have limited bandwidth. However, it is limited by the extent to which the agent’s

sensation of the environment reflects the salient states of the mission that the team must

accomplish and the effects produced on the environment by the other teammates.

Interaction via sensing, also denoted by Parker as passive action recognition [Par95],

occurs when an agent knowingly uses its sensing capabilities to observe the actions of its

teammates that are within its sensing range. The sensory information is then used to

recognize its teammates’ actions, goals and plans, through appropriate modeling of other

agents and perception. As the agent can only observe the nearby agents, this is a kind of

local communication mechanism.

Like interaction via environment, interaction via sensing is appealing because of its

lack of dependence upon explicit communication channels and protocols, which may be

fallible and have limited bandwidth. However, it is limited by the degree to which an agent

can successfully interpret its sensory information, as well as the difficulty of analyzing the

actions of other agents and use that information to infer their mental state.

Interaction via communications, i.e. using explicit communication, is appealing be-

cause of its directness and the ease with which agents can become aware of the actions

and/or goals of the other agents, giving access to both local and global information.

Nevertheless, it has poorer fault tolerance and reliability than implicit communication

mechanisms, in that it can be highly dependent upon the presence of a reliable commu-

nication channel for the successful accomplishment of a cooperative mission. Moreover,

as it also depends on the communication channel bandwidth, it has worst scalability and

extensibility than implicit interactions, because it is not possible to scale to more agents

without additional communications overhead.
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The information conveyed through explicit communication can be classified along the

following classes:

• State — improves the robots’ awareness; for instance, specific control data to sup-

port some coordination mechanism;

• Goal-oriented — sharing sensory information among robots, which virtually magni-

fies robots’ own sensory and perception capabilities.

Accordingly with [DJM02], there are many possible configurations in the design of

explicit communication:

• Bandwidth — high (not restrictive), medium (cost of the same order of magnitude

of the cost of moving the robot), low (very restrictive).

• Range — all to all, only with nearest.

• Topology — broadcast, by address, hierarchical (e.g. tree-like or other graph).

Communication is either inexpensive in terms of the robots’ processing time (high

bandwidth or not restrictive), or it may be expensive if communication and the inher-

ent processing time significantly prevents the robot from doing other useful work. The

communication bandwidth is related with the questions “What to communicate?” and

“When to communicate?”

The communication range is a function both of the communications medium and the

robot distribution. Tree-like or address-based communication topologies are likely to be

highly sensitive to failure of particular robots in the collective: the failure of a particular

robot will isolate robots on either side of the failed node in the hierarchy; addressing

implies distinctive roles for individuals, resulting in reduced interchangeability, unless the

robots’ roles change dynamically based on actions or failures of other members of the

collective. Both communication range and topology are related with the question “With

whom to communicate?”

2.3.2 State of the art of multi-robot communications

As it was shown in previous sections, implicit mechanisms are common in some biologic

systems, such as bacteria and insect societies, whereas explicit communication appears

in more complex animals, especially primates and humans. Implicit interaction mecha-

nisms are mainly suited to local rules based control, whereas explicit communication is
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more suited to global control approaches, eventually based on planning and negotiation.

Parker discussed principles for determining the proper balance between local and global

control [Par93, Par94], which determines the communication mechanism’s requirements.

In practice, there is a continuum between strictly global and strictly local control laws.

Global control laws utilize the global goals of the cooperative team or global knowledge

about the team’s current or upcoming actions to direct individual agent’s actions. The

global goals of a team indicate the overall mission that the team is required to accomplish,

which can be imposed by a central controller (e.g. a human), by one of the members of the

team, or through planning and negotiation among the team members. Global knowledge

refers to additional information that is normally not available to individual agents through

their local sensors, but that may be necessary for the cooperative team to achieve the

global goals.

Local control laws guide an agent’s actions based on the nearby environment of that

agent. Such information is usually obtained through implicit communication, using the

agent’s sensory capabilities, reflecting the state of the world in the agent’s neighborhood.

The use of global goals and information enables the implementation of explicit models

of cooperative teamwork, eventually more efficient, but it also has some shortcomings.

Adequate global information may not be available to achieve the desired global goal.

Even with comprehensive global knowledge, an agent may still not exhibit optimal global

behavior unless it utilizes all of the available knowledge. Moreover, besides the cost of

maintaining this global knowledge across the members of the team, processing it requires

time and resources, which are typically scarce in real applications. If the global goals

and knowledge change often enough, the agent may not be able to act upon the global

knowledge before it becomes out-of-date, or simply may not be possible or viable to

maintain real-time global information, due to the limited bandwidth of communication

channel [Par93, Par94].

On the other hand, local control laws allow agents to react to dynamic changes in

their environment, without relying on preconceived plans or expectations of the world.

If local rules of individual agents are carefully designed, global functionality may emerge

from their interaction. However, certain global goals cannot be attained through the use

of local control laws alone, because those aspects of global goals that have no physical

manifestation in the world cannot be acted upon by local control laws [Par93, Par94].

Parker described the simulation of several control strategies along the local versus

global spectrum in a formation control experiment, which yielded some general principles

and guidelines [Par93, Par94]. If the global goals are known a priori at design time,
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and all information required for an agent to act consistently with the global goals can be

sensed locally by the agent at run-time, these goals can be designed into the agents. The

more static, reliable, complete known, and easy to use the global knowledge is, the more

practical its use in a global control law.

Conversely, the more unknown the global information, the more dependence the team

will have on local control, combined with behavioral and environmental analysis to ap-

proximate global knowledge. Behavioral analysis may provide a suitable approximation

to global knowledge, being particularly useful when the agents possess a fixed set of

discernible or communicable actions. Global knowledge should be used to provide gen-

eral guidance for the longer-term actions of an agent, whereas local knowledge indicates

the more short-term, reactive actions that the agent should perform within the scope of

longer-term goals [Par93, Par94].

Arkin demonstrated that sometimes cooperation between robotic agents is possible

even in the absence of communication, however this is a weak form of cooperation and

it may me very inefficient [Ark92]. Arkin et al. described a research work whose main

goal was to specify reliable, efficient and robust means of interaction between robots

[ABN93]. They found that inter-robot communication of state in a multi-robot foraging

task improved performance [ABN93].

Balch et al. presented the continuation of the previous work [BA94], by describing a

number of simulation experiments of three tasks: forage task, wherein an agent wandered

about the environment looking for items and then attached and returned them to a

specified home position; consume task, wherein an agent wandered about the environment

to find items, attached them and then performed work there; and graze task, wherein

agents must completely cover or visit the environment. Simulations were constructed

using different levels of communication, including no communication, state communication

(information concerning the internal state of agents) and goal communication (specific

goal-oriented information). These three levels corresponded to the three basic forms of

interaction: via environment, via sensing and via communication, respectively.

In these particular experiments [BA94], goal communication was considered more com-

plex than state communication, because the former type was implemented as an interac-

tion via sensing, while the latter one was implemented via explicit communication. The

general findings of this work were: communication improved performance significantly

in tasks with little implicit communication (e.g. forage task); communication appeared

unnecessary in tasks for which implicit communication existed (e.g. consume and graze

tasks); more complex communication strategies offered little benefit over basic communi-
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cations.

Communication schemes for multi-robot systems are usually proactive when dealing

with failure-prone communications, i.e. they try to take control actions so as to avoid

the occurrence of communication failures. However, this is not possible in scenarios that

require the robots to operate in environments wherein they have little or no a priori

knowledge.

Ulam and Arkin proposed a set of reactive communications recovery behaviors [UA04]

based on the schema-based reactive control paradigm [Ark89]. They compared general-

purpose behaviors — attraction to waypoints stored during navigation, or attraction to

the last known position of the nearest teammate — with context-specific behaviors — at-

traction to a nearby open space, or attraction to nearby inclines pointing to higher ground

— in the context of a surveillance mission in an urban environment. They concluded that

general-purpose behaviors yielded faster communication recovery times, especially moving

to the nearest teammate.

Within CEBOT framework, Fukuda et al. [FS94] studied methods that sought to

reduce (explicit) communication requirements by enabling them to model the behavior of

other cells (implicit communication).

Tambe presented STEAM [Tam97], a general teamwork model, which included a

heuristic that attempted to follow the most cost-effective method of attaining mutual

belief in joint intentions [CL91], by managing a tradeoff between communication and

team incoherence costs.

Stone and Veloso proposed a method for inter-agent communication, which assumed

that agents alternated between periods of limited and “unlimited” communication [SV99]

to attain mutual beliefs.

Gerkey et al. [GM02] proposed MURDOCH — a publish/subscribe mechanism —

whereby messages are addressed by content rather than by destination: a data producer

tags a message with a subject (or a set of subjects) describing its content and publishes it

onto the network; any data consumers who have subscribed that subject (or any subject in

the set) automatically receives the message. Whereas unicast communication, i.e. point

to point requires to send the same message to every recipients, MURDOCH allows to

send once a message and multiple recipients will receive it.
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2.3.3 Discussion

Although previous work on communication structures for multi-robot systems (MRS) has

led to some useful conclusions and design guidelines [Par93, Ark92, ABN93, BA94, FS94,

Tam97, SV99, GM02, UA04], there is no a principled formalism that can be systematically

used to share efficiently sensory data based on information utility assessment, in order to

support the efficient use of communication in MRS.

As communication is always limited, either in resources applied to perceive the world

or in bandwidth of a communication channel, using efficiently those resources is crucial

to scale up cooperative architectures for teams of many robots, without limiting them

to simple reactive and loosely-cooperative systems, with very limited or no awareness.

Current architectures extensively use explicit communication, not taking care [Par98,

Jun98, Yam98, Seq99, MS01], giving low emphasis [KFO+04], or using no principled

heuristics to avoid the communication of redundant information.

The work of Grocholsky et al. [GMDW03] is an exception to this trend, because

they use entropy to define theoretical information measures for predicting the expected

information outcome associated with control actions. Although it seems to be a rigorous

method to model the information flow within a team of robots, it is not clear how it can

be used to share efficiently sensory data within mapping missions, and it is mainly focused

on coordination.

Like in biological systems, the cooperation complexity in multi-robot systems scales

with that of communication [Jun98] and explicit cooperation requires usually explicit

communication, i.e. interaction via communication. This thesis studies how a set of

mobile robots should interact via communication when building a volumetric map in an

unknown environment, so as to attain a desirable cooperative behavior and maximize the

team’s overall performance.

Current explicit communication taxonomies for multi-robot systems try to encompass

thoroughly all the design axes related with the communication structure but nothing is

said about the communication content. Besides the design questions implicit in those

taxonomies, it would be worth to answer questions such as: “What is useful to be com-

municated?” or “What is task-relevant to be communicated?” These questions underlie

the main motivation for this thesis, which is to avoid communicating redundant informa-

tion and to use efficiently communication resources. In chapters 5 and 6, a distributed

group architecture is proposed, whose main novelty is to endow robots with a cooper-

ation scheme whereby explicit communication is efficiently used to increase the robots’

individual awareness, based on a criteria of information utility.
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2.4 Robotic mapping

Robotic mapping addresses the problem of acquiring spatial models of physical environ-

ments with mobile robots, which might be used to safely navigate within the environment

and perform other useful tasks (e.g. surveillance).

Some examples of sensors used for building maps are stereo-vision [MM96, EHBBB97,

MMO+98, TK04], range finders using sonars [ME85, Yam98, SB03, TK04], laser or infra-

red rays [Yam98, BMW+02, THF+03, NSH03], radars and induction [BVS02, HV03], etc.

Building cooperatively maps of unknown environments is one of the application fields

of multi-robot systems.

2.4.1 Motivation

Robots can be used for building fastidious maps of indoor environments [ME85, MM96,

EHBBB97, Yam98, BMF+00, BMW+02, NSH03, SB03, TK04]. They can also be used in

construction for building maps of buried utilities (e.g. gas pipes, power or communication

lines, etc.) in order to avoid getting close to buried utilities when placing new utilities

underground with excavators, drills or plows [BVS02].

Nevertheless, they are particularly useful on mapping missions of hazardous environ-

ments for human beings, such as: underground mines [MDDW98, HV03, THF+03], where

updated maps are required to prevent future accidents related with inundations or col-

lapses, but where humans access is too risky or even impossible due to difficult access

routes; or nuclear facilities [MMO+98], where monitoring the state of the sarcophagus

interior is required by maintenance procedures, but where humans exposure to radiation

must be avoided.

Even if the map is not itself the mission’s goal, when robots perform other useful

missions within unknown or dynamic environments, they usually need to collect sensory

data and build physical models of the surrounding environment. This spatial model is

then taken as a basis to path planning, efficient navigation and other mission-specific

tasks (e.g. maximizing the workspace coverage with a team of robots in a surveillance

mission, or cleaning a room with a team of vacuum cleaners).

As sensors have always limited range, are subject to occlusions and yield measurements

with noise, mobile robots performing mapping missions have to navigate through the

environment and build the map iteratively. Some key challenges inherent to map building

are the representation problem, the sensor modeling problem, the registration problem

and the exploration problem [Thr02].
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2.4.2 Representation model

The main problem inherent to the map’s representation model is to deal with the high

dimensionality of the entities being mapped [Thr02]. While a very detailed 3-D geometric

map (whether geometric or grid-based) may require a huge amount of memory, a descrip-

tion based on topological entities, such as corridors, intersections, rooms and doors, may

require much less memory to model the same environment, but obviously yields a map

with much less detail. There are basically three types of representation models of a map:

metric [CL85, ME85], feature-based [LDWC92, LVH05] and topological [KB91].

Metric maps capture the geometric properties of the environment. Chatila and Lau-

mond proposed geometric maps as a representation model using sets of polyhedra to

describe the geometry of environments [CL85]. The most popular metric representation

are grid-based maps, also known as occupancy grids or certainty grids [ME85, PNDW98].

Grid-based maps are a metric representation model, which are widely used [ME85,

MM96, BK91, GMDW03, SB03, HJSL04, RDC05d, RDC05a] to intuitively represent

distributed spatial information, such as occupancy or, closely related, traversability. They

discretise the workspace being mapped in cells with a given resolution. For each cell, it

is maintained a probabilistic belief about its state (e.g. free or occupied).

Moravec et al. built 2-D occupancy grids in their seminal work by using a robot

with sonars [ME85]. Later, they extended the occupancy grid technique for environment

mapping of 3-D grids, using stereo-vision as primary sensor [MM96].

Borenstein et al. developed the vector field histogram [BK91], which is a popular

obstacle avoidance method based on 2-D occupancy grids. Vidal et al. used 2-D occu-

pancy grids to represent multi-robot team knowledge about obstacles and evaders within

a pursuit-evasion game [VSK+02], in order to develop probabilistic pursuit policies for

that specific game theoretical framework. Grocholsky et al. proposed the integration of

a decentralized architecture — Decentralized Data Fusion — with occupancy grids, as

a means to combine observations from multiple robots with communication capabilities

[GMDW03]. Hygounenc et al. reported a blimp project [HJSL04] wherein 3-D space is

represented through digital elevation maps, which are 2-D grids associating height with

each cell.

The notion of occupancy grid was refined by Stachniss et al. to avoid the binary

representation of the cell’s occupancy and to model it as a continuous value between 0

and 1 [SB03]. They used 2-D coverage maps to perform indoor exploration tasks with a

robot equipped with sonars.
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Being a map representation that is very intuitive for humans, yielding a detailed

and rigorous model of the environment and helping to solve the registration problem are

the main strengths of metric maps. Their main shortcoming, especially with grid-based

maps, is not to scale well with the map’s dimension: generally, the required memory to

store the map increases exponentially with the map’s dimension if the map’s resolution

stays unchanged. This dimensionality problem can be attenuated if the map’s dimension

increase is balanced with a decrease in the map’s resolution.

Feature-based maps maintain a collection of landmarks locations and correlate the

uncertainty of their mutual localization [LDWC92, LVH05]. The main idea is to extract

features from the environment (e.g. lines, corners, doors) and then to parameterize them

by, for instance, color, length, width, position, etc. Detected features are then registered

in the map, which models their localization uncertainty.

Detecting features in a structured environment, i.e. in an indoor environment, is a

quite easy and reliable procedure. But in natural environments, it is quite difficult to

find reliably suitable candidates for the selected natural landmarks (e.g. bushes, shrubs,

trees, hills, cliffs, etc.). Feature-based maps’ detail is somewhere between metric maps

and topological maps, yielding a representation that scales well with the environment’s

dimension. However, since features detection is dependent on the specific environment,

robots’ capabilities tend to be biased to a particular environment. Moreover, usually

the map cannot be used solely to plan safe trajectories with obstacle avoidance within

cluttered environments, since feature-based maps are especially useful to model sparse

environments, i.e. having a lot of free space.

Topological maps represent environments as a list of significant places (nodes) that

are connected via arcs (edges) [KB91]. Arcs are usually annotated with information on

how to navigate from one place to another. Thus topological maps are mainly graphs

of connectivity and are especially useful for path planning, though arcs’ annotation may

have also some metric information (e.g. the distance between the places connected by the

arc). They tackles branched environments and supports the development of loop closing

algorithms [SHB04, SGB05].

Topological maps scale well to large environments, since the amount of information

that is stored is limited to the description of the places. As in feature-based maps, places

are also detectable landmarks. Thus, topological maps suffer from the same shortcomings

than feature-based maps, though they provide connectivity information between land-

marks. Moreover, topological maps are difficult to be graphically represented and yield

ambiguities related with representing the same place more than once, which are difficult
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to overcome. These problems are even harder if the environment changes very often.

Any of the aforementioned types of representation models have strengths and weak-

nesses and cannot be used in all situations. When dealing with large-scale space, the way

is to combine hierarchically those models in order to achieve the maximum expressive

power in a model that is robust to cope with uncertain, dynamic environments.

Kuipers et al. proposed the Spatial Semantic Hierarchy [KB91] which integrates both

metric and topological models in a hierarchy of representations. Local metric information

is used to locally perform control laws and to solve ambiguities in an hierarchy of topo-

logical representations, modeling connections between places and regions (sets of places).

Both metric and topological representations are then integrated in a global metric map,

covering all the environment.

Stachniss et al. proposed a solution to close loops when building maps of indoor en-

vironments [SHB04, SGB05]. They use a grid-based FastSLAM algortithm to build a

metric map of the environment. This metric information is abstracted in a topological

representation, wherein a place is added when the robot’s distance to the nearest place

exceeds a given threshold. Both representations are then used to detect and close loops

during exploration.

In chapter 4, a probabilistic framework is proposed to represent and update volumetric

maps. The main motivation of this thesis is to foster cooperation among intelligent robots,

based on sharing useful information and proper coordination. In this context, building

maps was just the chosen application domain for those cooperative mobile robots and it

was not itself the main research purpose. Also because the proposed approaches were

validated in relatively confined environments, a metric approach, more specifically a grid-

based approach, was chosen.

Using other representation alternatives is out of the scope of this thesis, though an

interesting future extension would be to integrate both metric and topological representa-

tions, so as to be able to represent fine detail and, simultaneously, to scale up with larger

environments.

2.4.3 Sensor modeling and sensor fusion

An important challenge posed by robotic mapping arises from the nature of the mea-

surement noise. The problem is significantly easier if the noise in different measurements

is assumed to be statistically independent. This is a typical assumption on most of the

known sensor modeling techniques. It means that if a robot takes more and more mea-
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surements, the effects of noise can be incrementally reduced. But this is generally a rough

approximation of the sensor modeling, since errors in control accumulate over time and

affect the way future sensor measurements are interpreted. For this reason, coping with

the noise’s statistical dependency is still a key problem in robotic mapping [Thr02]. This

issue is however out of the scope of this thesis and is not addressed herein.

As sensor measurements are characterized by uncertainty and noise, most of the ro-

botic mapping algorithms in the literature are probabilistic and rely on probabilistic

inference for turning sensor measurements into maps. They usually model explicitly dif-

ferent sources of noise and their effects on the measurements, using the Bayes rule of

inference (9). Using a Bayes filter, some successful methods for integrating measurements

taken at different instant times in a probabilistic model have been proposed, such as

Extended-Kalman filters or Expectation Maximization algorithms.

Kalman filters applied to robotic mapping represent noise, the robot’s pose and the

position of features (e.g. landmarks, shapes, etc.) through Gaussian probability density

functions, and assume that transition functions are linear (10). Extended Kalman filters

[DNC+01, HJSL04, HBFT03, FJC05] accommodate nonlinear state functions through

first order Taylor series expansions.

Expectation Maximization algorithms are derived from maximum likelihood estimation

and attempt to find the most likely map given the sensor’s data, but cannot generally be

used in real time, since they require multiple passes through the entire data set [TFB98].

More recent versions allow to perform on-line mapping by finding the most likely contin-

uation of the previous maps under the most recent sensor measurement [Thr01].

Although these methods have received a significant attention for the past few years,

since they are out of scope of the research reported herein, they will not be further detailed.

In chapter 4, a straightforward Bayesian method is proposed to fuse into a volumetric map

measurements taken at different instant times and at different locations, which assumes

the statistical independence of the noise of different measurements.

2.4.4 Registration, localization and SLAM

The registration problem deals with registering measurements on a common coordinate

space. Robot’s autonomous localization is tightly related with mapping, because accurate

9Given two random variables X and Y with probability distribution p(X = x) and p(Y = y), the
Bayes rule states that p(x | y) = ηp(y | x)p(x), being η a normalization factor to ensure that the left
hand side is indeed a valid probability distribution [Pap91].

10These transition functions models, for instance, the next robot’s pose given its current pose.
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mapping depends on localization, which in turn relies on tracking the robot’s position to

distinguishable landmarks identified in the current map, if a global localization scheme

is not available. While building a map, the robot has to register measurements obtained

from different locations, which requires its ability to localize itself accurately in the map.

Moreover, in a multi-robot solution, estimating accurately the robots’ relative position is

required to register measurements from different robots on a common coordinate space.

There is some recent work on building volumetric maps with a single robot, focusing

mainly on the registration problem [EHBBB97, MMO+98, BVS02, NSH03, HV03]. El-

Hakim et al. presented a mobile mapping system for generating a 3-D model of an indoor

environment [EHBBB97], so as to minimize the error propagation due to the registration

in a global reference frame of measurements relative to the mobile platform.

Maimone et al. developed a robot equipped with a trinocular stereoscopic mapping

system for use in post-nuclear accident operations [MMO+98] and focused on the process-

ing of surface meshes provided by the vision sensor and data registration in a global

reference frame.

Huber and Vandapel described the problem of sensing and generating 3-D models

of an underground mine with data gathered from a laser range finder, focusing on the

problem of registering 3-D data sets from different views in a common coordinate system

[HV03]. Their registration approach is analogous to assembling a 3-D jigsaw puzzle, with

each view being a piece of the puzzle.

The problem of building a map and simultaneously tracking the robot’s position on

that map is known as SLAM — Simultaneous Localization And Mapping. Extensive

research has been devoted to SLAM for the past few years and important progress has been

achieved [DNC+01, THF+03, HJSL04, HBFT03, FJC05, NMS05, BR05, SGB05]. Most

of the proposed solutions are based on the implementation of an Extended Kalman filter

(EKF), which correlates localization estimates relative to different landmarks. SLAM is

an important research topic, because it provides an integrated solution of localization and

mapping for applications where a global positioning system is not available and the robot

is subject to accumulation of pose errors during mapping.

Thrun et al. [THF+03] approached mine mapping as a SLAM problem but, due to

cyclic structure of mines, it yielded difficult correspondence problems. To solve this

problem, they used an iterative closest point algorithm, generating 3-D maps by applying

scan matching to 3-D measurements after a 2-D occupancy grid map of the mine was

obtained.

More recently, the variant FastSLAM [HBFT03] has been proposed, which combines
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a particle filter for sampling robot paths and an EKF for representing the map. The

particle filter implements a Monte Carlo localization algorithm [TFBD01], which is more

robust to data association problems than algorithms based on maximum likelihood data

association [Thr01].

There are also some efforts to develop multi-robot localization algorithms [FBKT00,

RB02, RR04, MPS05] and SLAM extensions to multi-robot systems [Thr01, MR05, How05].

Within these methods, when a robot determines the location of another robot relative to

its own, both robots can refine their internal beliefs based on the other robot’s estimate

and improve localization accuracy.

Fox et al. introduced a probabilistic approach based on Markov localization, which has

been validated through real experiments showing a drastic improvement in localization

speed and accuracy, when compared to single robot localization [FBKT00].

Roumeliotis et al. addressed the determination of upper bounds on the position un-

certainty accumulation for a group of robots, by using an Extended Kalman filter [RB02,

RR04]. Martinelli et al. extended this approach, by considering the most general relative

observation between two robots [MPS05].

Sujan et al. proposed a SLAM-based architecture [SDH+04] to a cliff surface ex-

ploration mission with a robot team. Each robot repositioned its sensors using an

information-theoretical approach so as to fill uncertain regions of the environment map,

based on maximizing the expected new obtained information.

The localization and registration problems are out of the scope and are not addressed

in this thesis, by assuming that robots are externally localized through some absolute

localization scheme. Therefore, the work presented herein does not fall in the heading of

registration, localization and SLAM, because it intends mainly to explore the cooperation

between robots through sharing useful sensory information and proper coordination.

2.4.5 Exploration and active sensing

When a robot or a team of robots explore an unknown environment and build a map,

the objective is to acquire as much new information as possible with every sensing cycle,

so as to minimize the time needed to completely explore it. The goal of any exploration

strategy is to answer the question “Where to move the robot(s)?”, i.e. robotic exploration

is the task of generating robots’ motion in the pursuit of building a map as fast as possible.

Exploration is a challenging problem because robots have to cope with partial and

incomplete models and, in the case of multi-robot exploration, robots have to coordinate
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their motion in order to reduce their mutual interference and take advantage of simulta-

neous operation, by sensing simultaneously different regions of the map. Some quantities

that are usually traded off are the expected gain of information, the required time and

energy to acquire new information, the possible loss of pose information along the way,

etc. [Thr02]. The problem is significantly harder if the environment dynamically changes

very often. In this case, it is difficult to ensure that the exploration process converges on

a consistent map.

Bourgault et al. used occupancy grids to address the single robot exploration problem

as a balance of alternative motion actions, from the point of view of information gain (in

terms of entropy), localization quality and navigation cost [BMW+02]. Although they

included information gain in their strategy, their formulation was computationally heavy

and they were only able to use it off-line for a limited number of proposed destinations.

Yamauchi et al. proposed frontier-based exploration [Yam98] whereby robots were

driven towards boundaries between open space and unexplored regions. They also pro-

posed a decentralized scheme whereby robots shared local 2-D occupancy grids, which

were fused with their own local maps in order to obtain a global grid. Each robot ex-

plored the environment by selecting the closest frontier cell in its neighborhood.

Burgard et al. developed a technique for coordinating a team of robots while explor-

ing the environment to build a 2-D occupancy grid [BMF+00]. Their approach used the

frontier-cell concept proposed by Yamauchi [Yam98] and considered a balance between

travel cost and utility of unexplored regions, so that robots simultaneously explored differ-

ent regions. The utility of a region was reduced when a robot selected a target viewpoint

whose visibility range covered it. They do not defined an architecture for the team and

neither it was clear how robots should interact nor what should be communicated to

accomplish the proposed coordination. In a seminal work [BFT97], they used entropy

minimization to actively localize a robot by minimizing the expected future uncertainty.

Zlot et al. proposed a market-based approach to coordinate the exploration with mul-

tiple robots [ZSDT02]. In their approach, each robot generates autonomously a list of

target points using some non-optimal heuristic (e.g. closest unexplored region), which

aims at maximizing the amount of new information. Then, it uses that list to maintain

an exploration tour across the points contained on it, which minimizes the cost (e.g. trav-

eled distance). When the robot is able to communicate with its teammates, it acts as an

auctioneer by sending the positions of target points and their costs (base prices). Each

robot also bids on the target points sold by other robots. The auctioning mechanism de-

cides which robot wins the auction, by selecting the bid with the lowest cost. Moreover,
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when a bidder has explored the target point, it informs the auctioneer to cancel the bid, in

order to avoid already explored regions. The proposed method does not formally quantify

neither the information gain yielded by each selected target point nor the interference

among robots and the mutual information acquired by their sensors.

Ko et al. addressed the problem of merging local maps from different robots, with

unknown start locations [KSF+03]. Robots that could communicate with each other

were arranged in exploration clusters. The robots within each cluster shared a common

map and coordinated their exploration using an algorithm similar to the one proposed by

Burgard et al. [BMF+00]. Before two robots merged their local maps, they actively verified

their relative locations, through the implementation of a particle filter and a rendezvous

strategy. The solution has been applied within the Centibots project [KFO+04], which

deploys 100 robots in unexplored areas to build a map, search for valuable objects and

protect the environment from intruders. A similar project by Howard et al. has been

reporting experiments with a team of 80 heterogeneous robots [HPS04].

Stachniss et al. has been developing a 2-D grid-based version of FastSLAM algorithm

[SHB04, SGB05], which generates trajectories to actively close loops during SLAM and

takes into account the uncertainty about the pose of the robot during the exploration.

Whenever this uncertainty becomes too large, the robot re-visits portions of the previously

explored area. When the localization uncertainty is low and no loop can be closed, a

frontier-based exploration strategy [Yam98] is used.

The exploration and active sensing problem is addressed in chapters 4 and 6 of this the-

sis. The proposed approach reformulates the frontier-based exploration concept [Yam98]

and the coordination concept proposed in [BMF+00], by using entropy to formally mea-

sure uncertainty, information gain and mutual information. Results obtained with its

implementation in mobile robots demonstrate its ability to converge nicely to maps with

lower uncertainty. In chapter 6, a coordination mechanism is also proposed, whose goal

is to avoid that a robot senses the same map’s regions than other robots, as a means to

take maximum advantage from the parallelism provided by multiple robots.

2.5 Summary and discussion

This chapter started by giving some insight about the cooperation concept itself in so-

ciological and biological systems and covered a significant body of research related with

cooperative multi-robot systems (MRS), communication and information sharing in MRS,

and robotic mapping. The goal was not to thoroughly describe the details of the many
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(a) (b)(a) (b)

Figure 2.3: Two cooperative mobile robots building a volumetric map at Mobile Robotics
Lab., ISR Coimbra [RDC05d, RDC05b, RDC05a]: (a) two Scout robots equipped with
stereo-vision; (b) example of a volumetric map.

studies referred throughout the chapter, but to sufficiently present to the reader related

work and put properly on context the contributions reported in this thesis.

Following the research question raised in chapter 1, the research presented in this

thesis takes a specific application domain of MRS — building volumetric maps (see Fig.

2.3) — to address four topics:

• Representing a volumetric map and its uncertainty;

• Using the partial or uncertain information contained in the map to effectively explore

the environment;

• A formal method to assess the information utility, so as to ensure the utility of the

information communicated among robots.

• Devising a distributed and cooperative group architecture to share useful informa-

tion among the robots and properly coordinate their actions.

In chapter 4, a grid-based probabilistic model of a volumetric map is proposed, which

stores for each cell (voxel) a coverage belief. Concerning this type of metric maps, i.e. grid-

based maps or occupancy grids [ME85, PNDW98, SB03], the main contribution is a more

compact representation of this belief than using histograms [SB03], and a straightforward

and efficient Bayesian update procedure. A method to easily update the map upon new

data yielded by range sensors was also developed.

The problem of fusing sensory data in a common reference coordinates frame — the

registration problem — will not be addressed, by assuming that robots are externally
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localized. Therefore, the work presented herein does not fall in the heading of registration,

localization and SLAM, because the emphasis is to study the aforementioned issues related

with efficient information sharing and cooperation between mobile robots.

While most of the research on communication for MRS has been devoted to design axes

that are mostly related with the communication structure, another important question

mostly related with the communication content arises: “What is useful to be commu-

nicated?” or “What is task-relevant to be communicated?”, which in turn requires an

answer to the question “How to assess information utility?” [RDC03, RDC05b, RDC05a].

The goal behind these questions is to avoid communicating redundant information

so as to use efficiently communication resources. This is the research question that is

addressed in chapter 5, wherein a distributed architecture for building volumetric maps

with a team of robots is proposed. Its main features are: supporting distributed control

and distributed data; enabling to share efficiently sensory data in a team of cooperative

mobile robots, using a measure of information utility; taking advantage from the cooper-

ation among homogeneous robots to build a map in less time than a single robot or than

a team with less robots, especially after refining the architecture with the coordination

mechanism presented in chapter 6. The main advantage of distributing control and data

is to easily scale up the robotic mapping system to an arbitrary number of robots, while

maintaining the system’s reliability and robustness.

The approach to multi-robot exploration proposed in this thesis is closely related with

frontier-based exploration [Yam98] and the coordination concept proposed in [BMF+00],

with three important improvements:

• Firstly, the proposed distributed architecture model restricts the communication

among robots to the minimum necessary to share useful sensory data among robots

(chapter 5) and to coordinate the exploration (chapter 6).

• Secondly, entropy is used to explicitly represent uncertainty in the grid-based prob-

abilistic map, as a means to define a formal information-theoretical background to

reason about the mapping and exploration process (chapter 4).

• Thirdly, a coordination mechanism is devised whereby each robot uses the frontier-

based criteria while simultaneously minimizes the interference with other robots and

avoids to sense the same map’s regions than other robots, so as to take maximum

advantage from the parallelism provided by multiple robots (chapter 6).

The next chapter provides the reader with the basics of information theory, by pre-

senting the definitions of entropy, differential entropy and mutual information. The goal
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is to contribute to the readability of chapters 4 to 6, wherein those relations are used to

formally define important quantities, such as map’s uncertainty, information utility and

mutual information associated with two different exploration viewpoints.



Chapter 3

Information theory fundamentals

The mathematical concept of entropy plays a fundamental role in the contributions of this

thesis. Although it was developed in 1948 by Claude Shannon as an information measure

in the context of computer networks [Sha49], its scope of application is much more wider

from a mathematical point of view.

In chapter 4, it is used to measure the uncertainty of a probabilistic belief, i.e. the

uncertainty associated to probability distributions. In chapter 5, it is used to devise an

information-theoretical measure of information utility, which supports efficient sharing of

sensory information within teams of robots. In chapter 6, mutual information — a concept

closely related with entropy — is used to measure the sensing overlapping associated with

two different exploration viewpoints, when different robots explore the same environment

to build a volumetric map.

Although the well-known theoretical definitions presented throughout this chapter

may be found on text books about information theory [Sha49, CT91, vdL97], this chapter

provides the reader with the basics of information theory, so as to contribute to the read-

ability of chapters 4 to 6, wherein knowledge about entropy-related concepts is required

and crucial to understand most of the contributions. This is especially worth for readers

who are less familiarized with information theory, but this chapter is also important to

produce a self-contained document.

3.1 Basics

Information theory is the science which deals with the concept information, its measure-

ment and its applications. It aims at characterizing sources of information and quantifying

information and uncertainty.

81
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Accordingly with [vdL97], there are two dominant traditions: English and American.

The English tradition studies semantic aspects of information, which is related to the

meaning of messages and their referential aspect. Thus, it is closely related to philosophy,

psychology and biology. The American tradition, denoted as mathematical theory of

information, deals with the syntactic aspects of information and its fundamental theorems,

being the meaning aspects of information fully abstracted. In 1948, Claude Shannon

stated [Sha49]: limits on the amount of information which can be transmitted; limits

on the compression of information which can be achieved; and how to build information

systems approaching those limits.

Shannon is generally considered to be the founder of the American’s tradition in

information theory. Nevertheless, there were forerunners who attempted to formalize the

efficient use of communication systems [vdL97]. In 1924, H. Nyquist published an article

wherein he raised the matter of how messages could be sent over a telegraph channel with

maximum speed and without distortion, though the term information was not used by

him as such. In 1928, R. Hartley tried to define a measure of information, considering

messages of l symbols and a choice of s possibilities for every symbols, it was defined as

the logarithm of the number of distinguishable messages sl:

HH(sl) = log(sl) = l log(s). (3.1)

The Hartley’s definition accounts with our intuitive ideas: a message consisting of l

symbols contains l times as much information as a message consisting of just one symbol;

and the amount of information increases with as the number of symbols s increases. The

main criticism is the fact of all the symbols having equal chances of occurring. The main

achievement of Shannon was to extend the theories of Nyquist and Hartley by proposing

a measure — entropy — wherein symbols have unequal probability of occurring [Sha49].

This measure associates information with uncertainty using the concept of probability.

3.2 Shannon’s entropy

In 1948, Claude Shannon proposed entropy as an information measure [Sha49]. Being

X a discrete random variable over a sample space S, with a probability distribution

p(x) = P (X = x) the entropy was defined as

H(X) = −
∑
x∈S

p(x) log p(x) = E

[
log

1

p(X)

]
, (3.2)

wherein the second form means that entropy can be defined as the expected value of

log 1
p(X)

.
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Figure 3.1: Entropy H(p) = H(p, 1− p) of a binary random variable having two outcomes
with probabilities p1 = p, p2 = 1− p, 0 ≤ p ≤ 1, as a function of p.

In equation 3.2, the logarithm’s base determines in what unit entropy is measured. If

it has base 2, entropy is expressed in bits. Hereafter, the logarithm’s base will be omitted

and it will be assumed that entropy is always computed by taking all logarithms to base

2. It will be also assumed the convention 0 log 0 = 0, since x log x → 0 as x → 0, which

means that adding terms with zero probability does not change the entropy.

It is interesting to notice that the Hartley’s definition of information measure given by

equation (3.1) is equivalent to the Shannon’s definition if p(X) is an uniform distribution.

3.2.1 Properties

The Shannon’s definition of entropy is related with the definition of entropy in thermody-

namics and it has the same mathematical expression. Shannon derived it axiomatically

by defining certain properties that an information measure should have [CT91].

Entropy is a continuous function. Being pi = P (X = xi) the probability of each

possible value of the discrete random variable X, the entropy function H should be

continuous in the pi.

Fig. 3.1 shows the graph of the entropy of a binary random variable, having outcomes

x1 and x2 with probabilities p1 = p and p2 = 1−p, respectively, with 0 ≤ p ≤ 1. The graph

shows that the probability distribution has maximum entropy if it is uniform, i.e. p = 1
2

and p1 = p2 = p. Moreover, the entropy function is a concave function of the probability

distribution, being null when p = 0 or p = 1. This means that entropy can be viewed as

a measure of how much random a variable is, i.e. a measure of its uncertainty. Fig. 3.2
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Figure 3.2: Entropy is an absolute measure of uncertainty.

depicts two different probability distributions and their entropy values. The distribution

on the right has higher entropy because it presents higher uncertainty (dispersion).

Entropy is a monotonic function and a formal measure of uncertainty. If all

samples of a random experiment have the same probability, i.e. if pi = 1/n, wherein n

is the number of possibilities (the cardinality of the sample space S), H is a monotonic

increasing function of n. It can be easily proven from equation (3.2) that the entropy of

a random variable Xu uniformly distributed is given by

H(Xu) = logn. (3.3)

It also can be proven that the entropy of a random variable with n possible outcomes

verifies the condition

0 ≤ H(X) ≤ logn. (3.4)

It can be easily proven that entropy is always non-negative, because in each of the

terms −p(x) log p(x) in equation (3.2) the condition 0 ≤ p(x) ≤ 1 is always satisfied.

This means that entropy can be viewed as the average length of the shortest description

of a random variable. For example, in a fair coin toss experiment it is equal to 1 bit. As

Fig. 3.1 shows, if the binary random variable is not evenly distributed, that shortest

description is less than 1 bit, being the uniform distribution the maximum entropy case.

The minimum entropy H(X) = 0 is achieved if ∃i∈{1,...,n}, P (X = xi) = 1, i.e. if the

variable X is deterministic.

In Fig. 3.2, the entropy of both probability distributions falls somewhere between 0

and 4, since both random variables have n = 16 possible outcomes. The maximum entropy



Shannon’s entropy 85

1. Is the cell one of the bottom 8 cells? No.
2. Is the cell one of the 4 cells remaining to the left? Yes.
3. Is the cell one of the bottom 2 remaining cells? Yes.
4. Is it the left region? No.
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Figure 3.3: Question and answer game: finding the shaded region. Example reproduced
from [vdL97].

value log 16 = 4 would be achieved for an uniform distribution. This example makes also

clear that the entropy of a discrete random variable is a bounded, formal measure of the

uncertainty contained on it: it may evaluate to a value between 0 — null uncertainty,

deterministic case — and log n — maximum uncertainty, uniform distribution.

Fig. 3.3 depicts another illustrative example of this qualitative interpretation of en-

tropy [vdL97]. Suppose we have a graphical field consisting of 16 regions, wherein one of

them is shaded. The shaded region has to be determined by asking questions which can

only answered with a “yes” or “no”.

An alternative would be guessing, but then we take the risk of having to ask 16

questions before finally finding the shaded region. Fig. 3.3 suggests that a better strategy

would be to ask four selective questions. It can be easily seen that those four questions

are always sufficient to determine the position of the shaded region. If we assume that

the position of the shaded region is uniformly distributed over the 16 possible positions,

its entropy is 4 bits. Thus, in this case, entropy corresponds to the minimum number of

questions that one must ask to determine which outcome has occurred.

Consider another example with a sample space X = {x1, x2, x3} and a probability

distribution P = {1
2
, 1

4
, 1

4
}. Playing again the answer game with questions “yes” or “no”

it seems reasonable to ask for x1 first, since this outcome has the greatest probability. If

the answer is “yes”, then the outcome has been found with just one question. On the

other hand, if the answer is “no”, the the outcome is x2 or x3 and another question is

needed to find it, i.e. two questions. The entropy is in this case given by

H(X) = −1

2
log

1

2
− 1

4
log

1

4
− 1

4
log

1

4
= 1.5 bits,
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Figure 3.4: When breaking down a choice into two successive choices, the original entropy
is the weighted sum of the individual values of entropy.

which is equal to the average number of questions required to find the outcome of the ex-

periment. Thus, the previously given qualitative interpretation is also valid with unequal

probabilities.

Entropy is a recursive function. If a choice is broken down into two successive

choices, the original H is the weighted sum of the individual values of H .

In the example depicted in Fig. 3.4, both trees present the same probabilities in

their leaves. However, on the right, there is a first choice between two possibilities with

probability 1
2

and, when the second occurs, another choice is made with probabilities 2
3

and 1
3
. It can be easily proven that

H

(
1

2
,
1

3
,
1

6

)
= H

(
1

2
,
1

2

)
+

1

2
H

(
2

3
,
1

3

)
.

Shannon proved a theorem [Sha49] which states that equation (3.2) is the only function

satisfying the three aforementioned properties (1).

3.3 Joint entropy and conditional entropy

The definition of entropy for a single random variable, given by equation (3.2), can be ex-

tended to a pair of random variables and to conditioned variables, through the definitions

of joint entropy and conditional entropy, respectively [CT91].

Let X and Y be two discrete random variables with sample spaces Sx and Sy and

probability distributions p(x) = P (X = x) and p(y) = P (Y = y). Let also p(x, y) =

1More rigorously, any function multiplied by a positive constant having the form of equation (3.2)
satisfies the three properties. In the entropy definition, that positive constant is usually assumed to be
equal to 1 and it is just a scale factor.
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P (X = x, Y = y) be their joint probability distribution. The joint entropy is defined as

H(X, Y ) = −
∑
x∈Sx

∑
y∈Sy

p(x, y) log p(x, y). (3.5)

Let p(x | y) and p(y | x) be the conditional probability distributions representing the

distribution of X when Y is given and the distribution of Y when X is given, respectively.

These conditional probabilities are related with the joint probability distribution through

the Bayes rule

p(x, y) = p(x | y)p(y) = p(y | x)p(x). (3.6)

The conditional entropy H(X | Y ) measures the entropy (uncertainty) of X when Y

is known and is given by

H(X | Y ) =
∑
y∈Sy

p(y)H(X | Y = y) = −
∑
y∈Sy

p(y)
∑
x∈Sx

p(x | y) log p(x | y)

= −
∑
x∈Sx

∑
y∈Sy

p(x, y) log p(x | y). (3.7)

Similarly, it can be proven that

H(Y | X) = −
∑
x∈Sx

∑
y∈Sy

p(x, y) log p(y | x). (3.8)

3.3.1 Chain rule

An important result that relates joint entropy with conditional entropy is the chain rule

theorem [CT91], which can be derived as

H(X, Y ) = −
∑
x∈Sx

∑
y∈Sy

p(x, y) log p(x, y) (3.9)

= −
∑
x∈Sx

∑
y∈Sy

p(x, y) log p(x)p(y | x) (3.10)

= −
∑
x∈Sx

∑
y∈Sy

p(x, y) log p(x)−
∑
x∈Sx

∑
y∈Sy

p(x, y) log p(y | x)

= H(X) +H(Y | X), (3.11)

wherein equation (3.10) is obtained from equation (3.9) by using equation (3.6).

Similarly, it also can be proven the relations

H(X, Y ) = H(Y ) +H(X | Y ), (3.12)

H(X)−H(X | Y ) = H(Y )−H(Y | X). (3.13)
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Equations (3.11) to (3.13) mean that joint entropy is the entropy of one variable plus the

conditional entropy of the other. Note that, in general, H(X | Y ) = H(Y | X).

The following inequalities may also be proven:

H(X, Y ) ≤ H(X) +H(Y ), (3.14)

H(X | Y ) ≤ H(X), (3.15)

H(Y | X) ≤ H(Y ). (3.16)

For example, the inequality (3.15) shows that the conditional amount of information

H(X | Y ) is generally less than or equal to the marginal amount of information H(X).

Given that X and Y are statistically independent random variables if p(x, y) = p(x)p(y),

the equalities (3.14) to (3.16) occur when X and Y are statistically independent variables.

3.3.2 Joint entropy of sets of discrete random variables

The joint entropy chain rule theorem given by equation (3.11) can be extended to a set

of more than two discrete random variables [CT91].

Consider a set of discrete random variables X = {X1, . . . , Xn} with a joint probability

distribution p(X1 = x1, . . . , Xn = xn) = p(x1, . . . , xn). The Bayes rule given by equation

(3.6) can be recursively used to decompose it as

p(X1 = x1, . . . , Xn = xn) = p(x1, . . . , xn) = p(xn | x1, . . . , xn−1)p(x1, . . . , xn−1)

= p(xn | x1, . . . , xn−1)p(xn−1 | x1, . . . , xn−2)p(x1, . . . , xn−2)

= . . .

=
n∏

i=1

p(xi | x1, . . . , xi−1). (3.17)

Note that for n = 2, equations (3.17) and (3.6) are the same equation.

Using equation (3.17), the joint entropy of a set of discrete random variables X =

{X1, . . . , Xn} with a joint probability distribution p(X1 = x1, . . . , Xn = xn) = p(x1, . . . , xn)
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can be derived as

H(X ) = H(X1, . . . , Xn) = −
∑

x1,...,xn

p(x1, . . . , xn) log p(x1, . . . , xn)

= −
∑

x1,...,xn

p(x1, . . . , xn) log

n∏
i=1

p(xi | x1, . . . , xi−1)

= −
∑

x1,...,xn

n∑
i=1

p(x1, . . . , xn) log p(xi | x1, . . . , xi−1)

= −
n∑

i=1

∑
x1,...,xn

p(x1, . . . , xn) log p(xi | x1, . . . , xi−1)

=
n∑

i=1

H(Xi | X1, . . . , Xi−1). (3.18)

Using equation (3.15), it can be proven by induction the inequality

H(X ) ≤ H(X1) +H(X2) + . . .+H(Xn) =

n∑
i=1

H(Xi). (3.19)

It is important to notice that the equality occurs when all variables in the set X are

statistically independent. This is an important result that is used in chapter 4 to define

the entropy of a probabilistic volumetric map.

3.4 Mutual information

The Kullback Leibler distance, which is also denoted as relative entropy, is defined as

D(p‖q) =
∑
x∈Sx

p(x) log
p(x)

q(x)
= Ep log

p(X)

q(X)
. (3.20)

It is a measure of the inefficiency of assuming that the distribution is q(x) when the

true distribution is p(x), i.e. an asymmetric measure of the difference between the two

distributions. It can be proven that it is always non-negative, reaching zero if and only

if the distributions are identical. The definition given by equation (3.20) assumes the

conventions 0 log 0
q
→ 0 and p log p

0
→ ∞ and that both distributions p(x) and q(x) has

the same support set Sx.

Mutual information is a measure of the amount of information that one random vari-

able contains about another random variable or, equivalently, the reduction of the vari-

able’s uncertainty due to the knowledge of the other [CT91]. The mutual information
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I(X;Y) H(Y|X)H(X|Y)

H(Y)H(X)

H(X,Y)

Figure 3.5: Relationship between mutual information and entropy. Figure reproduced
from [CT91].

between two random variables X and Y , having probability distributions p(x) and p(y),

is defined as

I(X;Y ) = D(p(x, y)‖p(x)p(y)). (3.21)

Thus, it can be interpreted as a measure of the statistical dependence between two random

variables.

Mutual information is related with entropy through the relations

I(X;Y ) = H(X)−H(X | Y ), (3.22)

= H(Y )−H(Y | X), (3.23)

= H(X) +H(Y )−H(X, Y ). (3.24)

Equations (3.22) and (3.23) state that mutual information is the information of a variable

minus its information if the other is given (see Fig. 3.5). Equation (3.24) can be derived

by combining, for example, equations (3.22) and (3.12). Equation (3.22) can be easily

derived as follows:

I(X;Y ) =
∑
x∈Sx

∑
y∈Sy

p(x, y) log
p(x, y)

p(x)p(y)
=
∑
x∈Sx

∑
y∈Sy

p(x, y) log
p(x | y)
p(x)

= −
∑
x∈Sx

∑
y∈Sy

p(x, y) log p(x) +
∑
x∈Sx

∑
y∈Sy

p(x, y) log p(x | y)

= −
∑
x∈Sx

p(x) log p(x)−


−∑

x∈Sx

∑
y∈Sy

p(x, y) log p(x | y)




= H(X)−H(X | Y ).

Equation (3.23) could be derived in a similar way.

Note that mutual information is symmetric, i.e.

I(X;Y ) = I(Y ;X) (3.25)
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Accordingly with [CT91], given the Jensen’s inequality, which states that E[f(X)] ≤
f [E(X)] if f is concave, it can be proven that

I(X;Y ) ≥ 0, (3.26)

wherein the equality occurs if X and Y are statistically independent.

Note also that

I(X;X) = H(X)−H(X | X) = H(X). (3.27)

Because of equation (3.27), entropy is sometimes referred to as self-information.

The conditional mutual information of two random variables X and Y given another

variable Z is defined as

I(X;Y | Z) = H(X | Z)−H(X | Y, Z) (3.28)

=
∑
x,y,z

p(x, y, z) log
p(x, y | z)

p(x | z)p(y | z) , (3.29)

which is a generalization of equation (3.22) to conditional distributions.

3.5 Differential entropy

The entropy’s classical definition applies only to discrete random variables, as it was

developed by Shannon as a measure of information for computer networks [Sha49]. How-

ever, its definition may be generalized for continuous random variables, being denoted as

differential entropy [CT91]. Being p(x) the probability density function (pdf) of a given

continuous random variable X, with a continuous domain S, its differential entropy is

defined as

h(X) = −
∫

S

p(x) log p(x)dx. (3.30)

Because probability density functions (pdf) are mathematical functions that may eval-

uate to values greater than one (2), differential entropy cannot be taken as an absolute

measure of information or uncertainty because it may be negative and it is unbounded,

i.e. −∞ < h(X) < +∞. Moreover, h(X) → −∞ as the continuous random variable X

becomes less uncertain, whereas discrete entropy tends to 0 in that situation.

However, differential entropy provides a relative measure of information and uncer-

tainty. Fig. 3.6 depicts two different probability density functions (Gaussians) and

2A probability density function is a mathematical function that must verify the condition
∫

S p(x) = 1.
Nevertheless, even verifying that condition, the proposition ∃x∈S , p(x) > 1 may be true.
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h(X)= - 2.275 bits
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Figure 3.6: Differential entropy is a relative measure of information and uncertainty,
though it cannot be taken as an absolute measure.
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∆

Figure 3.7: Quantization of a continuous random variable.

their differential entropy values. The pdf on the right has higher differential entropy be-

cause it presents higher uncertainty (dispersion). Since differential entropy is unbounded,

h(X)→ −∞ as σ → 0 and h(X)→ +∞ as σ → +∞.

3.5.1 Relation of differential entropy to discrete entropy

Consider a continuous random variable X with the probability density function (pdf)

depicted in Fig. 3.7. Suppose that the domain of X is divided into bins of length ∆.

Assuming that the pdf is continuous within the bins, and using the mean value theorem

[CT91], there exists a value xi within each bin such that

p(xi)∆ =

∫ (i+1)∆

∆

p(x)dx. (3.31)

Now consider a quantized (discrete) random variable X� defined upon the continuous
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random variable X, which is defined by

X� = xi, if i∆ ≤ X ≤ (i+ 1)∆. (3.32)

Then, by equation (3.31), the probability pi = P (X� = xi) is

pi =

∫ (i+1)∆

i∆

p(x)dx = p(xi)∆. (3.33)

The (discrete) entropy of the quantized version is

H(X�) = −
+∞∑
−∞

pi log pi = −
+∞∑
−∞

p(xi)∆ log(p(xi)∆)

= −
+∞∑
−∞

p(xi)∆ log p(xi)−
+∞∑
−∞

p(xi)∆ log ∆ (3.34)

Given that
+∞∑
−∞

p(xi)∆ =
+∞∑
−∞

pi = 1,

equation (3.34) can be written as

H(X�) = −
+∞∑
−∞

p(xi) log p(xi)∆− log ∆. (3.35)

The limit of equation (3.35) when ∆→ 0 is

lim
∆→0

H(X�) = − lim
∆→0

(
+∞∑
−∞

p(xi) log p(xi)∆− log ∆

)

= − lim
∆→0

(
+∞∑
−∞

p(xi) log p(xi)∆

)
− lim

∆→0
log ∆

= −
∫ +∞

−∞
p(x) log p(x)dx− lim

∆→0
log ∆

= h(X)− lim
∆→0

log ∆, (3.36)

From equation (3.36), we have

h(X) = lim
∆→0

H(X�) + lim
∆→0

log ∆, (3.37)

which relates the differential entropy of the pdf with the discrete entropy of its quantized

version. Clearly, the differential entropy is unbounded due to the second term on the

right-hand of equation (3.37), because

lim
∆→0

log ∆ = −∞

and thus h(X)→ −∞.
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3.5.2 Differential entropy of a Gaussian

Consider a continuous random variable X following a Gaussian probability density func-

tion

p(x) =
1

σ
√

2π
exp

[
−
(
x− µ√

2σ

)2
]
, (3.38)

with mean µ and standard deviation σ. Fig. 3.6 depicts examples of Gaussian probability

density functions.

Using equation (3.30), the differential entropy of a Gaussian is

hN(X) = −
∫ +∞

−∞

1

σ
√

2π
exp

[
−
(
x− µ√

2σ

)2
]
· log

1

σ
√

2π
exp

[
−
(
x− µ√

2σ

)2
]
dx

= log σ
√

2π

∫ +∞

−∞

1

σ
√

2π
exp

[
−
(
x− µ√

2σ

)2
]
dx

+

∫ +∞

−∞

(
x− µ√

2σ

)2

· log e

σ
√

2π
exp

[
−
(
x− µ√

2σ

)2
]
dx

= log σ
√

2π +
log e

2σ2
V ar(X) = log σ

√
2π +

1

2
log e

= log
√

2πe + log σ. (3.39)

Note that V ar(X) is the variance of X. Thus, the differential entropy of a Gaussian is

proportional to log σ and may evaluate to negative values:

hN(X) < 0⇐⇒ σ <
1√
2πe

= 0.242. (3.40)

It can be proven that, from all probability density distributions with the same variance,

the Gaussian distribution is the one that maximizes the differential entropy [CT91].

3.5.3 Properties

Most of the properties and theorems of the entropy definition for discrete random variables

are also valid for differential entropy. However, while the latter tends to −∞ when a

random variable has no uncertainty/information, the former evaluates to zero.

The definitions of joint entropy, conditional entropy and mutual information can be

extended to continuous random variables. The following relations are always valid for any
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pair of continuous random variables X and Y :

h(X, Y ) = −
∫ ∫

p(x, y) log p(x, y)dxdy, (3.41)

h(X | Y ) = −
∫ ∫

p(x, y) log p(x | y)dxdy, (3.42)

h(Y | X) = −
∫ ∫

p(x, y) log p(y | x)dxdy, (3.43)

h(X | Y ) ≤ h(X), (3.44)

h(Y | X) ≤ h(Y ), (3.45)

h(X, Y ) = h(X) + h(Y | X) = h(Y ) + h(X | Y ), (3.46)

h(X, Y ) ≤ h(X) + h(Y ), (3.47)

I(X;Y ) =

∫ ∫
p(x, y) log

p(x, y)

p(x)p(y)
dxdy, (3.48)

I(X;Y ) = h(X)− h(X | Y ) = h(Y )− h(Y | X),

I(X;Y ) ≥ 0, (3.49)

= h(X) + h(Y )− h(X, Y ). (3.50)

See [CT91] for more details about the proof of these properties.

3.6 Application examples

As it was already mentioned, entropy was developed by Shannon as an information mea-

sure in the context of computer networks [Sha49]. Thus, his entropy definition was orig-

inally used in that context to define limits on the amount of information which can

be transmitted over a communication channel; limits on the compression of information

which can be achieved; and how to build computer networks approaching those limits.

Nevertheless, the entropy’s scope of application is much wider, since its mathematical

formulation of uncertainty and information associated with random variables can be used

in many other domains.

Entropy can be used to develop entropy-based optimization methods, such as the

MaxEnt and the MinxEnt methods [KK92]. While the former method uses the Jaynes’

maximum entropy principle to minimize the distance to the uniform distribution, the

latter method uses the Kullback’s principle of minimum joint entropy to minimize the

statistical distance to a given a priori distribution. In both cases, the essential idea is

to use all the available information and maximize the uncertainty (entropy) of unknown

information. Both methods have been used to develop optimization algorithms in differ-
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ent application domains, such as statistics, geography, geophysics, pattern recognition,

queuing theory, parameter estimation, etc. The entropy concept has also been used in

robotics for quantifying uncertainty and mutual information.

Stachniss et al. [SB03] and Bourgault et al. [BMW+02] used it to predict the expected

information outcome of different control actions while exploring an unknown environment

with a robot. Tarapore et al. used entropy and mutual information for quantitatively cor-

relate what sort of robot’s actions lead to what sort of information (acquired sensory

data), i.e. for understanding the agent-environment interaction [TMG04]. Sujan et al.

developed an information-theoretical approach to fill uncertain regions of the environ-

ment map in cliff surface exploration missions with multiple robots, based on maximizing

the expected new obtained information [SDH+04]. Burgard et al. proposed a method

to actively localize a robot, by choosing actions so as to minimize the expected future

uncertainty, wherein entropy was used to measure the uncertainty of future belief distri-

butions. Entropy has also been used in SLAM approaches to formulate the minimization

of localization uncertainty [BMW+02].

Saéz et al. proposed a solution to registration in the SLAM problem, using stereo-

vision, which is based on the minimization of the entropy of a 2-D distribution induced

by the projection of the 3-D point cloud [SE05]. The approach assumed a plane-parallel

environment wherein all planes were either parallel or orthogonal. The entropy function

was a measure of the quality of the alignment of map’s views taken at different times and

from different viewpoints. In order to maintain the map’s global consistency, the different

views were aligned so as to minimize the entropy function.

Viola proposed an information-theoretical approach to find the pose of an object in

an image, which align the object so as to maximize the mutual information between the

image and the object [Vio95].

Arbel et al. developed an entropy-based gaze planning algorithm to addresses the

recognition of known objects in unstructured environments [AF01]. For each object being

tracked, it was gathered a set of optical signatures, which were then used to compute a

probability distribution for each tracked object along the set of known objects. A measure

of ambiguity of the distribution based on entropy was defined to plan gaze and motion

through entropy maps. Entropy maps were built off-line, during training, to relate object

ambiguity to viewing position. The entropy maps of the known objects were used to

navigate the sensor to the most informative gaze, i.e. the gaze with less entropy, in order

to reduce the recognition time.

Solving the path planning problem requires the examination of different robot’s con-
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figurations in its configuration space. Its complexity grows exponentially in the degrees

of freedom that the robot possesses. Burns et al. addressed the problem by proposing

an entropy-guided approach, wherein the information gain obtained associated with each

examination of the configuration space was formulated as entropy reduction [BB05]. The

strategy was to maximize the expected entropy reduction concerning a particular path be-

tween two given initial and final configurations, so as to achieve maximal progress toward

a solution to the required path.

3.7 Summary and discussion

This chapter provided the reader with the basics of information theory, so as to contribute

to the readability of the following chapters of the thesis. After an historical revision of

the foundations of information theory, the basic definitions of entropy, joint entropy, con-

ditional entropy and mutual information for discrete random variables were presented.

These definitions were further extended to continuous random variables through the defi-

nition of differential entropy. The main differences between the discrete case and the con-

tinuous case were clarified, and the relationship between discrete entropy and differential

entropy was presented. The chapter ended with a brief description of several application

examples of those information-theoretical definitions to other application domains than

computer networks, with a particular emphasis on robotics’ applications.

The entropy concept plays a fundamental role in the contributions of this thesis, mainly

because it is a formal measure of uncertainty. Because differential entropy is not an

absolute measure of uncertainty, discrete entropy will be preferred in the approach herein

proposed. In chapter 4, discrete entropy is used to measure the uncertainty of probabilistic

beliefs related with space occupancy and to formally define the uncertainty of a grid-

based map. In chapter 5, mutual information is used to devise an information-theoretical

measure of information utility, which supports efficient sharing of sensory information

within teams of robots. In chapter 6, mutual information is used to measure the sensing

overlapping associated with two different exploration viewpoints, when different robots

explore the same environment to build a volumetric map.

The next chapter presents a grid-based volumetric model of a map, which comprises

the model itself, using entropy to quantify the map’s uncertainty, converting range mea-

surements into beliefs related with space occupancy, a probabilistic model of a range

sensor, a Bayes filter for updating the map upon new sensor’s measurements, and an

entropy gradient-based exploration method [RDC05d, RDC05a].
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Chapter 4

Probabilistic volumetric maps

An important resource for robotic mapping and exploration is obviously a map repre-

senting the robots’ knowledge about the environment. As sensors have limited range,

are subject to occlusions and yield noisy measurements, robots have to navigate through

the environment and build the map iteratively, in order to reduce the map’s uncertainty.

Thus, the map’s representation model should be probabilistic and represent explicitly

uncertainty.

In this chapter, a grid-based probabilistic model of a volumetric map is proposed, which

stores for each cell (voxel) a coverage belief and enables to model explicitly uncertainty

[RDC05d, RDC05a]. The main contribution is a more compact representation of this belief

than using histograms, and a straightforward and efficient Bayes filter to update the map

upon measurements taken at different instant times and from different locations. Although

the proposed framework might be used to model any phenomena spatially distributed,

since it was validated through experiments with mobile robots equipped with stereo-vision

range sensors providing distance measurements, hereafter a map is denoted as a coverage

map, which is a 3-D representation of the environment occupancy with obstacles.

After justifying the use of grid-based maps and presenting the grid-based volumetric

map and the voxel’s coverage concept, an entropy-based measure of the map’s uncertainty

is presented. Then, a probabilistic model of a range sensor is proposed, which enables

to convert range measurements into voxels’ coverage estimates. A Bayes filter to easily

update the map upon new data yielded by range sensors is also presented. In order to sur-

vey the environment and build the map iteratively, an entropy gradient-based exploration

method is proposed, which directs the robot’s sensor to frontier voxels between more ex-

plored and less explored regions. The chapter ends with examples of real volumetric maps

and a brief discussion of the proposed framework for robotic mapping.

99
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(a) (b) (c)

Figure 4.1: Basic map types: (a) geometric maps (grid-based maps); (b) feature-based
maps; (c) topological maps. Figure reproduced from [CF04].

4.1 Why using grid-based maps?

There are basically three different types of representation models of a map (see Fig. 4.1):

metric, feature-based and topological (1).

Metric maps are very intuitive, yield a rigorous model of the environment and help

to register measurements taken from different locations. Grid-based maps — the most

popular metric maps — have been widely used to represent the environments’ geometry

through sets of polyhedra. The metric maps’ main shortcoming is not to scale well with

the map’s dimension.

Feature-based maps maintain a collection of distinguishable landmarks and correlate

their mutual localization. Since they are based on extracting specific features in the

environment, they tend to be biased to a particular environment, though they scale better

with the map’s dimension than metric maps, at the expense of less detail. Moreover, they

are especially useful to model environments with a lot of free space and cannot be used

solely to navigate through the environment and avoid obstacles.

Topological maps represent the environment as a connected graph comprising places

and edges. They are mainly logical representations and store information related with

connectivity. Although they scale well with the map’s dimension, they suffer from the

same shortcomings than feature-based maps and, moreover, they are difficult to be graph-

ically (intuitively) represented and might yield ambiguities related with representing the

same place more than once, which are difficult to overcome.

All the three aforementioned representation models present strengths and weaknesses

and none of them is well suited to all situations. Choosing one of them for a specific

situation means to decide about a tradeoff between detail and scalability. While metric

1For more details, see section 2.4.2, page 70.
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maps offer much detail but usually do not scale well with large environments (e.g. grid-

based maps), feature-based and topological maps scale better at the expense of less detail.

For large scale environments, the best solution to cope with detail and scalability

simultaneously would be to combine hierarchically all of those models (e.g. [KB91]). For

instance, in [LVH05], a computationally efficient method is presented to extract and

update features via component principal analysis, so as to compress the metric data

required to represent detailed 3-D maps.

As it was already pointed out in chapter 1, the main research question of the work

presented herein is how to foster cooperation among intelligent robots, based on sharing

useful information and proper coordination. Therefore, in the context of this thesis,

building maps is the chosen application domain for those cooperative mobile robots and

it is not itself the main research purpose. Moreover, as the proposed approach has been

validated through indoor experiments in the laboratory, the map’s dimension has been

relatively confined.

Therefore, since the maps’ dimension has not been very restrictive, grid-based metric

maps have been used to represent the maps due to their fine detail and intuitive represen-

tation. Nevertheless, the approach can still scale up to larger environments, if the map’s

resolution can be decreased as a means of attenuating the dimensionality problem posed

by the map’s dimension increase. One of the future directions of the research presented

herein will be to extend the current grid-based mapping framework with a hierarchy of

representations. This hierarchy will comprise both metric and topological representa-

tions, in order to be used in outdoor large-scale environments, while being capable of

representing fine detail.

4.2 Volumetric model based on a 3-D grid

One of the most popular space representation models of a map is an occupancy grid, which

is a discretised random field wherein the probability of occupancy of each independent

cell is maintained [ME85, PNDW98]. This geometric model has been extensively used in

robotics mainly due to their simplicity and suitability for decision-theoretic approaches.

Some recent examples of their application are [BMF+00, BMW+02, GMDW03, HJSL04].

The definition of probabilistic map proposed herein was first introduced in [SB03],

wherein the notion of occupancy grid was refined in order to avoid a strictly binary

representation of each cell’s occupancy (free or occupied), through the notions of coverage

and coverage map.
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Figure 4.2: Volumetric discrete grid: (a) the grid divides the workspace into equally
sized voxels (cubes), whose edges are aligned with one of the axes of the world coordinates
reference frame {W}; (b) the coverage Cl of each voxel l ∈ Y with edge ε, given the sequence
Mk of k batches of measurements, is modeled through a probability density function (pdf)
p(cl | Mk) (the example is a normal pdf N(µl = 0.4, σl = 0.1)).

Coverage of a cell: The coverage of a cell is the portion of the the cell that

is covered or occupied by obstacles. It is represented through a continuous

random variable C taking values between 0 and 1.

Coverage map: A coverage map is a grid-based map that stores a proba-

bilistic belief about the coverage of each cell contained in the grid.

These definitions of coverage and coverage map are used herein to define a volumetric

model as a 3-D rectangular grid (lattice) comprised of a set of cells Y , denoted as voxels,

wherein each voxel is a cube with edge ε ∈ R [RDC05d, RDC05a]. The voxels divide

the workspace into equally sized cubes with volume ε3. Fig. 4.2 shows a geometric

representation of the representation model. Any edge of any voxel is assumed to be

aligned with one of the axes of a global coordinates reference frame {W}.
The small capital letter l will be used hereafter to denote a given voxel of the grid

Y . The portion of the volume of a given voxel l ∈ Y that is covered or occupied by

obstacles is modeled through a continuous random variable Cl, taking values cl ∈ [0, 1].

This random variable is statistically described through a probability density function
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p(cl). The objective of building such a map is to obtain for each voxel l ∈ Y an estimate

as “accurate” (2) as possible about its coverage Cl.

A range sensor typically provides batches of measurements at discrete instant times.

Let T be the discrete set of time instants {tk : tk ∈ R, k ∈ N0, tk−1 ≤ tk, ∀k∈N} and let

denote as tk ∈ T the instant time when the k-th batch of measurements is obtained. Let

also t0 ∈ T denote the initial time instant before any measurements, with t0 ≤ tk, ∀k∈N.

The k-th batch of measurements is

Mk = (xk,Vk) : k ∈ N, (4.1)

being xk the sensor’s position from where measurements are obtained and Vk the set of

measurements belonging to the batch, provided by the robot’s sensor at t = tk, tk ∈ T .

The sequence of k batches of measurements, corresponding to the period of time

t0 ≤ t ≤ tk is

Mk = {Mi : i ∈ N, i ≤ k}. (4.2)

Before any batch of measurements, i.e. for k = 0, the sequence of batches is the empty

set M0 = ∅.
The knowledge about a given voxel’s coverage Cl, after k batches of measurements, is

modeled through the pdf

p(cl | Mk), 0 ≤ cl ≤ 1. (4.3)

The volumetric probabilistic map, after k batches of measurements, is the set of random

variables

C = {Cl : l ∈ Y}, (4.4)

containing a coverage random variable for each voxel l contained in the discrete grid Y .

These random variables are statistically described through the set of coverage probability

density functions:

P(C | Mk) = {p(cl | Mk) : l ∈ Y}. (4.5)

For the sake of simplicity, the coverage of each individual voxel is assumed to be inde-

pendent from the other voxels’ coverage and, thus, C is a set of statistically independent

random variables. Recall that if two continuous random variablesX and Y , with probabil-

ity density functions p(x) and p(y), respectively, are statistically independent, their joint

probability density function (pdf) is just p(x, y) = p(x)p(y). Therefore, given the afore-

mentioned assumption, the map’s joint pdf p(C | Mk), after k batches of measurements,

2A formal measure of how accurate is the voxel’s coverage belief will be given in this chapter later on.
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can be simply written as

p(C | Mk) =
∏
l∈Y

p(cl | Mk). (4.6)

4.3 Entropy-based measure of the map’s quality

The objective of building a probabilistic grid-based volumetric map C is to obtain for

each voxel of the grid l ∈ Y an estimate as “accurate” as possible about its coverage

Cl ∈ C. Chapter 3 presented entropy as formal mathematical measure for the uncertainty

of a probabilistic belief, which is used in this section to quantify the voxel’s coverage

uncertainty and the map’s uncertainty. Hereafter, these quantities will be referred to as

the voxel’s entropy and the map’s entropy, respectively.

Although the Shannon’s original definition of entropy for discrete random variables can

be extended to continuous random variables through the definition of differential entropy,

this cannot be taken as an absolute measure of uncertainty (3). Furthermore, discrete

entropy is more convenient for modeling mutual information between sets of random

variables, because it is always non-negative. This will be especially relevant in chapter 6,

wherein mutual information is used to measure the sensing overlapping associated with

two different exploration viewpoints, when different robots explore the same environment

to build a volumetric map. For these reasons, computing discrete entropy is generally

preferable to differential entropy.

Since the knowledge about the voxel’s coverage is modeled through a continuous ran-

dom variable, a quantized version of the voxel’s coverage pdf is used to compute discrete

entropy (Fig. 4.3). The coverage continuous random variable Cl, l ∈ Y is discretised

through a discrete random variable C�
l having b possible outcomes c�l ∈ {1, . . . , b}. This

discrete variable models an approximation of the voxels’ coverage pdf p(cl) through a

relative frequency histogram p(c�l ) with b bins, such as:

p(c�l = i) =

∫ i
b

i−1
b

p(cl)dcl, i ∈ {1, . . . , b}. (4.7)

Using the definition of discrete entropy, given by equation (3.2), the voxel’s entropy is

H(Cl) ≡
b∑

i=1

p(c�l = i) log p(c�l = i). (4.8)

3For more details, see section 3.5, page 91.
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Figure 4.3: Quantization of the voxel’s coverage probability density function (pdf): (a)
example of a Gaussian for the voxel’s pdf p(cl | Mk); (b) quantized version p(c�l | Mk) of
the voxel’s pdf p(cl | Mk), using a 16 bins histogram. In this example, the voxel’s discrete
entropy is H(Cl) = 2.749 bits.

Hereafter, when nothing is said, always assume that b = 128 bins are used in the

computation of equation (4.8), which means that the voxel’s entropy is bounded to the

interval 0 ≤ H(Cl) < 7 bits.

As the coverage random variables of different voxels are assumed to be statistically

independent, accordingly with equations (3.18) and (3.19) (4), page 89, and the map’s

joint probability density function given by equation (4.6), the map’s joint entropy is

H(C) ≡
∑
l∈Y

H(Cl), (4.9)

i.e. it is just the sum of the voxels’ individual entropy. Equation (4.9) is a formal measure

of how much uncertainty the map contains. As the map’s uncertainty is directly related

with the map’s quality, equation (4.9) is also a measure of the map’s quality: the map’s

quality increases as the map’s entropy decreases [RDC05d, RDC05a].

If the knowledge about voxels’ coverage is conditioned to the k previous batches of

measurements Mk, equations (4.7), (4.8) and (4.9) can obviously also be used to com-

pute the voxel’s coverage entropy H(Cl | Mk) and the map’s joint entropy H(C | Mk)

conditioned to that knowledge, by using p(cl | Mk) and p(c�l | Mk) instead of using p(cl)

4Although equations (3.18) and (3.19) were written for sets of discrete random variables, it can be
easily proven that they are also valid for continuous random variables.
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and p(c�l ). In order to simplify the notation, the map’s joint entropy H(C | Mk) after k

batches of measurements will be denoted hereafter as H(tk).

4.3.1 Mission execution time

Since discrete entropy is an absolute measure of uncertainty, the map’s entropy given by

equation (4.9) inherits that property and is an absolute measure of the map’s uncertainty

or quality. This property can be used to define an important performance measure, which

is the mission execution time.

Consider a given environment to be mapped and its associated discrete grid Y . If

different mapping missions are performed in this environment at different time periods

and, perhaps, by different teams of robots, the robots’ performance can be easily compared

if a given map’s entropy thresholdHth is defined. This entropy value is the minimum map’s

quality that robots must accomplish at the end of the mapping mission.

The mission execution time tkmax ∈ T , which is associated with the kmax-th batch of

measurements, i.e. the last batch of measurements acquired by the robot with the lowest

entropy at the end of the mission, can be defined as the time instant that verifies the

proposition

H(tkmax) ≤ Hth ∧ ∀k<kmax, k∈N0 , H(tk) > Hth. (4.10)

The mission execution time is thus the first instant time when the map’s entropy is reduced

below the pre-defined map’s entropy threshold Hth [RDC05d, RDC05b, RDC05a]. It can

be used as a performance benchmark to compare the performance of different mapping

missions in the same environment.

4.4 Converting range measurements into coverage es-

timates

A range sensor typically provides batches of range measurements from each point where

it is located. Consider a batch of measurements Mk = (xk,Vk), being xk ∈ R
3 the

sensor’s position from where measurements are obtained (shared by all measurements in

the batch), and a set

Vk = {−→v k,i ∈ R
3 : i ∈ N, i ≤ mk} (4.11)

of mk applied vectors (measurements) connecting xk to the set of points {xk + −→v k,i :

i ∈ N, i ≤ mk} where obstacles are detected. Each measurement −→v k,i ∈ Vk, obtained
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from the sensor’s location xk, only influences the coverage belief of a subset of voxels Zk,i

belonging to the volumetric discrete grid Y (see Fig. 4.4-b). Thus, a method to convert

range measurements into voxels’ coverage estimates is needed [RDC05d, RDC05a].

4.4.1 Voxels traversed by a vector

Each range measurement is an applied vector in the current robot’s sensor position, which

influences the coverage belief of those voxels that are traversed by the vector. An useful

operator to determine this set of voxels is the one that computes the set of voxels traversed

by a vector [RDC05d, RDC05a].

Consider an applied vector −→u ∈ R
3 connecting point a to point b (see Fig. 4.4-a).

The set of voxels traversed by −→u can be determined by sampling it so that at least one

sample per traversed voxel is gathered in a set of w 3-D points

Q(−→u , a) = {qi : i ∈ N, i ≤ w}. (4.12)

To guarantee this minimum sampling, vector −→u is divided into segments with maxi-

mum length equal to the voxel’s edge ε, wherein the coordinates of each sampling point

are given by

qi = a + (i− 1) · ε ·
−→u
‖−→u ‖ , i ∈ N, i ≤ w. (4.13)

The number of sampled points is

w = trunc

(
‖−→u ‖
ε

)
+ 1. (4.14)

Let

v : R
3 → Y (4.15)

be a function which determines what grid’s voxel a given point belongs to. The set of

voxels traversed by vector −→u when applied in point a is

Z(−→u , a) = {v(qi) : qi ∈ Q(−→u , a)} ⊂ Y . (4.16)

4.4.2 Voxels influenced by a measurement

Consider again a batch of measurements Mk = (xk,Vk)and a given measurement −→v k,i ∈
Vk, obtained from the sensor’s location xk. Fig. 4.4-b suggests that the set of voxels
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(a) (b)

Figure 4.4: Set of voxels traversed by a vector in a 2-D grid: (a) the set of traversed voxels
Z(u,a) contains the shaded voxels traversed by the vector u when applied in point a; (b)
given a measurement (vector) vk,i, when the sensor is located in the point xk, the set of
influenced voxels Zk,i contains the shaded voxels; light grey voxels between the sensor and
the obstacle are more likely to be fully empty, dark grey voxels near to the detected obstacle
have coverage values between 0 and 1, and the black voxel l′, located immediately behind
the detected obstacle, is more likely to be fully occupied.

Zk,i ⊂ Y , whose coverage belief is influenced by the range measurement, includes the set

of voxels Z(−→v k,i,xk) traversed by −→v k,i, plus the voxel l′ which is immediately behind the

obstacle [RDC05d, RDC05a]. This can be written as

Zk,i = Z(−→v k,i,xk) ∪ {l′}. (4.17)

The voxels belonging to the set of voxels Z(−→v k,i,xk) traversed by the vector −→v k,i,

applied in xk, and located between the sensor and the obstacle, are more likely to be fully

empty (5). The voxel l′, located immediately behind the obstacle, can be computed as

l′ = v

(
xk + (trunc(‖−→v k,i‖/ε) + 1) · ε ·

−→v k,i

‖−→v k,i‖

)
. (4.18)

and is more likely to be fully occupied.

4.4.3 Measurements influencing the voxel’s coverage

As it was mentioned previously, the coverage belief of each voxel is not influenced by every

range measurements yielded by the range sensors. In order to maintain the probabilistic

5This statement is just to give a first insight into the problem and is stated more rigorously in this
chapter later on.
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belief about the coverage of each voxel l ∈ Y , the set of measurements that really influence

the voxel’s coverage belief need to be maintained.

Consider a sensor’s position xk and a sensor’s measurement −→v k,i obtained from that

position. If a given voxel l ∈ Y belongs to Zk,i, this means that the range measurement

influences its coverage belief.

Let

w : Y → R
3 (4.19)

be a function that computes the center coordinates [xl, yl, zl]
T ∈ R

3 of a voxel l ∈ Y . Let

the tuple

Dl
j = (dj, d

l
j) (4.20)

be an individual measurement influencing the coverage belief of a voxel l ∈ Y , being

dj = ‖−→v k,i‖ (4.21)

the measured distance (distance between the sensor and the detected obstacle) and

dl
j = ‖(w(l)− xk)‖ (4.22)

the distance between the sensor and the voxel’s center.

The set of nk(l) measurements influencing the coverage belief of a voxel l ∈ Y , after k

batches of measurements, is

Dl
k = {Dl

j : j ∈ N, j ≤ nk(l)} = {Dl
1, . . . , D

l
nk(l)}, (4.23)

having cardinality

nk(l) <

k∑
a=1

ma, nk(l) ∈ N0, (4.24)

because not all measurements yielded by the sensor necessarily influence the voxel’s cov-

erage.

Given the initial empty set of influencing measurements Dl
0, the set of influencing

measurements is recursively built uponMk as

Dl
k = Dl

k−1 ∪
[

mk⋃
i=1

{ {
‖−→v k,i‖, ‖(w(l)− xk)‖)

}
, l ∈ Zk,i,

∅, otherwise.

}]
. (4.25)

Note that, accordingly with this equation, if l /∈ Zk,i, ∀i∈{1,...,mk} we have Dl
k = Dl

k−1, i.e.

in that case there is no any measurement influencing the coverage belief of voxel l in the

k-th batch of measurements.
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The set Mk given by equation (4.2) contains all the measurements yielded by the

sensor until the k-th batch of measurements, but the measurements which really influence

the coverage of voxel l ∈ Y are those measurements contained in the set Dl
k. For this

reason, we have the important equality

p(cl | Mk) = p(cl | Dl
k), ∀l∈Y , k∈N0. (4.26)

4.4.4 Probabilistic model of a range sensor

Consider a given voxel l ∈ Y and a measurement Dl
j = (dj, d

l
j) influencing its coverage

belief. In order to convert the range measurement into coverage estimates Cl = cl, a

probabilistic model of the range sensor is needed, which is modeled through the probability

density function (pdf) p(cl | Dl
j).

The exact model of the distribution p(cl | Dl
j) is generally unknown. However, as

localization errors and sensor errors can be usually assumed to follow the Gaussian model

given by equation (3.38), page 94, the voxel’s coverage belief can be modeled through a

Gaussian model

p(cl | Dl
j) = N(µ(dj, d

l
j), σ(dj, d

l
j), cl), (4.27)

wherein, accordingly with the previously defined notation, dj ∈ R is the distance between

the sensor and the detected obstacle and dl
j ∈ R the distance between the sensor and the

voxel’s center [RDC05d, RDC05a].

Being ε the voxel’s edge, the mean of the Gaussian sensor model is defined as

µ(dj, d
l
j) =




0, (dl
j − dj) ≤ − ε

2

1
2

+
dl

j−dj

ε
, |dl

j − dj| < ε
2

1, (dl
j − dj) ≥ ε

2

. (4.28)

This equation distinguishes three cases, which are depicted in Fig. 4.5. In the first case

(Fig. 4.5-a), the measured distance does not end in the voxel l, with dl
j < dj, and thus

it is more likely that the voxel is fully empty (coverage equal to 0). In the second case

(Fig. 4.5-b), the measured distance ends in l and the mean of its coverage is inverse

proportional to the amount of the voxel covered by dj (a value between 0 and 1). In the

third case (Fig. 4.5-c), which is only applicable to the voxel l′ in equation (4.17), located

immediately behind the obstacle, the measured distance does not end in the voxel l, with

dl
j > dj, and thus it is more likely that the voxel is fully occupied (coverage equal to 1).

The range sensors’ accuracy typically decreases with distance d. A reasonable model

for the standard deviation σs(d) of the range sensor’s error as a function of distance is
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(a) (b) (c)

Figure 4.5: Converting a range measurement into a coverage estimate of a given voxel
l ∈ Y (darkest shaded voxel): (a) the voxel is likely to be fully empty (cl = 0) if it is located
between the sensor and the obstacle; (b) the voxel’s coverage takes values 0 ≤ cl ≤ 1 if
the voxel contains the point where the obstacle is detected, depending on the difference
− ε

2 ≤ (dl
j − dj) ≤ ε

2 ; (c) the voxel is likely to be fully occupied (cl = 1) if it is located
immediately behind the detected obstacle.

the linear model

σs(d) = σmin + ζ.d. (4.29)

This model states that σs(d) is minimum and equal to σmin near to the sensor and increases

linearly with distance d with a derivative ζ .

Concerning the standard deviation of the Gaussian model, Fig. 4.5 suggests that the

voxel’s coverage estimate provided by a given range measurement has higher uncertainty

if the measured distance does end in the voxel (see Fig. 4.5-b), i.e. if |dl
j − dj| ≤ ε

2
. On

the other hand, the uncertainty decays with |dl
j − dj| for voxels farther from the detected

voxel (see Fig. 4.5-a,c). A reasonable model for this modulation of the uncertainty,

associated with the voxel’s coverage estimate provided by a given influencing measurement

Dl
j, is depicted in Fig. 4.6, wherein the Gaussian’s standard deviation σ(dj , d

l
j) decays

exponentially with |dl
j − dj |, given the damping ratio τ .

Thus, the standard deviation of the Gaussian sensor model is modeled as

σ(dj, d
l
j) =




σs(dj)

ε
, |dl

j − dj| ≤ ε
2

σs(dj)

ε
exp
(
− |dl

j−dj |− ε
2

τ

)
, otherwise

. (4.30)

This equation states that σ(dj, d
l
j) is equal to σs(dj)/ε if the measured distance does end in

the voxel (Fig. 4.5-b) and, given the damping ratio τ , decays exponentially with |dl
j − dj|



112 Chapter 4. Probabilistic volumetric maps

-1000 -500 0 500 1000
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Figure 4.6: Example of the coverage’s standard deviation damping with the distance
|dl

j − dj | between the voxel’s center and the detected obstacle.

for voxels farther from the detected obstacle (Fig. 4.5-a,c) which, intuitively, have less

uncertain coverage estimates.

Accordingly with the definition of the coverage’s probability density function (pdf)

given by equation (4.3), page 4.3, the sensor model’s Gaussian must be truncated so that

the cumulative probability over the coverage domain sums up to one, i.e. in order to verify

the condition P (0 ≤ Cl ≤ 1) = 1.

Stachniss et al. proposed a sensor model for a range sensor, which is based on a

mixture of a Gaussian and an uniform distribution [SB03]. This latter distribution adds

some white noise to ensure a correct normalization when truncating the Gaussian to the

range [0, 1]. Since adding white noise is a very questionable normalization method, a new

method of normalizing the Gaussian distribution, truncated to the interval 0 ≤ Cl ≤ 1,

is proposed herein: the idea is to multiply the pdf by a normalization factor

γ(µ, σ) =
(∫ 1

0

N(µ, σ, x).dx
)−1

, (4.31)

which preserves the normal distribution instead of summing white noise [RDC05d, RDC05a].

As it will be seen in the following section, preserving the normal distribution makes the

coverage update upon new measurements quite simple. The definition of the Gaussian’s

mean given by equation (4.28) is also slightly different from the Gaussian definition pro-

posed by Stachniss et al. for the second case of the equation [SB03], due to their different

normalization method.

Fig. 4.7 shows an example of the sensor model for a detected obstacle at a distance
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Figure 4.7: Example of a sensor model for the range sensor: dj = 800 mm, σmin = 16 mm,
ζ = 1× 10−2, τ = 2 m, ε = 200 mm.

dj = 800 mm and dl
j ∈ [0, 1000] mm. In order to use the proposed sensor model with a

given range sensor, an appropriate calibration procedure has to be performed in order to

estimate its parameters σmin, ζ and τ . This topic is addressed in section 4.7.3, page 127,

after presenting the mobile robots that were used to validate the framework proposed

herein (section 4.7).

4.5 Updating the map upon new measurements

Consider the current robot’s map p(C | Mk−1) conditioned to the past k − 1 batches

of measurements, i.e. the measurements obtained for t0 ≤ t ≤ tk−1. Consider also a

new batch of measurements Mk = (xk,Vk), being xk the sensor’s position and Vk =

{−→v k,i ∈ R
3 : i ∈ N, i ≤ mk} a set of mk measurements. The tuple Mk is the k-th

batch of measurements yielded by the range sensor at t = tk. This section presents a

straightforward and efficient Bayes filter to update the map p(C | Mk−1) upon a new

batch of measurements Mk, so as to obtain a new probabilistic map p(C | Mk), with

Mk =Mk−1 ∪ {Mk} [RDC05d, RDC05a].

Recall that: Zk,i ⊂ Y denotes the set of influenced voxels by a measurement −→v k,i ∈ Vk;

Dl
k denotes the set of influencing measurements of a voxel l ∈ Y after the k-th batch

of measurements; Dl
k has cardinality nk(l); and Dl

n denotes a set of n measurements
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{Dl
1, . . . , D

l
n} influencing the coverage belief of a voxel l ∈ Y . Note that Dl

nk(l) and Dl
k

are equivalent notations for the sequence of measurements influencing the coverage belief

of a voxel l ∈ Y up to the k-th batch of measurements.

The algorithm for updating the map upon the new batch Mk can be written in pseudo-

code as:

Dl
k ← Dl

k−1, ∀l∈Y

nk(l)← nk−1(l), ∀l∈Y

for i = 1 . . .mk

forall l ∈ Zk,i

nk(l)← nk(l) + 1

Compute influencing measurement Dl
nk(l) upon −→v k,i

Dl
k ← Dl

k ∪ {Dl
nk(l)}

Update p(cl | Dl
nk(l)−1) upon p(cl | Dl

nk(l))

and obtain p(cl | Dl
nk(l))

end forall

end for.

Equations (4.21) and (4.22), page 109, are used to compute Dl
nk(l) = (dnk(l), d

l
nk(l)) upon

a vector −→v k,i yielded by the sensor located in xk. The sensor model, given by equation

(4.27), page 110, is used to convert sensor’s measurements into coverage estimates. It has

not been stated yet how to specify the initial voxel’s coverage belief p(cl | Dl
0) = p(cl | M0)

and how to update the map upon new coverage estimates, i.e. how to combine the current

voxel’s coverage belief p(cl | Dl
n−1) with a new estimate p(cl | Dl

n), in order to obtain an

updated coverage belief p(cl | Dl
n), being Dl

n = Dl
n−1 ∪ {Dl

n}.

4.5.1 Initial map

The initial voxel’s coverage belief p(cl | Dl
0) = p(cl | M0) represents prior knowledge,

before any measurements. Unless there is a previous map of the environment being

mapped, that prior belief is usually chosen to be the less informative, i.e. a probability

density function (pdf) having maximum uncertainty (entropy).

In section 3.5.2, page 94, the equation (3.39) was derived to compute the differential

entropy of a Gaussian pdf. Therein, it was proven that the differential entropy of a

Gaussian is proportional to the logarithm of its standard deviation σ. Moreover, the
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Gaussian pdf is the maximum entropy pdf given the first two moments [CT91] and, thus,

equation (3.39) is a maximum differential entropy bound for a pdf with variance σ2.

For these reasons, a convenient initial belief p(cl | Dl
0) is a Gaussian distribution with

σ → +∞, i.e. an uniform distribution. In practice, this means choosing a Gaussian with

σ much larger (e.g. ten times greater) than the sensor’s model standard deviation, given

by equation (4.30) [RDC05d, RDC05a].

4.5.2 Bayes filter for updating the voxel’s coverage belief

Consider a given voxel l ∈ Y and the set

Dl
n = {Dl

1, . . . , D
l
n} (4.32)

containing n measurements influencing its coverage. Given the list of influencing measure-

ments Dl
n−1 before the last measurement Dl

n, a Bayes filter is here proposed to update the

coverage probabilistic belief p(cl | Dl
n−1) and to determine the new voxel’s coverage belief

p(cl | Dl
n) upon its new influencing measurement Dl

n [RDC05d, RDC05a]. This measure-

ment is converted into a new coverage estimate through the sensor model p(cl | Dl
n), given

by equation (4.27).

Being X and Y a pair of random variables with marginal probability density functions

p(x) and p(y), respectively, the Bayes’ law [Pap91] states that

p(x | y) =
p(y | x)p(x)

p(y)
= ηp(y | x)p(x), (4.33)

wherein p(x) is called the prior and η is a normalizer that is necessary to ensure that the

integral of the left-hand side is indeed a valid probability density function (pdf). Bayes’

law is especially useful in statistical inference because it inverts conditional probabilities.

If the pdf of X need to be estimated upon measurements of Y , the Bayes’ law allows to

estimate p(x | y) upon the prior knowledge p(x), when p(y | x) is known. The denominator

p(y) is not very important in practical situations; it is just a scale factor to properly

normalize the function p(x | y), so that its integral sums up to one over the sample space

of X.
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The belief about the voxel’s coverage can be computed as

p(cl | Dl
n) =

p(Dl
n | cl).p(cl)
p(Dl

n)
= β1.p(cl).p(Dl

n | cl) (4.34)

= β1.p(cl).

n∏
j=1

p(Dl
j | cl) (4.35)

= β1.p(cl).
n∏

j=1

p(cl | Dl
j).p(D

l
j)

p(cl)
(4.36)

= β1.β2.

n∏
j=1

p(cl | Dl
j) = β1.β2.p(cl | Dl

n).p(cl | Dl
n−1). (4.37)

Applying the Bayes’ law, equation (4.34) is obtained. Then, assuming that consecutive

measurements are independent given the voxel’s coverage, we have equation (4.35). Ap-

plying again the Bayes’ law, we have equation (4.36). Assuming that p(Dl
j) is constant

with j, equation (4.37) is finally obtained. The constants β1 and β2 are normalization

constants ensuring that the left-hand side sums up to one over all cl.

Note that equation (4.37) is a Bayes filter that can be used recursively to update the

belief p(cl | Dl
n) whenever a new influencing distance Dl

n is obtained. This is done by

multiplying the current coverage belief p(cl | Dl
n−1) and the coverage estimate p(cl | Dl

n),

provided by the sensor model and the new influencing measurement Dl
n, and applying

the normalization factor β1.β2. Note also that for n = 1, i.e. for the first influencing

measurement, this recursive procedure uses the initial belief p(cl | Dl
0), with Dl

0 = ∅.
Consider equation (4.23) giving the set of influencing measurements of a voxel l ∈ Y

up to the k-th batch of measurements. Recall that Dl
k−1 = {Dl

1, . . . , D
l
nk−1(l)

} is the

set of nk−1(l) measurements influencing the coverage estimate of that voxel until the

(k− 1)-th batch of measurements, and that p(cl | Dl
k−1) is the associated voxel’s coverage

belief. When the range sensor provides the k-th batch of measurements Mk at t = tk,

some measurements are eventually appended to the set Dl
k−1, which yields a new set of

measurements

Dl
k = {Dl

1, . . . , D
l
nk−1(l)+1, . . . , D

l
nk(l)}, (4.38)

having cardinality nk(l) > nk−1(l). Thus, the set of measurements that have just been

appended is

Dl
k−1 ∩ Dl

k = {Dl
j : j ∈ N, nk−1(l) + 1 ≤ j ≤ nk(l)}. (4.39)

The voxel’s coverage belief after the k-th batch of measurements can be computed by
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using recursively equation (4.37) for all these new influencing measurements, as

p(cl | Dl
k) = β3.

[ nk(l)∏
j=nk−1(l)+1

p(cl | Dl
j)
]
.p(cl | Dl

k−1), (4.40)

wherein β3 is a normalization constant ensuring that the left-hand side sums up to one over

all cl. Note that if nk(l)− nk−1(l) = 0, i.e. if there are no new influencing measurements

provided by the k-th batch of measurements, Dl
k = Dl

k−1 and, obviously, p(cl | Dl
k) =

p(cl | Dl
k−1). Note also that, accordingly with the equality given by equation (4.26), page

110, we have p(cl | Mk−1) = p(cl | Dl
k−1) and p(cl | Mk) = p(cl | Dl

k).

4.5.2.1 Special case of updating Gaussians

Accordingly with the sensor model proposed in section 4.4.4, page 110, new coverage

estimates p(cl ∈ Dl
j) of any voxel l ∈ Y , upon any influencing measurement Dl

j, are

always Gaussian distributions. Furthermore, the initial belief p(cl | Dl
0) of any voxel

l ∈ Y (see section 4.5.1) is whether a maximum entropy (non informative) Gaussian

with σ → ∞, or a Gaussian N(µ, σ) with µ ∈ [0, 1], representing prior knowledge about

the voxel’s coverage. Thus, for the first influencing measurement Dl
1, and given the

initial Gaussian belief p(cl | Dl
0), equation (4.37) always involves the multiplication of

two Gaussian distributions. If the resultant probability density function (pdf) is also a

Gaussian, updating the voxel’s coverage belief upon any measurement always involves the

multiplication of two Gaussian distributions.

In fact, it can be easily shown (see appendix A.1, page 245) that the product of two

Gaussians p(cl | Dl
n−1) = N(µ1, σ1) and p(cl | Dl

n) = N(µ2, σ2) always yields a Gaussian

multiplied by a constant [RDC05d, RDC05a]:

p(cl | Dl
n−1).p(cl | Dl

n) =
1

β
.N(µ, σ), (4.41)

µ =
µ1σ

2
2 + µ2σ

2
1

σ2
1 + σ2

2

, (4.42)

σ =
σ1σ2√
σ2

1 + σ2
2

, (4.43)

β =
√

2π(σ2
1 + σ2

2) exp

[
(µ1 − µ2)

2

2(σ2
1 + σ2

2)

]
. (4.44)

Comparing equations (4.37) and (4.41), we conclude that: updating the coverage belief

of a voxel, between consecutive influencing measurements, is as simple as computing the

parameters of a new Gaussian distribution through the closed form equations (4.42) and
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Figure 4.8: Example of the voxel’s update procedure with Gaussian distributions. The
following Gaussian distributions are depicted: p(cl | Dl

n−1) = N(0.35, 0.075), p(cl | Dl
n) =

N(0.4, 0.1) and p(cl | Dl
n) = N(0.368, 0.06).

(4.43); and the normalization constant is just β1.β2 = β, being β given by equation (4.44).

This simplicity of computation is a consequence of the Gaussian nature of the proposed

sensor model and the careful choice of an initial coverage belief.

It is easy to conclude from equation (4.43) that the standard deviation σ of the

Gaussian yielded by the product of two Gaussians with standard deviation σ1 and σ2, re-

spectively, always verifies the condition σ < σ1∧σ < σ2, i.e. the new voxel’s coverage belief

has always lower standard deviation and, accordingly with equation (3.39), page 94, lower

differential entropy and uncertainty than the previous coverage belief [RDC05d, RDC05a].

Fig. 4.8 shows an example of the aforementioned update procedure. The differential

entropy value for the depicted Gaussian probability density functions are h(Cl | Dl
n−1) =

−1.690 bits, h(Cl | Dl
n) = −1.275 bits and h(Cl | Dl

n) = −2.012 bits. The entropy value of

the associated quantized versions are H(Cl | Dl
n−1) = 5.312 bits, H(Cl | Dl

n) = 5.726 bits

and H(Cl | Dl
n) = 4.991 bits.

Although the domain of a Gaussian distribution is not restricted to the interval [0, 1],

accordingly with equations (4.28) and (4.42), we can conclude that 0 ≤ µl ≤ 1. In

practice, truncating the Gaussian to that interval is not strictily required to update the

coverage belief (we have just to compute the new parameters µl and σl) but, if for some
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purpose we have to do it (6), we apply the normalization factor given by equation (4.31),

page 112. Although the mean of the truncated Gaussian is different from µl, its mode is

equal to µl and might be taken as a good estimate of the voxel’s coverage, because that

difference tends to zero provided that σl → 0.

While Stachniss et al. represented the coverage belief of a cell through histograms

having b bins (b is typically more than 10) [SB03], in the framework proposed herein the

voxel’s coverage belief is represented as a Gaussian pdf, which is fully characterized by

just two parameters: µl and σl. Thus, in the set of probability density functions given by

equation (4.5), page 103, only two values need to be stored in memory for each voxel, which

is a much more compact representation than a histogram. Moreover, the aforementioned

procedure for updating the voxels’ coverage belief is very simple and we can still build

histograms upon the pdf, with an arbitrary number of bins, through equation (4.7), page

104 [RDC05d, RDC05a].

4.6 Entropy gradient-based exploration

Previous sections present a grid-based probabilistic framework to represent a map and

its associated uncertainty. Besides representing internally the map, the robot has also to

be able to use its current map with the aim of navigating and exploring autonomously

the environment, by selecting new exploration viewpoints. The goal is to explore less

explored regions and reduce the map’s uncertainty as fast as possible. This section

presents a frontier-based exploration strategy, which uses the current map’s entropy gra-

dient [RDC05d, RDC05a].

In a mapping robotic mission, the objective is to acquire as much new information

about the environment as possible with every sensing cycle. Yamauchi proposed frontier-

based exploration for grid-based maps [Yam98] whereby a robot is driven towards bound-

aries between open space and unexplored regions, by selecting the closest frontier cell in

its neighborhood. In the Yamauchi’s strategy, a cell may be in one of three states: occu-

pied, unoccupied or explored. The strategy seeks for unoccupied cells having a frontier

with other unexplored cells.

The Yamauchi’s exploration concept is herein reformulated through the notions of

voxel’s entropy and map’s entropy and the key point is to realize that map’s entropy

gradient is maximum in frontier voxels between more explored and less explored regions.

When a robot has to select a new viewpoint for acquiring data through its sensor, the

6For instance, the purpose may be to compute a cumulative probability, such as P (0 ≤ Cl ≤ 0.3).
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Figure 4.9: Robot’s pose and associated coordinates reference frames: on the left, the
global (absolute) coordinates reference frame {W} and the three Euler angles θ, φ and ψ,
respectively, the yaw, pitch and roll angles of the robot; on the right, the robot’s pose
Y = (x,a), the robot’s reference frame {R} and the two orthogonal vectors p̂ and q̂ defining
the robot’s sensor motion plane Γ. The robot’s heading is represented through vector p̂.

robot’s sensor is directed to voxels having higher magnitudes of entropy gradient and low

expected coverage in the neighborhood of the robot, i.e. the robot seeks for frontier voxels

that are more likely to be unoccupied. This strategy aims at maximizing the information

gain of new acquired data, so that the exploration is more efficient [RDC05d, RDC05c,

RDC05a].

4.6.1 Method for a mobile robot with 6 DOF

For the more general mobile robot moving in a 3-D workspace, the robot’s sensor pose

Y = (x, a) is defined through three cartesian coordinates x = [x, y, z]T giving its position

and three Euler angles a = [θ, φ, ψ]T giving its attitude (see Fig. 4.9). These orientation

angles are assumed to be positive in the counterclockwise direction and have the following

definition: angle θ is the yaw angle, being a rotation about the zz axis; angle φ is the

pitch angle, being a rotation about the yy axis; angle ψ is the roll angle, being a rotation

about the xx axis. Hereafter, the expressions robot’ pose, sensor’s pose and robot’s sensor

pose are assumed top be interchangeable and any of them refer to the same quantity.

Let denote the applied vector connecting the robot’s sensor position x ∈ R
3 to the

center of a given voxel l as −→u (x, l) = w(l)−x. Given a neighborhood around the current

robot’s sensor position with radius ε, the strategy selects for its new position the center

of a given voxel belonging to the set of voxels

N (x, ε) = {l : l ∈ Y , ‖u(x, l)‖ ≤ ε}. (4.45)

The map’s entropy H(Cl) given by equation (4.9), page 105, is a measure of the
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map’s uncertainty. On the other hand, being w(l) the center of a given voxel l ∈ Y , the

volumetric grid Y discretises the 3-D space R
3 at discrete points w(l), l ∈ Y , equally

spaced by the voxel’s edge ε. Thus, the probabilistic map allows to associate with each of

these points an entropy value H(l) = H(Cl) computed through equation (4.8), wherein a

continuous entropy field H : R
3 → R is sampled along the centers of the voxels belonging

to the grid Y . The strategy seeks for neighbor regions having higher magnitudes of entropy

gradient
−→∇H and regions more likely unoccupied, in the neighborhood of the robot.

Let lΘ− denote the contiguous voxel to l in the negative direction of axis Θ. A rea-

sonable (first order) approximation to the entropy gradient at the center of a voxel l

is
−→∇H(l) ≈ 1

ε

[
H(l)−H(lx−), H(l)−H(ly−), H(l)−H(lz−)

]T
, (4.46)

having magnitude
∥∥∥−→∇H(l)

∥∥∥.
If the center of a voxel l ∈ N (x, ε) is selected to be the next robot’s selected position

xs, the associated gaze direction a(l) is defined by the unitary vector

p̂(l) =

−→∇H(l)∥∥∥−→∇H(l)
∥∥∥ ,
−→∇H(l) = −→0 . (4.47)

Being E(Cl) the expected coverage of a voxel l ∈ Y , and given the set of voxels N (x, ε)

located in the robot’s neighborhood, the strategy is to direct the robot’s sensor to the

voxel

ls = argmax
l∈N (x,ε)

(∥∥∥−→∇H(l)
∥∥∥.[1−E(Cl)]

)
, (4.48)

with a gaze on arrival defined by the unitary vector p̂(ls). If the gradient-based criteria

is not conclusive, i.e. if
−→∇H(l) =

−→
0 , ∀l∈N (x,ε), the robot should wander randomly until

that condition is not verified.

4.6.2 Method for a ground mobile robot with 3 DOF

Equations (4.47) and (4.48) do not cope with robot’s kinematic restrictions and assume

that the robot is able to move freely in the 3-D workspace with 6 DOF. This is suitable

for an unmanned aerial vehicle (UAV), but it is not an appropriate model for a ground

mobile robot, having just 3 DOF. Since the proposed method was used on ground mobile

robots, whose sensor’s motion is instantaneously restricted to a plane Γ parallel to the

robot’s motion plane (e.g. the floor plane in an indoor workspace), this section adapts

the method presented previously to a robot with 3 DOF: two position coordinates x and
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y and an orientation angle θ (see Fig. 4.9). The key point of this 3 DOF version of the

exploration method is that voxels which are intersected by the plane Γ are preferable to

be explored [RDC05d, RDC05c, RDC05a].

Consider again the current robot’s pose Y = (x, a), being x its current position and

a = [θ, φ, ψ]T its attitude. Given the robot’s coordinates reference frame {R}, equal to

the global (absolute) coordinates references frame {W} after translation and rotation, the

robot’s motion plane Γ is defined by two orthogonal axes (see Fig. 4.9): a longitudinal

axis p̂′ = [1, 0, 0]T , which is the unitary vector along xx axis, and a transverse axis

q̂′ = [0, 1, 0]T , which is the unitary vector along yy axis; for example, for an UAV, p̂

would be an axis pointing to the front of the plane with direction between tail and head,

and q̂ would be an axis connecting the plane’s body to its left wing.

It can be shown that these robot’s axes can be expressed in the global coordinates

reference frame {W} as [RDC05a]

p̂ =
[
cos θ. cosφ sin θ. cosφ − sinφ

]T
, (4.49)

q̂ =




cos θ. sinφ. sinψ − sin θ. cosψ

sin θ. sinφ. sinψ + cos θ. cosψ

cosφ. sinψ


 . (4.50)

Recall that angles θ, φ and ψ are the yaw angle, the pitch angle and the roll angle,

respectively, and are assumed to be positive in the counterclockwise direction. Note that

axis p̂ represents the robot’s sensor gaze direction, i.e. the robot’s heading.

Any vector −→u can be projected on the robot’s sensor motion plane Γ as

proj
Γ

−→u = (−→u · p̂)p̂ + (−→u · q̂)q̂, (4.51)

wherein (·) denotes the internal product of two vectors.

Let denote the applied vector connecting the robot’s sensor position x ∈ R
3 to the

center of voxel l as −→u (x, l) = w(l)−x. Given a neighborhood around the current robot’s

sensor position with radius ε, its new position is selected as the center of a voxel belonging

to the set of voxels

NΓ(x, ε) = {l : l ∈ Y , ‖−→u (x, l)‖ ≤ ε, l = v(proj
Γ

w(l))}. (4.52)

Any voxel l ∈ NΓ(x, ε) satisfies two conditions: plane Γ intersects the voxel, i.e. it is near

the robot’s sensor motion plane; and the voxel’s distance to the robot’s current position

is less or equal to ε.
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Given a voxel l ∈ Y and its entropy gradient
−→∇H(l) computed through equation

(4.46), the projection of the entropy gradient on the robot’s sensor motion plane Γ is

−→∇HΓ(l) = proj
Γ

−→∇H(l), (4.53)

having magnitude
∥∥∥−→∇HΓ(l)

∥∥∥.
If the center of a given voxel l ∈ NΓ(x, ε) is selected to be the next robot’s selected

position xs, the robot selects the associated attitude a(l) defined by the unitary vector

p̂(l) =

−→∇HΓ(l)∥∥∥−→∇HΓ(l)
∥∥∥ ,
−→∇HΓ(l) = −→0 . (4.54)

Being E(Cl) the expected coverage of a voxel l ∈ Y , and given the set of voxelsNΓ(x, ε)

that are intersected by the robot’s sensor motion plane Γ and are located in the robot’s

neighborhood, the robot’s sensor is directed to the voxel

ls = argmax
l∈NΓ(x,ε)

(∥∥∥−→∇HΓ(l)
∥∥∥.[1−E(Cl)]

)
, (4.55)

with a gaze on arrival defined by the unitary vector p̂(ls) [RDC05d, RDC05c, RDC05a].

If the gradient-based criteria is not conclusive, the robot should wander randomly until

that condition is not verified.

Note the similarities between the pairs of equations (4.45) and (4.52), (4.47) and (4.54),

and (4.48) and (4.55).

4.7 Implementation in mobile robots

Before presenting experimental results that validate the framework presented in previous

sections, this section describes some details about the experimental setup, namely the

robots, the stereo-vision sensors and their calibration, the global localization system based

on a color camera, and the robots’ control software. This experimental setup is comprised

of Scout robots running a Linux operating system, software specifically developed to

implement the framework presented previously, stereo-vision sensors and their associated

software for computing range data, and a desktop PC connected to a color camera that

provides the robots with global localization.
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Figure 4.10: Scout mobile robots from Nomadic Technologies, Inc., equipped with sonars,
stereo-vision and a modem radio providing TCP/IP wireless communication. Both robots
have colored markers on the top (rectangular areas with different colors) in order to enable
global localization, through color segmentation in the image provided by a global color
camera covering the robots’ workspace.

4.7.1 Robots

Fig. 4.10 depicts a photo of the two robots that were used in the 3-D mapping experiments

performed indoor, at the Mobile Robotics Laboratory, ISR — Institute of Systems and

Robotics —, University of Coimbra, Portugal.

Each robot is a Scout mobile robot from Nomadic Technologies, Inc., manufactured

in 1999, having differential kinematics, odometry sensing and ultrasonic sensing [Nom99].

At a lower level, it uses a special multiprocessor control system that controls the sensing

and motion. At a higher level, the robot is controlled by an embedded computer, with a

Pentium 133 MHz processor (no MMX) and 32 Mb of RAM. It is powered through two 12

V , 17 A-h, chargeable lead-acid batteries, which can be either charged by plugging in a

220 V connection to the robot, or through an external charger (7). The robot’s autonomy

is highly sensible to the robot’s usage. When used to carry out mapping missions, the

robot’s batteries lasted, on average, for 3 hours. The values of the robots’ most relevant

parameters are presented in Table B.3, page 250.

7The robot’s batteries were often charged externally in order to extend the batteries’ lifetime as much
as possible, though being easier to use the robot’s own power supply to charge the batteries.
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The robot’s embedded computer runs a Linux operating system — the RedHat 7.0

Linux distribution — installed in a hard disk partition with about 1 Gb, which includes

a X-Windows system with resolution 640 x 480, a C/C++ compiler and most of the

C/C++ libraries.

The robot has a ring of 16 Polaroid 6500 sonar ranging modules, which can measure

distances from 15 cm to 11 m (8). Because stereo-vision range sensors cannot measure

distances below a given distance threshold, which depends on the chosen parameters

for the algorithm that computes range data, sonars were used for preventing the robot

to acquire stereo image pairs too close to obstacles. They were also used for collision

avoidance when moving the platform.

A stereo-vision sensor and a modem radio providing wireless TCP/IP communication

were mounted on the top of each robot. This equipment is not an integral part of the Scout

robot; it was added to fulfill the requirements of the mapping experiments. While the

former one provides the robot with range measurements, the latter one allows the robot

to communicate with other robots and other computers in the network. The wireless

communication speed is about 100 Kbit/s.

Colored markers (rectangular areas with different colors) were put on the top of the

robots, in order to localize them through a global camera and color segmentation. See

section D, page 263 for more details about this localization method.

Although the experiments used two mobile robots, which were available in the research

lab, they could be readily extended to teams with more robots. In fact, as we shall see in

chapter 6, computer simulations were used to perform experiments with teams containing

more than two robots, thus extending the results obtained with the two mobile robots

described above.

4.7.2 Stereo-vision sensors

The robots’ ability to measure distances was implemented through stereo-vision sensors.

There were several reasons on the basis of choosing these sensors and not choosing, for

example, laser range finders. The main three reasons were: those sensors could be easily

found in the laboratory where the experiments were carried out; they have been used

to support research on computer vision by other researchers in the group, who possess

important know-how about the technology [LAD02]; and they intrinsically provide large

8Accordingly with the manufacturer [Nom99], the robot’s sonars can measure distances between 6 in.
and 35 ft.
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(b)(a) (b)(a)

Figure 4.11: Stereo-vision sensors mounted on the robots. Both stereo-vision sensors are
compact, low-cost analog stereo rigs from Videre Design [Vid05], with resolution 160x120
pixels, comprising two CMOS cameras: (a) STH-V2 stereo rig; (b) STH-V3 stereo rig.

amounts of 3-D data.

The sensors that were mounted on the robots are depicted in Fig. 4.11. Their main

characteristics are summarized in Table B.4, page 251. Each stereo-vision sensor is a

small, compact, low-cost analog stereo rig from Videre Design with a fixed baseline (9),

comprising two synchronized monochrome CMOS cameras modules mounted on a base-

board with resolution 320 x 240 pixels [Vid05]. Since the video output provides interlaced

stereo image pairs, the devices’s resolution is half the resolution of each individual camera,

i.e. 160 x 120 pixels.

A Pinnacle Studio PCTV frame grabber (Bt878-based card) was mounted on the PCI

slot of each robot’s embedded computer, in order to acquire the video signal from the

stereo-vision sensor and convert it to a digital format.

For computing range data from stereo images, the SVS — Small-Vision System —

version 2.3c, a stereo engine from SRI International, was used [KB02]. This software

provides the user with a set of functions to acquire and display video from a binocular

stereo-vision system, calibrate the stereo rig, compute range data from an image pair, etc.

Further details about the SVS software are given in appendix C, page 255.

In the specific SVS software application that was programmed to carry out mapping

experiments with the stereo-vision sensors mounted on the robots of Fig. 4.10, the stereo

parameters were empirically set to the values presented in Table B.1, page 249. With

9The baseline is the distance between the optical centers of the two cameras.
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these parameters, the sensors shown in Fig. 4.11, have an horopter (10) covering distances

roughly between 0.75 m and 4 m.

If the stereo-vision sensor is used to measure an object that falls outside the horopter,

the true disparity is not found and some distribution of random disparities is returned.

The upper limit is not relevant for the mapping experiments that are reported herein,

because measured distances are almost always below it. However, the lower limit must

be carefully avoided in order to avoid outliers in the range measurements. Before a robot

acquire a stereo pair, it uses its frontal sonars to check if the sensor’s distance to the

obstacles is greater than the lower distance that it can successfully measure. Then, the

robot uses the stereo-vision to get 3-D range data only, and if only, the stereo-vision

sensor is not too close to obstacles.

4.7.3 Calibration of the parameters of the sensor model

The sensor model of a range sensor given by equation (4.29), page 111, includes two para-

meters — σmin and ζ — that must be properly calibrated for the stereo-vision range sen-

sors depicted in Fig. 4.11. In order to estimate those parameters, one of the stereo-vision

sensors was used to measure known distances d to a planar obstacle — a checkerboard —

parallel to the cameras’ image plane. Fig. 4.12 depicts the set of image pairs that were

used in the calibration.

Each stereo pair was obtained with the checkerboard located at different distances

d within the stereo-vision sensor’s horopter limits, ranging from 79 cm to 200 cm. For

each distance d, the variability of the measured distance by the sensor over 100 trials was

statistically described by the measurement’s standard deviation, by comparing the values

yielded by the sensor against the theoretical distance d between the optical center of the

right camera and the respective point in the known planar target.

A fixed set of points sparse in the image plane were used for measuring each sampled

distance d. Fig. 4.13 shows the obtained results for each one of the chosen points in

the image plane. Fitting the curves to the linear model represented by equation (4.29),

and averaging the parameters obtained for each point in the image plane, the values

σmin = −0.06 mm and ζ = 3.75× 10−3 were found.

At first sight, it may seem strange a negative value for the parameter σmin, but recall

that the sensor’s horopter imposes a lower limit for the range measurements, which is

equal to roughly 0.75 m. For this minimum range, the sensor model yields indeed a

10See section C.1, page 258, for the definition of horopter.
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Figure 4.12: Set of image pairs used to calibrate the parameters of the sensor model.
Every image pairs focus on a checkerboard — a planar obstacle — that is parallel to the
image plane of both cameras of the stereo-rig. Each stereo pair was acquired with a different
distance d between the stereo-rig and the checkerboard.
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Figure 4.13: Calibration results for the parameters of the sensor model. The graph shows
the sensor’s standard deviation σs at each chosen point in the image plane as a function of
the distance d to the planar obstacle, and also the curves fitting to a linear model. Averaging
all those linear models yielded the parameter values σmin = −0.06 mm and ζ = 3.75× 10−3

for the equation (4.29).
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positive standard deviation equal to 2.753 mm and, obviously, it always yields a positive

value within the horopter limits.

Accordingly with equation (4.30), page 111, the uncertainty of the coverage estimate

of a given voxel is higher if the voxel is closer to the measured obstacle, and decays

exponentially for farther distances given a damping ratio τ . The value of this parameter

was empirically chosen after performing some mapping experiments, being set to τ = 2 m.

The values of the sensor model’s parameters are also presented in Table B.2, page 250,

for further reference.

4.7.4 Relating different coordinates reference frames

The grid-based volumetric model depicted in Fig. 4.2-a, page 102, assumes that the

position of a given voxel l ∈ Y is expressed on an global coordinates reference frame {W}
— the world coordinates reference frame. However, there are other important coordinates

reference frames that should be considered.

Fig. 4.14 shows that, besides {W}, it is useful to consider: the robot’s reference frame

{R}, centered on the platform’s center, on the floor, whose xx axis is aligned with the

robot’s heading, pointing to the robot’s motion direction, being the zz axis orthogonal to

the floor; the robot’s sensor reference frame {C}, centered on the right camera’s optical

center, wherein the zz axis is parallel to the cameras’ optical axes and the xx axis is parallel

to the images’ lines (orthogonal to the images’ columns). It is important to understand

the relation between these coordinate systems and how a position expressed on a given

system can be converted to other systems.

Consider a 3-D point whose position is expressed on {W} as x = [x, y, z]T ∈ R
3.

Consider the coordinates of the same point expressed on {R} as xR = [xR, yR, zR]T and

expressed on {C} as xC = [xC , yC, zC ]T . When the stereo-vision sensor yields the coordi-

nates xC of that point on {C}, they can be expressed on {R} as

xR =R TC

[
xC

1

]
=
[

RRC

∣∣∣RtC

]
3×4

[
xC

1

]
, (4.56)

wherein RTC is a 3×4 transformation matrix that is comprised of a 3×3 square rotation

matrix RRC and a 3-D translation vector RtC. Then, the coordinates can also be expressed

on {W} through a similar transformation

x =W TR

[
xR

1

]
=
[

WRR

∣∣∣W tR

]
3×4

[
xR

1

]
. (4.57)
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Combining equations (4.56) and (4.57), we have the overall transformation from {C} to

{W}

x =W TC

[
xC

1

]
=W TR ·R TC

[
xC

1

]
. (4.58)

The transformation given by matrix RTC =
[

RRC

∣∣∣RtC

]
3×4

is a rigid transformation

that can be easily calibrated.

The translation vector RtC represents the coordinates of the right camera’s optical

center on the robot’s reference frame {R}. As Fig. 4.15-a shows, it can be determined

using a ruler and the stereo-rig’s baseline. Considering the plane wherein the top of the

robot’s platform is embedded, the translation about xx axis is the distance between the

platform’s center and the projection of the right camera’s optical center on that plane,

which can be measured with a ruler (see the two measurements surrounded by an ellipse

in Fig. 4.15-a). Since the stereo rig is centered with the robot’s heading, the translation

about yy axis is equal to half the baseline (its value is presented in Table B.4, page 251).

The translation about the zz axis is the distance of the stereo rig’s lens to the floor and

can be measured again with a ruler.

In order to determine the rotation matrix RRC , consider the checkerboard depicted in

Fig. 4.14-b and its associated coordinates reference frame {B}. It is placed on the floor,

in front of the robot, with its yy axis parallel to the robot’s yy axis. Observe that {R}
can be obtained from {C} after a rotation about zz axis of π radians and thus we have

RRC = Rzz(π) ·B RC =



−1 0 0

0 −1 0

0 0 1


 ·B RC , (4.59)

wherein BRC is the rotation matrix from {C} to {B}.
Observe also that another way of obtaining {R} from {C} is the combination of two

pure rotations, as

RRC = Rzz

(
−π

2

)
·Rxx

(
−π

2
− α
)

=




0 − sinα cosα

−1 0 0

0 − cosα − sinα


 . (4.60)

The first rotation about the xx axis includes the stereo rig’s tilt angle α towards the

floor (see Fig. 4.15-b) and the second one is a rotation about the zz axis of −π
2

radians.

The rotation matrix BRC can be easily determined through any general purpose camera

calibration software, using a set of images of a checkerboard placed in different points,

having different translations and rotations relative to the camera.
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(b)

(a)

Figure 4.14: VRML model showing the different coordinates reference frames: (a) the
global (world) reference frame {W}, the robot’s reference frame {R} and the robot’s sensor
(right camera) reference frame {C}; (b) additionally, the reference frame {B} was used to
calibrate the stereo rig’s tilt angle towards the floor, through a checkerboard placed in front
of the robot.
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The camera calibration toolbox for Matlab c© [Bou05], which is readily available, was

used to determine the matrix BRC. The calibration algorithm was provided with the

image set depicted in Fig. 4.15-c, wherein the first image (top of the figure) was obtained

with a checkerboard’s placement that is similar to the one that is suggested by Fig. 4.14-b.

In some conditions that the user can easily control, the camera calibration software

places the checkerboard reference frame for that first image as in Fig. 4.14-b, i.e. places

it in the upper left vertex of the black square located in the upper left corner of the

image. Thus, the rotation matrix (the extrinsic parameters) provided by the calibration

software for that first image is just the matrix BRC . The transformation RTC for the

sensors depicted in Fig. 4.11, page 126, including rotation and translation, are presented

in appendix B.2, page 253.

In equation (4.57), page 129, the transformation given by matrix WTR =
[

WRR

∣∣∣W tR

]
3×4

is not rigid and must be given by some robot’s localization scheme. During the mapping

experiments herein reported, which were carried out in laboratory, a global localization

scheme based on a global camera was used. It was chosen because cameras were readily

available in the laboratory wherein the experiments took place.

This localization scheme might be extended to a network of cameras whose fields

of view present some overlapping, in order to cover larger indoor areas. However, this

was not required in the experiments reported herein, because, as it is shown in Fig.

4.16-a, the robots’ workspace was confined to the part of a single room, wherein a single

camera was able to cover it sufficiently. In more realistic environments, especially outdoor

environments, this global localization scheme would be not viable and other localization

schemes would have to be considered. However, this issue is out of the scope of this thesis.

The global localization scheme is based on a RGB analog color camera, which is

depicted on the bottom-right of Fig. 4.16-a. The camera’s video signal is acquired on a

desktop PC (see the bottom-left of Fig. 4.16-a), where a localization server (see Fig. 4.16-

b) uses color segmentation on the acquired images to provide the robots with localization

information. See appendix D, page 263, for further details about this global localization

scheme.

4.7.5 Software architecture

The organization of the software that was implemented to perform autonomous mapping

missions with one of the robots of Fig. 4.10, page 124, is shown in Fig. 4.17. The

software modules are distributed along the host PC depicted in Fig. 4.16-a, page 134,
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Figure 4.15: Position and orientation of the sensor relative to the robot’s platform: (a)
translation measured with a ruler for both robots; (b) tilt angle towards the floor for the
sensors of both robots; (c) image set used in the calibration of the stereo rig’s tilt angle
towards the floor of one of the robots.
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Figure 4.16: Global localization with a color camera: (a) RGB color camera from Toshiba
covering the robots’ workspace and the PC wherein the video signal is acquired through a
frame grabber and further processed; (b) global localization server running on the PC.

and the robot itself, being interconnected through a TCP/IP computer network, wherein

the robot uses wireless technology.

The host PC (see Fig. 4.17-a) runs four different software modules:

• LOCALIZSRV – Localization Server

It is a TCP/IP server that is responsible for providing the robot with global lo-

calization through the global color camera that covers the robot’s workspace (see

section D, page 263, for further details).

• MASTERCTR – Master Controller

The user interacts with this module in order to supervise and control the execution

of 3-D mapping missions, by sending commands to the robot such as start, end,

pause or restore a mission execution.

• MAPCOLLECT – Map Collector

It is a TCP/IP server that is responsible for collecting incrementally data from the

robot during the mission, in order to store and maintain a copy of the robot’s map

in the host PC’s hard disk.
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Figure 4.17: Diagram of the software architecture for one robot: (a) interaction between
the robot and the host PC used for supervising 3-D mapping missions and providing global
localization through a global camera; (b) software modules running locally on the robot.

• VISUALIZ – Visualization

Builds a VRML — Virtual Reality Modeling Language — model for representing

graphically and visualizing the maps collected by the module MAPCOLLECT.

The robot is able to build autonomously a volumetric map on its own, storing and

maintaining locally the grid-based map on a shared memory area, which is shared by

the different modules running concurrently in the robot (see Fig. 4.17-b). The mutual

exclusive access to the map’s shared memory is ruled through a semaphor provided by

the Linux kernel. There is also a shared memory area for storing and sharing the robot’s

state among those modules. The robot’s state may be disabled, enabled or paused,

depending if whether the robot is waiting for the order to start a new mapping mission,

or is currently performing a mapping mission, or is paused while performing a mapping

mission, respectively.

The robot runs locally three software modules:

• SLAVECTR – Slave Controller

It is a TCP/IP server that receives commands from the module MASTERCTR running

remotely in the host PC; these commands determine the current robot’s state. It

creates the other processes running on the robot at the beginning of the mission
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(transition disabled-enabled). Conversely, it finishes those processes at the end

of the mission (transition enabled-disabled).

• MAPPROVID – Map Provider

At the beginning of the mission, it connects itself as a TCP/IP client to the module

MAPCOLLECT, which runs remotely on the host PC. Then, it sends incrementally data

to it during the mission execution as long as the robot’s current map is updated.

The goal is to synchronize the map’s copy stored in the host PC with the robot’s

own copy, whenever the robot updates the map upon new measurements.

• 3DMAPPING – 3-D Mapping Main Process

Performs most of the robot’s computation burden. When the robot’s state is the

state enabled or paused, it is responsible for performing sequentially a computation

cycle that includes the following operations: STEREOPROC – acquiring a stereo image

pair from the robot’s stereo-vision sensor and obtaining a new batch of measure-

ments; MAPUPD – updating the robot’s map upon the new acquired measurements;

SURVCTRL – using the current map and the entropy gradient exploration method

to select a new viewpoint for the robot’s pose, aiming at completely explore the

environment; PLATCTRL – controlling the motion of the robot’s platform, in order

to move the robot’s sensor from the current viewpoint to the new viewpoint, which

has just been selected by SURVCTRL. While the robot’s state is the state paused,

the robot is able to perform all these operations but moving the platform. When

in state paused after operation SURVCTRL, the robot remains stopped and waits for

a transition to the state enabled, before starting to move to the new exploration

viewpoint.

4.8 Results

This section reports experimental results obtained with one of the robots depicted in Fig.

4.10, page 124. The robot was programmed accordingly with the software architecture

described in section 4.7.5, page 132, with the aim of building autonomously volumetric

maps in the laboratory depicted in Fig. 4.18. The software used the volumetric mapping

framework that was presented previously in this chapter.

As Fig. 4.18-b shows, the robot’s workspace was roughly a rectangle having 5.3 m in

width and 4.3 m in length. It was completely delimited by walls, which was either covered

with wood (real walls of the laboratory) or covered with newspaper sheets (added vertical
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Figure 4.18: Workspace used in the experiments (April 2005): (a) photo showing the region
of the Mobile Robotics Lab of ISR Coimbra where the experiments took place, which was
delimited through vertical panels covered with newspaper sheets to imitate high-textured
surfaces; (b) plan of the workspace’s layout.
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panels). The dotted polygon in Fig. 4.18-b, in the middle of the robot’s arena, represents

the area covered by the global camera, while the surrounding rectangle represents the

area covered by the volumetric grid Y associated with the grid-based representation of

the map. The value of most of the parameters used in the experiments are presented in

Table B.5, page 251, wherein the exploration strategy is the uncoordinated one.

The laboratory was a highly dynamic environment with people passing by very often

and much people working there. Due to their work, these researchers moved very often

slightly pieces of furniture, such as chairs and tables, and sometimes modified the room’s

layout in order to set up new experiences and new equipment. Although this was a

fortunate reality, since it demonstrated the research group’s vitality, it created nevertheless

a practical problem for the experiences reported herein.

As it is described in the following chapters of this thesis, the detailed map of a given

volume had usually to be built several times, at different days or weeks, using one or more

robots, using different programs in the robots, etc. Furthermore, in order to be able to

compare the robots’ performance and the obtained maps within different experiments, it

was vital to ensure that they were performed within the same environment. This was

accomplished by delimiting the robots’ workspace with vertical panels, so as to isolate the

robots’ workspace from the activities taking place in the rest of the laboratory.

Moreover, since the used stereo algorithm was based on correlating patches from the

two images yielded by the stereo-vision sensor (see section 4.7.2, page 125 for further

details), another important practical limitation arose: the stereo-vision sensors could

not measure distances when focusing on textureless areas, such as the blank vertical

panels. Therefore, those “artificial” walls were covered with newspaper sheets, so as to

significantly enhance the images’ texture and ensure reasonable distance measurements

with the stereo-visions sensors (see Fig. 4.18-a).

Fig. 4.19 shows on the left column a VRML (Virtual Reality Modeling Language)

model of the obtained volumetric map for that environment at different instant times

along a mission [RDC05d, RDC05a]. Each voxel is represented through a given color

which depends on its coverage and its coverage belief uncertainty (entropy). The map’s

resolution is ε = 0.1 m. The robot started the mission with a maximum entropy map for

which H(0) = 11.167× 104 bits, wherein each voxel belonging to the grid had an entropy

value equal to 7 bits (b = 128 bins for the histogram). Then, it explored gradually the

environment until the map’s entropy was reduced below the threshold Hth = 3×104 bits.

Observe on the left column of Fig. 4.19 that the map improved gradually as long as

the map’s entropy decreased until the final (best) volumetric map on the bottom. Fig.
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Figure 4.19: Volumetric map obtained with a mobile robot equipped stereo-vision. Each
row represents the map at a different instant time tk and different map’s entropy level
H(C | Mk). The left column depicts VRML models of the 3-D map registered on the
global reference frame {W}. The middle column shows the current robot’s sensor pose –
dark-grey arrow – and its next exploration viewpoint – light-grey arrow – within the volume
being explored. The blue polyline indicates the sequence of the robot’s positions since
the beginning of the mission. The right column depicts graphs of the normalized entropy
gradient magnitude of voxels belonging to the sensor’s motion plane Γ. In the middle
column, the arrows’ origin indicates the robot’s position and their direction indicates the
robot’s orientation. In the right column, the dark-grey and light-green arrows point to the
current position of robot’s sensor and its next exploration point, respectively. The scale of
the pictures in the left and middle columns is such that each represented arrow is equivalent
to a real length of 1 m.
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Figure 4.20: Graph of the map’s entropy along a mission with one robot. A decrease of
the same absolute amount of the map’s entropy (41490 bits in the example) has a strong
impact in the mission execution time, which, in the example, increased roughly 5 times.

4.20 shows a graph of the map’s entropy along the mission and the non-linear increase of

the mission execution time with a decrease of the map’s entropy by the same amount.

The robot needed tkmax = 9289 s to accomplish the mission without any human

intervention, processed a total of 1.8× 106 measurements, distributed along 195 batches

of measurements, and had to travel a distance of 72 m. Each batch of measurements

contained on average 9182 measurements.

Note that a significant part of the final map’s entropy, equal to 44% of the final entropy,

was due to unexplored voxels located behind the wall represented on the left of the map

(the wall on the bottom of Fig. 4.18-a), which the robot would never be able to sense.

Discounting this entropy bias, the final map yielded an entropy decrease of 84%, when

compared with the maximum entropy initial map.

The mission execution time may seem to be exaggerated, but it is strongly influenced

by the performance of the robot’s embedded computer. The robot used in the experiment

had indeed a quite obsolete embedded computer, which was based on a Pentium 133 MHz

processor (no MMX) (11). Recall the software architecture depicted in Fig. 4.17, page

135. The most critical computation in the module 3DMAPPING is updating the map upon

11This limitation applies to both available robots, which are shown in Fig. 4.10, page 124.
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a new batch of measurements, i.e. the operation MAPUPD. On average, the robot needed

46 s to accomplish the computation cycle that included acquiring and processing a stereo

image pair, updating the map, selecting the next exploration viewpoint and moving the

platform to the selected target viewpoint.

The experiment was repeated with a Scout robot borrowed from another laboratory,

which had an upgraded mother board with a slightly faster chipset that included a Pen-

tium 166MHz, with MMX. This robot took 5799 s to accomplish the same mission, i.e.

it needed only 29.7 s to execute the aforementioned computation cycle. Even better per-

formance would be certainly achieved with an up to date processor on the robot (e.g. a

Pentium IV processor) and, therefore, the performance yielded by the mapping framework

proposed herein is better than it seems to be at first sight, when considering the absolute

mission execution time with a such old processor.

The middle and right columns of Fig. 4.19 depicts the gradient entropy-based explo-

ration criteria, which the robot used to explore gradually the environment.

The middle column represents the current robot’s sensor pose, which is indicated

through the dark-grey arrow, and its new selected exploration viewpoint, which is indi-

cated through the light-grey arrow.

The right column shows a graph of the entropy gradient magnitude
∥∥∥−→∇HΓ(l)

∥∥∥, l ∈
NΓ(x, ε), normalized between 0 and 1, of the set of voxelsNΓ(x, ε) ⊂ Y that are intersected

by the robot’ sensor plane Γ. This set of voxels is the search space represented in equation

(4.52), page 122. In equation (4.55), page 123, the entropy gradient is used by the robot

to select a new exploration viewpoint. In each graph on the right column of Fig. 4.19, a

dark-grey arrow points to the current robot’s sensor position and a light-grey arrow points

to the robot’s sensor next exploration point. Observe that the robot usually chooses a

voxel in its neighborhood having maximum (local) entropy gradient, so as to improve the

information gain of new acquired sensory data.

The final map represented on the bottom-left of Fig. 4.19 is represented again in Fig.

4.21-a from different viewpoints. Fig. 4.21-b represents several viewpoints of a similar

map, which was obtained using the same parameters, and within the same environment

than the map of Fig. 4.21-a, but having a box within the robot’s workspace. This example

shows that the mapping framework proposed herein is able to cope with environments

where sometimes the robots’ sensors experience partial occlusions. Note that if the robot’s

sensor is focusing the box, it cannot sense the walls behind the box. Nevertheless, the

robot is able to build gradually the map of those regions that are sometimes partially

occluded, through exploring iteratively the environment from different viewpoints.
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(b)(a)

Figure 4.21: Different views of the volumetric map’s VRML model at the end of two
missions: (a) clean workspace; (b) workspace having a box somewhere in the middle (see
Fig. 4.18-a).
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4.9 Summary and discussion

This chapter proposed a grid-based probabilistic model of a volumetric map, which stores

for each cell (voxel) a coverage belief and allows to model explicitly uncertainty. Entropy

was used to evaluate the uncertainty associated with a voxel’s belief and an entropy-

based measure of the map’s uncertainty was proposed. The main novelties concerning the

representation model were a more compact representation of the voxel’s belief than using

histograms, and an efficient Bayes filter to update the map upon measurements taken at

different instant times and from different locations.

A probabilistic model of a range sensor was presented, which enables to convert range

measurements into voxels’ coverage estimates. The range sensor model was then applied to

stereo-vision range sensors, being described how the model’s parameters can be calibrated.

In order to survey the environment and build the map iteratively, the frontier-based

exploration concept [Yam98] was reformulated using entropy, by proposing an entropy

gradient-based exploration method, whereby the robot’s sensor is directed to frontier

voxels between more explored and less explored regions.

After presenting details about the mobile robots, their stereo-vision sensors, the global

localization scheme and the robots’ software architecture for performing volumetric map-

ping missions, the chapter ended with the presentation of experimental results, obtained

in volumetric mapping experiments with a mobile robot and stereo-vision, whose aim was

to demonstrate the framework’s validity.

An important assumption for the proposed representation model is to assume that

the coverage of each individual voxel is independent from the other voxels’ coverage.

Although this might be questionable from a theoretical point of view, note that the

probabilistic model’s complexity would restrict too much its practical usability without

the simplification. Moreover, the obtained results have demonstrated that the assumption

is reasonable and not so unrealistic.

The problem of fusing sensory data in a common coordinates reference frame — the

registration problem — is not addressed herein and is out of the scope of this thesis,

by assuming that robots are externally localized. A global localization scheme based

on a global camera covering the robots’ workspace was described. Therefore, the work

presented herein does not fall in the heading of registration, localization and SLAM

[FBKT00, Thr01, RB02, RR04, MPS05, MR05, How05]. This thesis focus mainly on

the way robots cooperate to share efficiently information and effectively coordinate their

actions within mapping missions, and less on the specific research problems related with
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robotic mapping, which, for the scope of this thesis, is just the application domain and

not the goal itself.

Some of those mapping problems are addressed herein; others are not. Clearly, future

extensions of the research work developed within this thesis include: integrating current

detailed metric maps into a more complex hierarchy of maps’ representation models, con-

taining also topological representations [KB91], so as to scale better with larger environ-

ments; and integrating more robust localization methods, such as cooperative localization

schemes [MPS05, MR05, How05], which are well suited for outdoor applications where

global localization schemes are not viable or are unreliable.

The former extension would take advantage from the complementary advantages of

metric and topological representations, so as to be able to represent with high resolution

local maps of more interesting regions, while being able to represent huge volumes through

a topological representation, whose nodes are metric maps. The latter extension would

take advantage from multi-robot localization methods, which have been demonstrated

to be more accurate than single robot localization methods [FBKT00]. Using relative

observations, different robots can refine their internal beliefs based on the other robots’

estimate and improve localization accuracy.

The main research question of this thesis is not the map’s representation model, but

the way more than one robot, i.e. a team of several robots, should cooperate so as to

accomplish a map in less time. This is the main subject of the next chapters — chapters 5

and 6 — which take the mapping framework presented in this chapter as a basis to develop

cooperation methods for teams of mobile robots performing mapping missions. Chapter

5 proposes a distributed architecture model for a team of cooperative robots, including

an information-theoretic measure of information utility, which rules the way robots share

efficiently sensory data [RDC05b, RDC05a]. Chapter 6 refines the entropy gradient-based

exploration method presented in this chapter with a coordination mechanism aiming at

achieving more effective performance for the robotic team [RDC05c].



Chapter 5

Distributed architecture for

cooperative 3-D mapping

Mobile robots have been evolving from simple mobile compounds of sensors and actu-

ators to intelligent machines that, besides having the ability to sense the environment

and act on it, have to reason about their interaction with the environment and perform

autonomously complex tasks. Moreover, these tasks often require the robots’ ability of

coping with non structured environments and adapting to their changes. Additionally,

multi-robot systems have been developed in order to take advantage from space and time

distribution, though they have raised other challenging problems related with the inter-

robot interaction, coordination and cooperation.

The former robots are often tele-operated from an automatic central controller, or

even a human operator, which concentrates all the information, intelligence and decision

power. Each robot is used as a set of resources, comprised of sensors and actuators,

that is centrally controlled to perform useful tasks. Although centralized controllers are

intrinsically coordinated and may lead to optimal, coherent and comprehensive solutions,

they cannot cope with many robotics’ requirements: they neither cannot scale up to

teams of many robots nor deploy reliable robotic systems, due to the concentration of the

decision power on a single machine; they require massive communication between robots

and the central controllers; and, most of all, they cannot properly perform complex tasks

with NP complexity (1), because the search space’s dimension for taking optimal decisions

1Accomplishing a task may be viewed as performing a given algorithm to solve a specific problem. A
problem states a relation between a set of independent input variables and the properties of the required
solution, i.e. a set of restrictions that the solution must fulfill. An algorithm specifies a step-by-step
procedure that allows to solve a problem. If a problem can be solved by a polynomial time algorithm,
whose complexity O(n) is a polynomial function p(n) of the set of input variables’ dimension n, it is
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increases exponentially.

On the other hand, the latter robots own unavoidably on-board computation power

so as to support their control autonomy and intelligence. Each robot is capable of using

its computation power and on-board “intelligence” to perform autonomously useful and

complex tasks in the absence of any centralized control. Sometimes this centralized control

may still exist for supervising the robot’s actions, or using the robot in a semi-automatic

mode with some human intervention, especially in more critical systems wherein the

robot’s autonomy is not yet fully reliable (e.g. spatial exploration).

In multi-robot systems comprised of a set of such autonomous robots, the intelligence

and the associated computation, and the information gathered from sensors, are inherently

distributed. Therefore, in order to attain a coherent and useful global behavior for the

team, a distributed control scheme is necessary instead of a centralized controller. The

main advantage of distributing control and data is to easily scale up the robotic systems to

an arbitrary number of robots, while maintaining the system’s reliability and robustness.

The distributed control has to be able to share information among robots, so as to

maintain on each robot a global and consistent representation model of the mission-

relevant information, which is a result of fusing the information coming from the sensors

of different robots. This global model is crucial to support the robot’s local decisions

with enough information about the environment, the tasks and the other robots’ state,

so as to attain the sufficient level of awareness required by coordinated teamwork and

effective cooperation. Although there are other forms of interaction for conveying infor-

mation (2), distributed control relies to a greater extent on interactions through explicit

communication.

As communication is always limited, either in bandwidth of a communication channel

or in resources applied to process the conveyed information, using efficiently these re-

sources is crucial to scale up cooperative architectures for teams of many robots, without

limiting them to simple reactive and loosely-cooperative systems, with very limited or

no awareness. Current architectures extensively use explicit communication, not taking

care [Par98, Jun98, Yam98, Seq99, MS01], giving low emphasis [KFO+04], or using no

principled heuristics to avoid the communication of redundant information.

denoted as a P-problem. Conversely, a non-polynomial problem, denoted as a NP-problem, cannot be
solved by a such polynomial time algorithm and necessarily requires an algorithm whose execution time
increases exponentially with the problem dimension n. A general example of a NP-problem is one that
requires a complete search over the whole set of possibilities. For instance, real-time scheduling problems
are generally NP-problems [SSDNB95].

2See section 2.3.1, page 62, for other forms of interaction.
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Although the research on communication for multi-robot systems has been mostly

devoted to the communication structure, by addressing issues such as range and topology

[Par93, Ark92, ABN93, BA94, FS94, Tam97, SV99, GM02, UA04], there is another general

question, mostly related with the communication content, that must be addressed: “What

is useful to be communicated?” or “What is task-relevant to be communicated?”. The

question requires in turn to answer the question “How to assess information utility?”

[RDC03, RDC05b, RDC05a]. The goal behind these questions is to avoid communicating

redundant information so as to use efficiently communication.

This chapter proposes a distributed architecture model for building volumetric maps

with teams of cooperative robots [RDC05b, RDC05a]. After describing it, a specific

case-study is used to get some insight about the information utility concept itself. In

this case study, several robots are used to explore a given environment with the aim

of finding regions of interest and perform work therein [RDC03]. Then, an entropy-

based measure of information utility is formulated, in order to propose a cooperation

scheme for sharing efficiently sensory data within a team of robots. After describing the

implementation of the proposed cooperation scheme in mobile robots, the chapter ends

with results obtained in cooperative volumetric mapping missions with mobile robots

[RDC05b, RDC05a], including their discussion and main conclusions.

5.1 Distributed architecture model

Chapter 4 proposes a volumetric mapping framework based on the entropy concept,

whereby a robot equipped with a range sensor can explore autonomously the environ-

ment and build iteratively a grid-based probabilistic map [RDC05d, RDC05a]. Now,

instead of a single robot, consider a fleet F = {1, . . . , n} of such robots performing the

mapping mission. Although each robot is individually capable of performing the mission,

obviously there is a need for organizing those robots in such a way whereby the space and

time distribution yielded by multiple robots become an advantage through cooperation.

Otherwise, instead of being an advantage, the robots’ interaction would be worthless.

Figures 5.1 and 5.2 depict complementary views of a distributed architecture model for

building volumetric maps with multiple cooperative robots [RDC05b, RDC05a]. Although

individual robots belonging to the multi-robot system may be heterogeneous in terms of

sensory skills and mobility, all of them follow that architecture model when performing

the 3-D mapping mission. For this reason, both figures refer to an individual robot

i ∈ F . Nevertheless, the interaction with the rest of the team, i.e. the set of robots F\i,
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Figure 5.1: Block diagram showing the relation between different parts of the process and
the resources of a given robot of the team.

is represented through the communication block and its associated data flow, which is

represented in Fig. 5.2. Communication among robots is used for sharing useful range

measurements among robots.

Fig. 5.1 shows the different parts of the mapping process and how they interact. The

robot’s platform is assumed to have a sensor, a localization module and an actuator. The

sensor provides new sets of vectors Vk+1 where obstacles are detected from the current

sensor’s pose Y (t). The localization module gives the sensor’s pose Y (t), including position

and attitude (3). The actuator changes the robot’s sensor pose accordingly with new

selected viewpoints Y s. New data from the robot’s sensor is associated with its current

pose, given by the localization module, to form a new batch of measurements Mk+1 =

(xk+1,Vk+1). Then, index k is incremented and the new batch of measurements becomes

the current batch Mk. The memory of measurements is updated as Mk = Mk−1 ∪Mk.

The previous map P(C | Mk−1) is updated upon the new batch of measurements Mk,

which yields the current map P(C | Mk). Robot i selects a new viewpoint Y s = Y s
i ,

3The localization problem is not addressed herein. It is assumed that each robot is able to localize
itself on a global coordinates frame through some global localization scheme.
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Figure 5.2: Flowchart showing the data flow of a given robot of the team.

given the current map and its current pose Y = Yk. The goal is to completely explore the

environment by using the exploration method proposed in section 4.6.2, page 121, so as

to attain maximum information gain in every sensing cycle. The new selected viewpoint

Y s is the reference input to the robot’s actuator.

As part of map updating, a batch of measurements Sk = (xk,Uk) is built, which

contains the most useful data from sensor Uk ⊆ Vk. Those selected measurements are

shared between robot i and the other robots in the fleet F\i through the communication

module. This module can also provide the robot with batches of measurements Rk =

(x′
k,U ′

k) given by other robots, being the map updated accordingly. Cooperation among

robots arises because of this altruistic commitment to share useful sensory data.

Fig. 5.2 depicts a flowchart showing the sequence of the aforementioned robot’s op-

erations and interactions. At the beginning of the mission, an initial map is given to the

robot. Then, it gets a new batch of measurements, updates the map and shares useful

measurements with other robots. Then, it may receive measurements from other robots

and, in that case, the map is updated accordingly. Given the new map, a new viewpoint

for the sensor is selected and the robot starts moving itself. While moving, the robot

continues to update the map whenever useful sensory data is received from other robots.
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When the robot reaches the selected viewpoint, the process repeats itself with a new batch

of measurements provided by the robot’s sensor from its new pose (selected viewpoint).

Due to the information flow through the communication block represented in Fig. 5.1,

the map of a given robot i ∈ F will be a result of measurements yielded by the robot’s

own sensor and also useful measurements sent by any robot j ∈ F\i belonging to the rest

of the team. It remains to clarify what is really a useful measurement and how to assess

information utility. This issue is addressed in the following sections.

5.2 Information utility

Attaining effective cooperation within a team of intelligent robots, without restricting

it to a simple reactive and loosely-cooperative multi-robot system, unavoidably requires

some sort of interaction via explicit communication. Besides defining an architecture for

the team’s organization, it is crucial to rule the communication based on the relevance or

utility associated to the conveyed data, so as to use efficiently communication resources

and the computation power required to process communicated data.

The communicated data may be classified along state information and goal-oriented

information. While the former type is aimed at increasing the robot’s awareness about the

state of its teammates and coordinating their activities (e.g. synchronizing the activities

of two robots), the latter type is tailored to the application and is aimed at virtually

magnifying the sensory capabilities of each individual robot.

In the mapping application domain, the goal-oriented information is range data coming

from the sensors of different robots. The amount of state information and how it is used

by robots depend on the specific coordination mechanism that is implemented to properly

synchronize the robots’ individual tasks (4). On the other hand, the communication of

goal-oriented information, which is normally the most abundant type of information and

the one that potentially consumes more communication resources, should be ruled by each

emitter, i.e. by each robot, based on some criteria of information utility. In a volumetric

mapping mission, instead of communicating to other robots all the sensory data coming

from its sensor, the robot should be able to select a subset of that data that is really

useful to be communicated to other robots.

Although goal-information is necessarily tailored to the application domain, there is a

general basic principle, which is made clear in this section: the information is as useful as

it contributes to improve the team’s performance with minimum cost. In this statement,

4The coordination issue is carefully addressed in chapter 6, in the context of building volumetric maps.
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the word performance is used in the sense of how close is the robotic team to accomplish

its mission. Obviously, both cost and performance are specific to the application domain.

5.2.1 Case study

This section gives some insight about the information utility concept, by using a specific

case-study: a consume mission. In this case study, several robots are used to explore a

given environment with the aim of finding regions of interest and perform work therein

[RDC03].

5.2.1.1 Specific notation

Herein it is introduced some notation that is specific to the case study [RDC03] presented

in this section. It should not be confused with the general notation that is used in the

rest of this thesis.

State set and Event set. The finite set F = {1, . . . , n} ⊂ N is the fleet of n robots

forming a multi-robot system (MRS). Each robot is modeled as a discrete event system,

i.e. an event-driven system [Cas93]. The finite discrete state set X contains all the possible

and relevant states x ∈ X for a robot ri ∈ F , when performing a given mission.

State transitions are synchronized with the occurrence of events at discrete points in

time. The time instant associated with the occurrence of the k-th event is tk, k ∈ N. The

finite event set E contains all the events ek ∈ E that are relevant to the mission execution.

The triple ok = (ek, tk, rk) ∈ O denotes the occurrence of an event ek ∈ E at t = tk,

detected by the robot rk ∈ F , wherein O = E ×R×F is the countable set of all possible

triples.

The state of robot ri ∈ F at t = tk is denoted by xi(k) ∈ X . The MRS’s state at

t = tk is the n-dimensional vector x(k) = [x1(k), . . . , xn(k)]T , x(k) ∈ X n. The instant

time t = t0 (k = 0) denotes the initial time and x(0) denotes the corresponding initial

state. The countable sequence x∗(k) = {x(0), . . . ,x(k)}, x∗(k) ∈ X n∗, is the MRS’s

state trajectory up to time t = tk, k ∈ N0, being X n∗ the space of countable sequences of

elements in X n. The countable sequence

o∗(k) = {o(1), . . . , o(k)}, o∗(k) ∈ O∗, (5.1)

is the MRS’s list of events up to time t = tk, k ∈ N, being O∗ the space of countable

sequences of elements in O, obeying the condition ∀oi,oj∈E , ri = rj ⇒ ti = tj, which
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means that a robot can detect and process no more than one event at a given instant

time.

System dynamics. A MRS is viewed herein as an event-driven dynamic system, wherein

events are the inputs to the system and state transitions are synchronized with the oc-

currence of events [Cas93]. Time is included in the model so as to allow to keep track of

system’s performance. Since the last event occurrence, and until the next event occur-

rence, i.e. for tk−1 ≤ t < tk, the MRS’s state is x(k − 1) ∈ X n. When an event occurs

at t = tk, we have a triple ok = (ek, tk, rk) ∈ O that can be used, in conjunction with

the current state, to compute the new MRS’s state vector, through the state transition

function

f : X n ×O → X n. (5.2)

Specifying a mission. A mission is viewed as a set of goals, representing physical

and logical restrictions that must be fulfilled. On one hand, the cost of using physical

resources required by a given mission — a fleet F of n robots and a communication channel

— has to be considered. On the other hand, the resource concept must be generalized in

order to assess performance. A resource is defined as any phenomenon that is physically

observable. When specifying a mission, a set of such resources is defined in order to

measure performance. Some examples of these resources are: space (e.g. coverage area),

energy, time, number of robots, etc. Performance metrics are generally relative metrics,

such as: number of tasks per robot, number of tasks per time unit, energy per robot, etc.

Let R = {1, . . . , m} be a finite set of resources that are required to assess the MRS’s

performance when executing a given mission, and let m be the cardinality of the setR. Let

H denote a space of resources measuring functions of the form h : X n∗×O∗ → R, h ∈ H.
Such functions measure resources given the MRS’s past history, i.e. the state trajectory

and the list of events up to current instant time.

Let hi ∈ H be the measuring function of the resource i ∈ R and ai(k) = hi(x
∗(k), o∗(k))

be the measure of the resource i at t = tk. Them-dimensional vector of resources measures

(positive real numbers) at t = tk is a(k) = [a1(k), . . . , am(k)]T ∈ R
m.

The MRS’s performance can be evaluated through a function p : R
m → R

+. It is

assumed that p(a(k)) is a combination (whether linear or non-linear) of the resources

measures a(k) and that it always computes to positive real numbers. The function is also

assumed to be monotonous increasing with performance, i.e. higher values mean better

performance. By simplicity, the quantity p(a(k)) is abbreviated as pk.
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Given the MRS’s current state x(k) and the current vector of resources measures a(k),

the accomplishment of the mission is evaluated through a function

g : X n × R
m → {success, fail, ongoing}, (5.3)

wherein success means mission accomplished, fail means mission failed and ongoing

means that the mission may be still accomplished at a future instant time tj > tk. The

mission is successful iff (if and only if)

∃j∈N : g(x(j), a(j)) = success. (5.4)

If it exists such an index j, the mission execution time is tj.

Information utility as a balance between performance and cost. When an event

ek ∈ E occurs, we can say that it is associated with some kind of information. In a MRS,

events may be classified along three classes depending on the type of conveyed information:

• Internal events concerning the robot’s own activities and information gathered in-

ternally by the robot (e.g. end of an internal processing task, reaching some position,

etc.);

• External events concerning changes on the mission execution environment and infor-

mation obtained through the robot’s sensors (e.g. detection of an obstacle, finding

an object relevant to the mission execution, observing the movements of another

robot in the team, etc.)

• Received messages concerning information provided by other team members (e.g.

detection of an environmental condition, shared sensory data, individual state in-

formation, a negotiation bid, synchronization-related information, etc.).

The two former classes of events convey information about the environment (sensing,

perception) and through the environment (implicit communication and stigmergy) and

are not controllable. The latter class of events is concerned with information conveyed via

explicit communication and are controllable. The event set E is thus partitioned into two

disjoint subsets: the subset Enc of non-controllable events and the subset Ec of controllable

events. This partitioning is such that E = Enc ∪ Ec and Enc ∩ Ec = {∅}.
The occurrence of any event may always be seen as some gain of information and is

this information that enables the MRS to evolve in time through its state space X , using

the state transition function given by equation (5.2). When a non-controllable event
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ok = (ek, tk, rk), ek ∈ Enc, occurs, the robot rk ∈ F gets some information. Then, it

may decide to communicate to other robots the information that it has just acquired, by

sending them a message.

When a robot decides to send a message to another robot, the former robot generates

on the latter robot a controllable event el ∈ Ec, l > k. The communication cost associated

with controllable events is modeled through a function en : Ec → R
+ and a communication

cost per information unit ccom. The function en computes the entropy associated with a

controllable event, i.e. the amount of information units (e.g. bits) that is communicated

(see section 3.2, page 82). Given an event e ∈ Ec, the associated communication cost is

en(e) · ccom.

Each state x ∈ X is assumed to have an associated constant cost per time unit, which

is always positive and is given by a function cstate : X → R
+. The mission execution

cost during the time interval tk−1 ≤ t < tk, k > 0 is given by

∆ck = ∆cck + (tk − tk−1)

n∑
i=1

cstate(xi(k − 1)), (5.5)

wherein

∆cck =

{
en(ek) · ccom , ek ∈ Ec,

0 , ek ∈ Enc.
. (5.6)

The cumulative mission cost up to time t = tk is given by the recursive function

ck =

{
0 , k = 0

ck−1 + ∆ck , k > 0
. (5.7)

Suppose that an event ok = (ek, tk, rk), ok ∈ O, occurs. Let v : O∗ → N0 be a function

that computes the time index of the very last event occurrence detected by the robot

rk ∈ F , given the list of events (5.1) up to time t = tk. If the proposition

∃ow=(ew,tw,rw)∈O∗ : rw = rk, tw < tk, ∀om=(em,tm,rm)∈O∗ , rm = rw, tm > tw ⇒ tm = tk

is true, the function v returns the index w, w ∈ N0, that satisfies the proposition, oth-

erwise it returns 0, i.e. ok is the first event occurrence detected by robot rk. The event

occurrence ok is viewed as an information gain, but it has also an associated cost given

by the function

∆ic : X n∗ ×O∗ → R
+, ∆ic ∈ H. (5.8)

Note that this function belongs to the space H of resources measuring functions. The

computation of ∆ic(x(k), o∗(k)) = ∆ick depends on whether the event is non-controllable
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or controllable. Given the very last event occurrence w = v(o∗(k)) before tk,

∆ick =

{
(tk − tw) · cstate(xrk

(w)), ek ∈ Enc

(tk − tw) · cstate(xrk
(w)) + en(ek) · ccom, ek ∈ Ec.

. (5.9)

Given the relative performance variation due to the event occurrence ok, which is given

by
∆pk

pk
=
pk − pk−1

pk
, k > 0, (5.10)

and the relative mission cost variation due to the event occurrence ok, which is denoted

as ∆ick/ck, k > 0, the information utility associated with the event occurrence ok is

measured by the dimensionless ratio

uk =

∆pk

pk

∆ick

ck

. (5.11)

The average information utility during the mission execution is

uk =
1

k
·

k∑
i=1

ui, k > 0. (5.12)

Let l(k) be the number of controllable events up to time t = tk. The influence of

explicitly communicated information on the average information utility can be assessed

by the quantity

uck =




0, l(k) = 0 ∨ uk = 0,

�k
i=1

���
��
uk, ek ∈ Ec

0, ek ∈ Enc

���
��

l(k)·uk
, otherwise.

, (5.13)

which is denoted as communication utility. This quantity measures the average commu-

nicated information utility relative to the average information utility including all event

occurrences (all types of information).

If the mission is successful, i.e. there is a time tj that verifies equation (5.4), the

mission’s information utility is uj , which can be used to compare two different systems

performing the same mission, or to compare the performance of a given system when

performing different missions. For that same mission, the communication utility is ucj.

5.2.1.2 Specification of the consume mission

In order to apply the aforementioned definition of information utility to an example,

consider a consume mission whose definition is somewhat similar to the consume task



156 Chapter 5. Distributed architecture for cooperative 3-D mapping

Wander

Acquire

Consume

Move_To_Help

Acquire_To_Help

Help_Consume

detect

attach

complete

help_rq

detect_bc

attach

detect_bc

help_compl

help_compl

help_compl

detect_bc

complete

timeout

detect

Wander

Acquire

Consume

Move_To_Help

Acquire_To_Help

Help_Consume

detect

attach

complete

help_rq

detect_bc

attach

detect_bc

help_compl

help_compl

help_compl

detect_bc

complete

timeout

detect

Figure 5.3: State transition graph of a robot performing the consume mission (common
to all robots).

described in [BA94]. The state space X for this mission contains states Wander, Acquire,

Consume, Move To Help, Acquire To Help and Help Consume. The event set E contains

events detect, attach, complete, detect bc, help rq, help compl and timeout. The

state transition graph for a robot is depicted in Fig. 5.3. This graph can be used to

compute the state transition function (5.2) for this mission [RDC03].

The mission of a team of n homogeneous and non-holonomic robots (differential drive

robots) is to wander about a 2-D environment, looking for static items of interest. Once a

robot encounters one of these items (event detect), it acquires the item (state Acquire),

attaches itself to the item (event attach) and consumes it (state Consume), i.e. performs

some work on it. The required time to consume the item is tc.

When a robot encounters a new item, it can request help for other robots (event

help rq), in order to reduce the item’s consume time to tc/n
2
c , wherein nc is the number

of robots consuming an item. The event detect bc models the situation in which a

wandering robot finds an item that is already being consumed by other teammate or

teammates. When a robot is moving to help another robot (state Move To Help), if it

could not reach the item within a predefined time, a timeout event occurs and the robot

changes to state Wander.

The 2-D environment is populated with static obstacles, which must be avoided by

the robots. Robots must also avoid colliding each other. The goal of the mission is to
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Table 5.1: Measured resources for assessing performance in the consume mission.

i ∈ R h ∈ H Description

1 h1 Elapsed time since the beginning of the mission.

2 h2 Number of detected items (events detect, detect bc and

help rq) for every robots.

3 h3 Number of consumed items (events complete) for every robots).

4 h4 Average time spent in state Consume for every robots.

find and consume b items before t = tmax.

The unique controllable event is help rq. It is assumed that this event models the

reception of a message with the 2-D coordinates of a requesting help robot. Thus, its

associated entropy is en(help rq) = 32 bits if we assume that each coordinate is coded

through a 16 bits binary code.

The number of resources for this mission is m = 4. Table 5.1 presents the meaning of

the resources measuring functions used to assess the mission performance. The vector of

resources measures at t = tk is

a(k) = [a1(k), a2(k), a3(k), a4(k)]
T

= [h1k, h2k, h3k, h4k]
T ,

(5.14)

wherein hik = hi(x
∗(k), o∗(k)), i ∈ R.

The mission accomplishment function gk = g(x(k), a(k)) is defined as

gk =




success , a3(k) = b ∧ a1(k) ≤ tmax,

ongoing , a3(k) < b ∧ a1(k) < tmax,

fail , a3(k) < b ∧ a1(k) ≥ tmax.

(5.15)

The performance function pk = p(a(k)) is defined as

pk =

{
α , k = 0,

α+ β a2(k)
a1(k)

+ γ a3(k)
b

+ δ tc
a4(k)

, k > 0,
(5.16)

wherein α, β, γ and δ are weights, such as α, β, γ, δ > 0, α � β, α � γ and α � δ.

The constant α ensures that the performance function always computes to positive real

numbers.
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Figure 5.4: Simulator of a consume mission with four mobile robots running in Matlab c©.

5.2.1.3 Simulation results

The performance of a team of robots executing a consume mission was simulated in

Matlab c© (see Fig. 5.4) with the aim of getting some insight about the information

utility concept [RDC03]. The robots’ behavior along their possible states were modeled

through potential field techniques and following an approach very similar to the one that

is described in [BA94].

Five basic behaviors were implemented: noise, avoid obstacles, avoid robots,

move to goal and consume. The robots’ behavior for each state was a linear combination

of those basic behaviors, with predefined weights. For example, in state Wander, the active

basic behaviors were noise, avoid obstacles and avoid robots. The basic behavior

noise was active for all robot’s states in order that local minima and maxima were

avoided.

Table E.1, page 271, presents the main parameters used in the experiments, whose

values were selected empirically. The maximum mission time was tmax = 11000 s. Several

experiments were carried out along different combinations of three variables: team size,

obstacles’ coverage and communication range.

Fig. 5.5 shows the simulation results through some representative graphs [RDC03].
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The graphs on the left show the simulation results with the robots’ communication range

configured to 0 m, i.e. with event help rq disabled. In this situation, a robot can never

reach the state Move To Help. Conversely, the graphs on the right show the simulation

results with robots’ communication range configured to 20 m, i.e. with event help rq

enabled. The multi-robot systems always accomplished the mission with success within

the experiments that yielded the results shown in Fig. 5.5, i.e. they always consumed all

the 30 items before tmax = 11000 s.

Observing the graphs of the mission execution time tj, we can see that its reduction

due to team size increasing or due to obstacles’ coverage decreasing, is more significant

when we go from the single robot case to teams of two robots, than we go from two

robots to three or four robots. This means that the benefit of increasing redundancy is

significant for small teams and less important for more populated teams. The reduction

in tj is also more significant for teams that are allowed to use explicit communication.

Obviously, obstacles’ coverage influences the mission execution time, because obstacles

must be avoided by the robots, thus conditioning their progression along the workspace.

Observing both graphs of the ratio pj/cj, i.e. the performance versus cost ratio at

the end of the mission, we can identify a local maxima in the same point (a team of two

robots and 0% of obstacles’ coverage), whether robots are allowed to communicate or not.

It is also noticeable a very significant influence of explicit communication in the ratio

pj/cj , denoting its utility for this mission. On average, communication improved pj/cj

by 35%. For a team of four robots working in an environment with 10% of obstacles’

coverage, that increase was much higher (about 94%). This increase was generally higher

for combinations of teams with more robots and lower obstacles’ coverage values.

Comparing the graphs of pj/cj with the corresponding graphs of information utility uj,

we can observe a correlation between the two measures, which means that optimizing the

balance between performance and cost seems to be equivalent to optimize the information

utility. That correlation is particularly noticeable in the absence of communication. For

example, note a local maxima in the graph of uj without communication, exactly in the

same point where the ratio pj/cj has also a maxima.

Observing now the graph of communication utility, which is shown in Fig. 5.6, we can

observe that this measure has also a strong correlation with the ratio pj/cj, though that

correlation is not so evident for the information utility measure.
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Figure 5.5: Simulation results of the consume mission case study: (a) without explicit
communication; (b) with the communication range configured to 20 m.
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Figure 5.6: Graph of communication utility for the consume mission case study.

5.3 Using entropy to assess information utility

The previous section defined information utility as a balance between performance im-

provement and cost increasing. After illustrating the concept within a case study (see

section 5.2.1.2, page 155), this section applies it to the context of building volumetric

maps with a team of mobile robots, by using the formal measure of information — en-

tropy — and the mapping framework introduced in chapter 4.

In a mapping mission with a team of mobile robots, the most obvious measures of

performance are the map’s uncertainty and the mission execution time. We can say, in a

rather informal way, that achieving a good team’s performance means not to spend much

time to reduce the map’s uncertainty to a given pre-specified lower bound entropy level.

The map’s uncertainty can be formally measured through the map’s entropy H(tk),

given by equation (4.9), page 105. Given a desired map’s entropy lower bound Hth,

the aforementioned informal specification of a mapping mission can be formally written

through equation (4.10), page 106, which states that the mission execution time tkmax is

the first instant time for which the condition H(tk) < Hth is verified. Thus, the team’s

goal should be to minimize the time tkmax required to attain the entropy threshold Hth.

Whenever a robot obtains a new batch of measurements Mk, we can say that this

event has an associated information utility, since it contributes to reduce the map’s joint

entropy H(tk) by a certain value [RDC05b, RDC05a]. Besides this positive contribute to

the team’s performance, that batch of measurements also contributes to cost, since it uses

several resources (e.g. time, robot’s mobility, computation power, etc.).

The most abundant type of information that a robot may share with its teammates
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is range data coming from its sensor. An important question that a robot has to answer,

after obtaining a new batch Mk containing mk different range measurements, is what

measurements from that batch are really useful to be communicated to its teammates.

This answer obviously depends on the robot’s ability to assess the information utility of

each measurement, by balancing performance improvement and cost increasing.

5.3.1 Information utility associated with a range measurement

In order to compute the information utility associated with range measurements, it is

sufficient to compare the map’s entropy decrease yielded by each measurement of a batch

Mk and compare it with other measurements contained in the same batch, i.e. to compare

the performance variation due to each measurement. This is because the cost associated

with each measurement of a batch is virtually the same. It is the same because, for

example, the time needed to process each measurement and integrate it in the map is

roughly the same. Although this time is not exactly the same, because, accordingly with

equation (4.17), page 108, long distances require some more computation power, since

they influence a greater number of voxels, the constant cost assumption is nevertheless

quite reasonable.

Therefore, the decrease of the map’s joint entropy H(tk) within a period of time is a

measure of the information utility of the measurements gathered within the same period of

time, in terms of their utility on improving the map’s accuracy [RDC05b, RDC05a]. This

period of time is the time required by a robot to move to a new exploration viewpoint,

measure the environment from that point and integrate measurements in the map.

Consider a batch of measurements Mk = (xk,Vk) yielded by the robot’s sensor. Each

measurement −→v k,i ∈ Vk influences the coverage of the set of voxels Zk,i and has an

associated information utility. Let l ∈ Zk,i be a voxel whose coverage Cl is influenced by

the new measurement −→v k,i; for the same voxel, let also p(cl | Dl
n−1) = p(cl | Dl

1, . . . , D
l
n−1)

and p(cl | Dl
n) = p(cl | Dl

1, . . . , D
l
n) be the coverage belief, respectively, before and after

voxel l is updated with the new influencing measurement Dl
n = (dn, d

l
n), through equation

(4.37), page 116.

Using the conditional mutual information definition given by equation (3.28), page 91,
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the information utility associated with a measurement −→v k,i ∈ Vk is

Ik,i =
∑

l∈Zk,i

H(Cl | Dl
1, . . . , D

l
n−1)−H(Cl | Dl

1, . . . , D
l
n)

=
∑

l∈Zk,i

I l
k,i. (5.17)

Each term I l
k,i in equation (5.17) measures the mutual information between p(cl | Dl

n)

and p(cl), conditioned to the past history Dl
n−1, i.e. the contribution of each influencing

measurement Dl
n to reduce the voxel’s uncertainty [RDC05b, RDC05a]. For instance, the

information utility of the influencing measurement depicted in Fig. 4.8, page 118, is equal

to 0.321.

The information gain due to the k-th batch of measurements is given by

Ik =

mk∑
i=1

Ik,i = H(tk−1)−H(tk), (5.18)

which measures the mutual information between the current map and the new acquired

batch of measurements, i.e. the contribution of batch Mk to reduce the map’s uncertainty

[RDC05b, RDC05a].

Since equation (4.9), page 105, requires the computation of the entropy function for

every voxels l ∈ Y , it represents a time-consuming computation if it is used at each

time step, whenever a new batch of measurements is gathered. But, as equation (5.18)

suggests, the map’s joint entropy can be recursively updated as H(tk) = H(tk−1) − Ik,
which is a much more efficient computation procedure because it is only computed the

equation (5.17) for each measurement −→v k,i ∈ Vk belonging to the batch Mk = (xk,Vk).

Thus, equation (4.9), page 105, is only required for computing the maps’s initial entropy

H(0) = H(C | M0).

5.3.1.1 Efficient computation using differential entropy

Recall that, accordingly with the framework proposed in chapter 4, the coverage belief

p(cl | Mk) = p(cl | Dk) is modeled through a Gaussian probability density function (pdf).

Recall also that discrete entropy is used as an absolute measure of the voxel’s uncertainty,

through equation (4.8), page 104, which computes the voxel’s entropy upon a quantized

version of the voxel’s pdf with b bins.

Although differential entropy cannot be used as an absolute measure of entropy, it

is a valid relative measure of entropy, i.e. both discrete entropy and differential entropy

can be used to compute the variation (difference) between two entropy values, and this
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difference is equal for both. Equation (3.39), page 94, provides a very convenient procedure

for computing the differential entropy of a Gaussian, because it is a closed-form equation

[RDC05b, RDC05a]. Instead, computing the discrete entropy through equation (4.8),

page 104, is computationally heavier.

For each influenced voxel l ∈ Zk,i in equation (5.17), let the Gaussians p(cl) and

p′(cl), having standard deviation σl and σ′
l, be its coverage belief before and after the new

measurement is integrated, having differential entropy h(l) and h′(l) and discrete entropy

H(l) and H ′(l), respectively. Let I lδ
k,i = h(l) − h′(l) be the measurement’s information

utility for that voxels computed through equation (3.39), page 94, and I l�
k,i = H(l)−H ′(l)

the same utility computed upon the pdf’s quantized version using discrete entropy. It can

be easily shown that [RDC05a]

I l
k,i ≈ I lδ

k,i = log
(σl

σ′
l

)
. (5.19)

Equation (5.19) states that I l
k,i is approximately equal for Gaussian pairs with the same

standard deviation ratio σl/σ
′
l.

Fig. 5.7 compares I l�
k,i and I lδ

k,i as a function of σl, when σl/σ
′
l = 1/0.99, i.e. when

the new measurement yields a decrease of 1% in the standard deviation of the voxel’s

Gaussian coverage. It shows that: for σl > 0.3, the differential entropy-based estimate

cannot be used because it neglects the pdf’s truncation to the interval 0 ≤ Cl ≤ 1

and the normalization introduced by equation (4.31), page 112; and, for σl < 3 × 10−3,

the discrete entropy-based estimate cannot be used, because the histogram’s bins have

not sufficient resolution to model pdf’s with smaller standard deviation. However, for

3 × 10−3 ≤ σl ≤ 0.3, which encompasses most of the situations with range sensors, like

the stereo-vision sensors shown in Fig. 4.11, page 126, both estimates are approximately

equivalent.

This conclusion is roughly the same for other values of the ratio σl/σ
′
l, though it is

not explicitly shown herein with other graphs similar to the graph shown in Fig. 5.7.

Therefore, equation (5.19) is generally used for computing efficiently the information

utility of a measurement, which is given by equation (5.17).

5.4 Cooperation through sharing useful sensory in-

formation

The distributed architecture model shown in Fig. 5.1, page 148, includes a communication

module, which is used by each robot to cooperate with its teammates by sharing useful
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Figure 5.7: Computing information utility I l
k,i of a measurement for a given influenced

voxel l, using either discrete or differential entropy. Being σl and σ′
l = 0.99σl the standard

deviation of the voxel’s coverage Gaussian before and after the measurement, respectively,
the graph plots the computed values of I l

k,i as a function of σl, using either the histogram’s
discrete entropy I l�

k,i (histogram with b = 128 bins) or the approximated voxel’s coverage
differential entropy I lδ

k,i = 1.45× 10−2.

sensory data. Section 2.1.2, page 23, and section 2.1.3, page 25, provide some insight about

group behavior in biological systems and human societies, wherein reciprocal altruism is

a means to effectively barter resources and information and thus attain good overall

performance.

This section presents a cooperation strategy based on reciprocal altruism, whereby a

team of mobile robots, populating a 3-D environment being mapped, can be cooperative

on building a volumetric map through sharing useful measurements. Accordingly with

that architecture model, each robot is able to build and update its own local 3-D map

alone, based on range data coming from its own sensor, but it is also committed to share

new acquired sensory information with its teammates via explicit communication. Due

to this altruistic commitment, which applies to every robots in the team, each robot may

also receive useful sensory data from its teammates [RDC05b, RDC05a].

Whenever a given robot gets a batch of measurements Mk = (xk,Vk), it is committed

to send to other robots a subset of useful measurements Sk = (xk,Uk), which follows

a criteria based on the measurements’ information utility computed through equation

(5.17). The set

Uk = {−→u k,1, . . . ,
−→u k,sk

} ⊆ Vk (5.20)



166 Chapter 5. Distributed architecture for cooperative 3-D mapping

contains sk measurements selected to be communicated. The sensor’s position xk from

where those measurements were gathered is also sent, since it is required for registering

those measurements in the local map of other robots (5) [RDC05b, RDC05a].

Different communication topologies may be used, depending on the capacity and range

of the available communication channel. Whenever possible, the robot acting as informa-

tion provider (the emitter robot) should send data to all robots in the team, so that all

of them can take advantage of new sensory information; otherwise, the communication is

restricted to a team’s subset, such as the nearest robots to the information provider.

When a robot receives a batch of uk communicated measurements Rk = (x′
k,U ′

k), it

updates its local map as if measurements U ′
k would have been gathered by its own sensor

when located at position x′
k.

As communication channels have always limited capacity, when a robot is acting as

an information provider, it has to limit the amount of communicated data and select the

most useful measurements gathered from its own sensor. On doing it, the robot uses

equation (5.17) to assess the information utility of measurements −→v k,i ∈ Vk and classifies

them by utility.

Let define skmax as being the maximum number of allowable communicated measure-

ments at a given time instant. Let also define Imin as being the minimum allowable

information utility for a communicated measurement. The set (5.20) is built in such a

way that the proposition

(sk ≤ skmax ∧
sk < skmax ⇒ ∀−→v k,z∈Vk\Uk

, Ik,z < Imin ∧
∀−→u k,j∈Uk

, Ik,j ≥ Imin ∧ ∀−→v k,w∈Vk\Uk
, Ik,w ≤ Ik,j) (5.21)

is true [RDC05b, RDC05a]. This proposition is true, i.e. the set of communicated mea-

surements is valid, if the following conditions are met:

• The size of the set is not greater than skmax ;

• If the size of the set is less than skmax , it includes necessarily all measurements in

the set Vk having an information utility not less than Imin;

• The information utility of any communicated measurement is at least equal to Imin;

• Every non communicated measurements have lower or equal utility than those that

are selected to be communicated.
5As it was referred earlier, it is assumed that each robot is able to localize itself and correctly register

measurements coming from its range sensor.
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The parameter skmax restricts the bandwidth used by the robot to send sensory data to its

teammates, whereas the parameter Imin ensures that communicated measurements yield

a minimum contribution to reduce the map’s uncertainty.

If the robot senses already explored regions due, for instance, to some non-optimal

exploration algorithm that does not prevent that situation, most of the measurements

will have intrinsically lower information utility than when the robot explores regions for

the first time. In the absence of the strategy proposed herein, the robot could send those

rather redundant measurements to other robots, thus using resources (e.g. communication

bandwidth or computation power) that could be used to process more useful information.

This disadvantage may not seem obvious, but the key point is that processing a redundant

measurement, which has a lower utility, consumes as much resources as a highly useful

measurement, i.e. the required processing time is the same in both cases. Therefore,

processing redundant data would lead definitely to losses of efficiency and performance.

Accordingly with equation (5.17), the sender robot assesses the measurement’s utility

by assuming that if the measurement is useful for itself it is equally useful for its team-

mates. Although different robots may have different maps, as we shall see in section 5.6,

typically the robots’ maps are just slightly different and, thus, the assumption remains

valid.

5.5 Implementation in mobile robots

With the aim of implementing in mobile robots the aforementioned cooperation strategy

for sharing useful sensory information, the mobile robots described in section 4.7, page

123, were used to carry out some experiments. Recall that those robots are differential

drive robots equipped with stereo-vision, sonars and wireless communication (see Fig.

4.10, page 124).

The software architecture represented in Fig. 4.17 (see section 4.7.5, page 132, for

details) was further extended accordingly with Fig. 5.8, in order to implement the dis-

tributed architecture model shown in Fig. 5.1, page 148. It is intrinsically scalable to a

team having an arbitrary number of robots. This version has two additional modules:

• MEASPROVID – Measurements Provider

A TCP/IP client that sends to other robots useful measurements, whenever the

map is updated through the module MAPUPD, after a new batch of measurements

has been provided by the robot’s sensor.
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Figure 5.8: Diagram of the software architecture with information sharing: (a) interaction
between the robot and the host PC used for supervising 3-D mapping missions and providing
global localization through a global camera; (b) software modules running locally on the
robot. This is a revised version of the diagram represented in Fig. 4.17, page 135.

• MEASRCV – Measurements Receiver

A TCP/IP server that receives batches of useful measurements sent by module

MEASPROVID of other robots; the robot’s map is then updated accordingly, as if

those batches have been provided by the robot’s own sensor.

5.6 Results and discussion

This section presents results obtained within experiments carried out with the two coop-

erative mobile robots shown in Fig. 4.10, page 124, which were programmed accordingly

with the software architecture shown in Fig. 5.8. These experiments aimed at studying

the relation between the information sharing parameters Imin and skmax and the team’s

performance, by comparing the mission execution time tkmax with different values for those

parameters [RDC05b, RDC05a].

As in the experiments reported in section 4.8, page 136, the robots started each ex-

periment with a maximum entropy map and used the entropy gradient-based method

described in section 4.6.2, page 121, for exploring the environment until a given entropy
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threshold was attained. The map’s resolution was ε = 0.1 m. The initial map had an

entropy H(0) = 12.936×104 bits, wherein each voxel belonging to the grid had an entropy

value equal to 7 bits (6). The stopping criteria, which is formally stated through equation

(4.10), page 106, assumed Hth = 2.65× 103 bits (7). Nevertheless, the robots’ workspace

was slightly different from the one used in the experiments reported in section 4.8, mainly

in width. Moreover, the represented maximum height in the map was higher (1 m against

0.7 m).

Fig. 5.9 shows a photo of it and a plan of the room’s layout. As Fig. 5.9-b shows, the

robots’ workspace was roughly a rectangle having 4.1 m in width and 4.4 m in length.

It was completely delimited by walls, which was either covered with wood (real walls of

the laboratory) or covered with newspaper sheets (added vertical panels). The dotted

polygon in Fig. 5.9-b, in the middle of the robots’ arena, represents the area covered by

the global camera (8), while the surrounding rectangle represents the area covered by the

volumetric grid Y associated with the grid-based representation of the map (9). The value

of most of the parameters used in the experiments are presented in Table B.6, page 252.

The environment, the initial map and the stopping criteria were fixed for all the exper-

iments. In order to compare the performance of the team with a single robot, experiments

with a single robot, similar to the one reported through Fig. 4.19, page 139, were also

performed in those conditions. On average, the single robot needed tkmax(1) = 9053 s to

accomplish the mission, gathering a total of 2.742× 106 measurements, distributed along

kmax = 303 batches of measurements, with an average size mk = 9049 measurements.

Fig. 5.10 shows the maps’ evolution during one of those experiments. The map of each

robot is a result of measurements yielded by its own sensor and measurements received

from the other robot. Robot 2 attained first a map having entropy less or equal to the

pre-defined threshold Hth (see the map on the bottom-right of Fig. 5.10).

Table 5.2 summarizes the results obtained with the team of two robots, which are

however extensible and can be generalized to teams having an arbitrary number of robots,

because the robots’ program is intrinsically scalable to any team size. Each line of the

table represents an experiment with a different pair (skmax , Imin). The results in each

experiment (each line of the table) refer to the robot that first attained the entropy

6This value assumes that a histogram having b = 128 bins is used to compute the voxel’s discrete
entropy, through the voxel’s coverage quantized probability density function given by equation (4.7),
page 104.

7For instance, this map’s entropy level would be achieved if the standard deviation of every Gaussians
representing the voxels’ coverage was equal to σl = 0.01, ∀l∈Y .

8See section D, page 263, for further details about global localization with a color camera.
9See section 4.2, page 101, for further details about the grid-based representation.
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Figure 5.9: Workspace used in the experiments (July 2004): (a) photo showing the region
of the Mobile Robotics Lab of ISR Coimbra, where the experiments took place; (b) plan of
the workspace’s layout.
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Figure 5.10: Maps’ evolution along a 3-D mapping mission with two robots: each row
shows a snapshot of the map of each robot registered in the global reference frame {W}, at
a different instant time tk and entropy level H(C | Mk). In every rows, the best map was
held by robot 2 (maps shown on the right). The time tk(1) that a single robot would need
to obtain a map with the same entropy is shown on the bottom-right of the maps of robot
2. For this case, the parameters Imin = 0.1520 and skmax = 2500 were used.
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Table 5.2: Results obtained within experiments with two robots and different parameters
ruling the information sharing (parameters skmax and Imin).

skmax Imin tkmax

tkmax (2)
tkmax (1) mT uT

500 0.01450 8483 0.94 2795351 74729 3 %

1000 0.01450 8387 0.93 2726837 135661 5 %

1750 0.01450 7332 0.81 2447091 184550 8 %

2500 0.01450 6530 0.72 2375273 207636 9 %

5000 0.01450 7955 0.88 2643728 271612 10 %

20000 0 9450 1.04 3192788 1134455 36 %

20000 0.00723 7563 0.84 2453021 457390 19 %

20000 0.01450 6571 0.73 2345844 332270 14 %

20000 0.07400 7007 0.77 2676612 128345 5 %

20000 0.15200 7301 0.81 2595398 59499 2 %

20000 0.32193 7727 0.85 2930155 27323 1 %

threshold Hth, i.e. the robot having the best map at the end of the mission.

The 4th column shows the ratio between the mission execution time tkmax(2) with two

robots and the mission execution time tkmax(1) with one robot. Since the coverage of each

voxel was represented through a Gaussian model, the values used for Imin,

{0, 0.00723, 0.01450, 0.07400, 0.15200, 0.32193}, meant an average reduction on the

standard deviation of the influenced voxels by a measurement of at least {0%, 0.5%, 1%,

5%, 10%, 20%}, respectively.

Recall that when a robot acquired a new batch of mk measurements Mk = (xk,Vk)

through its own sensor, it sent to the other robot a batch of sk useful measurements

Sk = (xk,Uk), with sk ≤ mk ∧ sk ≤ skmax ∧ uk = 0. Conversely, a k-th batch of mk

measurements Mk = (xk,Vk) might not be acquired from its own sensor and thus might

be a batch of uk useful measurements sent (shared) by the other robotMk = Rk = (x′
k,U ′

k),

with uk = mk ≤ skmax ∧ sk = 0.

The 5th column shows the total number of measurements mT gathered by a robot

along the mission, which is given by

mT =

kmax∑
k=1

mk. (5.22)

The 6th column shows the total number of received measurements from the other robot
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Figure 5.11: Comparison of a 3-D mapping mission using a single robot or two robots: en-
tropy of the map along the mission (left) and cumulative number of processed measurements
along the mission (right). For the presented case, the parameters’ values Imin = 0.0145 and
skmax = 2500 were used.

uT , which is computed as

uT =

kmax∑
k=1

uk. (5.23)

It also shows the percentage of received measurements over the total number of measure-

ments mT .

5.6.1 Advantages provided by cooperation

The graph on the left of Fig. 5.11 compares the map’s entropy H(t) for the single robot

case and for the fastest experiment with two robots (4th row of Table 5.2). The robots’

cooperation accelerated the reduction of the map’s entropy and led to a reduction of 28%

in tkmax . As robots shared useful measurements through communication, each robot was

able to integrate in its map a greater number of measurements per time unit and achieved

a faster reduction of its map’s entropy [RDC05b, RDC05a]. The graph on the right of Fig.

5.11 shows that the two values of mT were similar, though that amount of measurements

was obtained within time intervals tkmax quite different.

Besides enabling cooperation and its aforementioned benefits, the coexistence of sev-

eral robots in the same workspace and the communication among robots also yield some

pitfalls contributing for the degradation of the team’s overall performance. Firstly, robots
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must share the workspace, which leads to some mutual interference. Secondly, the time

spent on communicating measurements to other robots sometimes delays other robot’s

computational operations (10). Thirdly, the time required for processing received measure-

ments through communication and updating the map upon them might not be negligible,

especially for higher values of skmax .

While the two latter problems depend mostly on the communication bandwidth and

the robots’ computation power, the former problem, i.e. minimizing the interference

among robots, is a key point for taking the maximum advantage from the cooperation

among robots. This issue is thoroughly addressed in chapter 6.

5.6.2 Influence of communication selectivity

Fig. 5.12 presents a graph of tkmax as a function of parameter Imin and curves of the

cumulative sum
∑
uk of received measurements from the other robot along the mission,

for different values of Imin. For this figure, the maximum number of allowable commu-

nicated measurements at a given time instant was skmax = 20000. Since the number

of measurements yielded by the sensor was about 104 measurements, skmax did not re-

strict in this case the communication for any acquired batch of measurements, because

mk < skmax , 1 ≤ k ≤ kmax.

The graph on the left of Fig. 5.12 shows that decreasing Imin from 0.32193 to 0.01450

led to smaller mission execution times. However, for Imin < 0.01450, the graph of tkmax

presents a remarkable inflection, which led to a fast degradation of the team’s performance.

This observation puts on evidence the importance of selecting the most useful information

to be communicated. If the selection is too weak, most of the communicated information

becomes redundant and the time spent on communicating and processing that superfluous

information becomes very significant [RDC05a, RDC05b].

The curves on the right of Fig. 5.12 show that the first derivative is the same at the

beginning of the mission, because skmax is common to all of them. However, as long as the

mission is executed, the derivative decreases to an extent which depends on the selectivity

introduced by Imin.

10Note that, accordingly the software architecture shown in Fig. 5.8, after a robot updates its
map (module MAPUPD), it must wait to completely send useful measurements to other robots (mod-
ule MEASPROVID), before selecting another exploration viewpoint (module SURVCTRL) and thus starting a
new sensing cycle. Nevertheless, note that the robot’s communication protocol prevents the robot to be
hung on for many time when communication errors occur.
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Figure 5.12: Influence of the information selectivity — parameter Imin — on the mission
execution time with two robots, using skmax = 20000: mission execution time (left) and
cumulative number of received measurements from the other robot along the mission (right).

5.6.3 Influence of the amount of communication

Fig. 5.13 presents a graph of tkmax as a function of parameter skmax and curves of the

cumulative sum
∑
uk of received measurements from the other robot along the mission,

for different values of skmax . For this figure, Imin was fixed and set to 0.01450.

The graph on the right of Fig. 5.13 shows that reducing the communication band-

width skmax always led to an increase of tkmax and thus a worse team’s performance

[RDC05b, RDC05a]. As cooperation in a 3-D mapping mission relies completely on ex-

plicit communication, restricting it also restricts the extent of cooperation. However, in

the case of Imin, being selective to some extent is beneficial in order to select the most

useful information and to avoid the communication of redundant information.

The curves on the right of Fig. 5.13 show that the first derivative by the end of the

mission is the same, because Imin is common to all of them; and that it is as high as skmax

at the start, since this parameter configures a bandwidth limitation.

5.7 Summary and conclusion

This chapter started by proposing a distributed architecture model for building volumetric

maps with a team of cooperative robots, whereby each robot is altruistically committed

to share useful measurements with its teammates [RDC05b, RDC05a].
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Figure 5.13: Influence of the maximum number of communicated measurements — pa-
rameter skmax — on the mission execution time with two robots, using Imin = 0.01450:
mission execution time (left) and cumulative number of received measurements from the
other robot along the mission (right).

Given a specific multi-robot mission and its associated performance measure, a piece

of information is as useful as it yields a high ratio between performance improvement

and cost increasing. In order to devise a formal measure of information utility, a specific

case-study was thoroughly described to get some insight about the information utility

concept itself. In this case study, several robots explore a given environment with the

aim of finding regions of interest and perform work therein [RDC03]. Results obtained

in simulations of this type of multi-robot mission demonstrated the correlation between

lesser execution times and higher utility of the information shared among robots.

Using the grid-based probabilistic volumetric mapping framework proposed in chapter

4, an entropy-based measure of information utility was formulated, whereby the utility of

a given range measurement is as useful as it contributes to improve the robot’s map. This

measure was then applied to the distributed architecture proposed at the beginning of

the chapter, in order to support a cooperation scheme for sharing efficiently sensory data

within a team of robots. At the end of the chapter, after describing the implementation

of the proposed cooperation scheme in mobile robots, experimental results obtained in

cooperative volumetric mapping missions with mobile robots [RDC05b, RDC05a] were

presented and discussed.

Those experimental results yielded some general guidelines for developing communi-

cation schemes aiming at fostering cooperation. The maximum size of a communicated
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batch skmax is imposed by the communication channel capacity, whereas the minimum

information utility Imin of each communicated measurement has to be tuned in an intelli-

gent way, whereby its selective power is beneficial for the robotic team’s performance: on

one hand, it should be selective enough to avoid communicating redundant information;

on the other hand, it should not be too selective, so as to enable efficient information

sharing and cooperation among robots.

The proposed cooperation scheme based on sharing useful sensory data allows to ac-

complish a volumetric mapping mission with two robots in less time than a single robot.

This was demonstrated in the experiments reported in this chapter. This kind of co-

operation is essential to take advantage from the spatial distribution and computational

parallelism yielded by multiple robots. It was shown that if communication is not used

properly, it may degrade significantly the team’s performance due to redundant informa-

tion that is communicated among robots.

Nevertheless, even when that cooperation via explicit communication is well config-

ured, there is an important challenge raised by the multi-robot system, which has not

been addressed yet: since robots must share the workspace, they may either perform not

useful work or interfere each other, if they do not coordinate properly their exploration

actions.

There are mainly three types of undesirable phenomena that may occur within a team

of robots performing a mapping mission. Firstly, a robot may sense a region that has

already been sensed by another robot. Secondly, a robot may be blocked by other robots

when moving between two consecutive exploration viewpoints. And, thirdly, the robot’s

sensor may be occluded by the presence of other robots in its field of view, when measuring

the environment.

These phenomena degrade unavoidably the team’s performance and justify why the

mission execution time reduction yielded by two robots, when compared with a single

robot, was not so impressive. In the best case, two robots took 72% of the time needed by

a single robot to accomplish the same mission, which is far away from a linear performance

gain with team size, wherein two robots would spend just half the time of a single robot.

Next chapter addresses the aforementioned problems by complementing the distrib-

uted architecture proposed in this chapter with a suitable coordinated exploration method,

aiming at attaining more effective cooperation and better team’s performance.
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Chapter 6

Improving cooperation through

coordinated exploration

Previous chapters addressed important issues related with building volumetric maps by

using mobile robots equipped with range sensors, especially stereo-vision sensors.

Chapter 4 proposed a grid-based probabilistic framework for representing volumetric

maps and updating them upon range measurements, which modeled explicitly uncertainty

through the entropy concept [RDC05d, RDC05a]. Using this important feature, the frame-

work was used to propose a straightforward entropy-based formulation of frontier-based

exploration [Yam98], whereby the robot’s sensor is directed to frontier voxels between

more explored and less explored regions.

Chapter 5 used the aforementioned framework to propose a completely distributed

architecture model, aiming at controlling a team of cooperative mobile robots and building

a volumetric map in less time than a single robot [RDC05b, RDC05a]. Besides each robot

being capable of building a map alone (as in chapter 4), it is also committed to share

altruistically with its teammates the most useful measurements obtained from its sensor.

This cooperation scheme takes advantage from the space and time distribution yielded by

multiple robots, by virtually magnifying the sensory capabilities of each individual robot.

Building a volumetric map is essentially an exploration mission. The goal is to com-

pletely sense the whole environment so as to accumulate sufficient sensory evidence and

build a consistent spatial model with low uncertainty, i.e. a map with low entropy. For-

mally, accordingly with equation (4.10), page 106, given a lower entropy bound Hth rep-

resenting the maximum uncertainty of the final map, the goal is to decrease the map’s

uncertainty (entropy) until it is less than Hth. Obviously, the time required to accom-

plish this goal should be minimized, by acquiring as much new information about the

179
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environment as possible with every sensing cycle. The goal of the gradient entropy-

based exploration strategy proposed in section 4.6.2, page 121, is precisely to minimize

the mission execution time, by maximizing the information gain in each sensing cycle

[RDC05b, RDC05d, RDC05a].

Chapter 4 validated experimentally the entropy-gradient exploration strategy with a

single robot; it demonstrated that the exploration algorithm nicely converges to a map

with lower entropy. However, chapter 5 presented experimental results with two coopera-

tive robots that allowed to conclude that it does not yield impressive results with multiple

robots, because it does not avoid interference among robots due to lack of coordination

[RDC05b, RDC05a]. In the best case, two robots took 72% of the time needed by a single

robot to accomplish the same mission, which is far away from a linear performance gain

with team size, wherein two robots would spend just half the time of a single robot.

This chapter addresses the aforementioned problem by complementing the distrib-

uted architecture proposed in chapter 5 with a suitable coordinated exploration method

[RDC05c], aiming at achieving more effective cooperation and better team’s performance.

After clearly identifying the undesirable behaviors that arise because of lack of coordi-

nation, this chapter extends the distributed architecture model for volumetric mapping,

whereby each robot has a higher level of awareness about the other robots’ state in order

to coordinate its exploration actions with the rest of the team.

The most important feature of the coordinated exploration method is to avoid sens-

ing overlapping regions with different robots. This problem is formulated as a mutual

information minimization problem. In order to support this formulation, mathemati-

cal expressions for computing mutual information between sets of random variables are

derived. Then, the entropy gradient-based exploration method, previously proposed in

chapter 4, is refined with a coordination mechanism, which, besides minimizing sensing

overlapping, also avoids other undesirable inter-robot interference phenomena [RDC05c].

The chapter ends by presenting and discussing experimental results, obtained from

volumetric mapping experiments with mobile robots and from computer simulations, so

as to demonstrate the performance improvement yielded by the proposed coordinated

exploration method.

6.1 How robots can improve the team’s performance?

The experiments reported in section 5.6, page 168, regarding volumetric maps obtained

with multiple cooperative mobile robots, lead to the conclusion that cooperation through
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Figure 6.1: Example showing two robots sensing regions that overlap each other (robots i
and j).

information sharing should be complemented with a suitable coordination mechanism,

in order to achieve better performance and effective cooperation. This section describes

thoroughly the main problems that arise due to lack of cooperation. The goal is to identify

what coordination actions robots should follow in order to overcome those problems and

improve the team’s overall performance. This knowledge is used in the following sections

to propose a coordination mechanism.

All of the undesirable phenomena that arise due to lack of coordination in the explo-

ration with multiple robots share a common and obvious root: several robots working in

the same workspace may interfere each other. There are essentially three types of undesir-

able phenomena [RDC05c]: robots sensing regions that overlap each other; constraining

the robot’s motion within the workspace due to stopped robots that either block some

trajectories or cause some regions to be unreachable; the robot’s sensor may be occluded

by the presence of other robots in front of it.

6.1.1 Avoiding sensing overlapping regions

The first problem occurs when a robot senses a region that is already being sensed by

another robot. Fig. 6.1 shows an example wherein two of the robots — robots i and j —

are sensing regions that overlap each other. This is an undesirable situation because of

two reasons.

Firstly, sensing coincident regions means a loss of efficiency, since it yields a less

attainable information gain than when robots sense regions that do not overlap each other.

Recall that the main goal in an exploration mission is to minimize the time required to

completely sense the environment. If two or more robots sense overlapping regions, they
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are using their sensors to acquire information from the environment that could be acquired

by just one of them. Obviously, this redundancy significantly degrades the team’s overall

performance, because the robot’s resources (e.g. sensors, processor, memory etc.), used

to acquire and process the same information than other robots, could be used to acquire

and process other non-redundant sensory information.

Secondly, motion interference (e.g. a robot being blocked by another stopped robot)

and mutual sensor occlusions are naturally more likely to occur when robots explore

nearby regions.

For these reasons, each robot should be programmed so as to explore regions that are

not already being explored by other robots [RDC05c]. This necessarily requires that each

robot be aware of what are the selected viewpoints by the other robots in the team, so

as to estimate what are the regions already covered by the rest of the team. With this

purpose, the architecture model proposed in section 5.1, page 147, must be extended in

order to support that increased level of awareness through an extra communication flow

among robots.

6.1.2 Avoiding not reachable exploration viewpoints

The second problem occurs when a robot selects a given exploration viewpoint for which

its chosen trajectory is blocked by other robots. These robots are usually stopped in order

to acquire new range data and process it and, thus, remain therein until starting to move

to their next selected viewpoint. There are cases for which these stopped robots may

cause the selected exploration viewpoint be temporarily completely unreachable, because

there is no any alternative trajectory that is not blocked by them.

Fig. 6.2 shows an example wherein a robot — robot i — cannot reach its selected

viewpoint by following a straight trajectory from its current pose, due to the presence of

other two stooped robots — robots j and k — located in front it. Note that it is certainly

possible in this case the robot choosing another alternative trajectory surrounding robots

j and k, though it has a longer distance than the straight trajectory and, thus, requires

necessarily more time to be completed.

When a robot selects a trajectory that is blocked by other stopped robots, it may

choose between: looking for another alternative trajectory, for which it is not blocked;

selecting another exploration viewpoint; or waiting until the blocking robots free the

trajectory. In any case, there is always some loss of performance.

In the first and second cases, there is an extra required computation after the robot
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Figure 6.2: Example showing a robot blocked by other robots: robot i is blocked by robots
j and k when moving to its selected viewpoint.

detects the blocking situation, which necessarily requires some computation time. In the

third case, the robot’s waiting time is completely worthless for the mapping mission, since

the robot is just doing nothing until the other robots do not block it; this choice is thus

the worst one and should not be followed. Moreover, in the first two cases, the robot

spends some worthless time to move until reaching the stopping robot and detecting the

blocking situation.

By simplicity, it is assumed that robots always follow straight trajectories between

consecutive exploration viewpoints. This is indeed the case of experiments reported in

section 4.8, page 136, and section 5.6, page 168. This assumption is justified by two

reasons. Firstly, because the environments being mapped are mainly uncluttered (1), fol-

lowing straight trajectories is a viable strategy, which has the advantage of minimizing

the traveled distance and the time required to move the robots. Secondly, when the

aforementioned blocking situation occurs, it is usually more worth to select another ex-

ploration viewpoint than recovering from it by choosing a more complex trajectory; this

non-straight trajectory would increase the robot’s motion control complexity and would

be more time-consuming.

Nevertheless, better than recovering from the aforementioned blocking situation is

just to avoid it. Likewise in the case of sensing overlapping, this only requires that the

robot be aware of the viewpoints selected by its teammates. Using this knowledge and

its current map, when the robot has to choose an exploration viewpoint from a set of

viewpoints, it just assesses how reachable they are and penalizes those viewpoints that

are likely not reachable due to the presence of stopped robots or other obstacles cluttering

the environment [RDC05c]. This necessarily slightly increases the computation burden

1See, for example, Fig. 4.18, page 137.
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Figure 6.3: Example showing a robot being interfered by other two robots: the sensor of
robot i is partially occluded by robots j and k, located in front of it.

required to select the robot’s next viewpoint, but it prevents the robot to lose time on

making worthless movements towards blocking situations, or recovering from them.

6.1.3 Avoiding partial occlusions of the robot’s sensor

The third problem occurs when the robot’s sensor is being used to measure the environ-

ment and is partially occluded by the presence of other robots located within its field of

view. These robots usually remain stopped for some time while they acquire and process

therein new range data.

Fig. 6.3 shows an example wherein the sensor of a robot — robot i — is partially

occluded by two robots located in front of it — robots j and k. Since the team’s goal is to

build a map of the environment itself, wherein the robots should not appear on it, those

partial occlusions are highly undesirable because they reduce the robot’s field of view and

thus limit the robot’s sensory capabilities.

There are two possible choices to deal with an occlusion of the robot’s sensor. Firstly,

if the robot is aware of the other robots’ localization, it may just filter, i.e. discard, those

range measurements that are due to the presence of its teammates. Secondly, if the robot

is not aware of its teammates’ localization, it cannot detect the occlusion situation and will

add to its map some noise, which is caused by integrating range measurements whereby

moving obstacles located somewhere in the environment’s free space are represented in

the map. Nevertheless, the robot suffers from some loss of efficiency in both cases: in

the former case, the robot cannot take full advantage of its sensory capabilities; in the

latter case, the robot will obtain a noisier map of the environment due to integrating on

it undesirable dynamic objects, i.e. moving robots.

Therefore, likewise in the cases of sensory overlapping and not reachable exploration
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viewpoints, the robot should be aware of the viewpoints selected by the other robots in

the team, so as to be able to predict if its sensor will be occluded by other robots if a given

viewpoint is selected [RDC05c]. Using that knowledge and extra computation, the robot

may avoid to select an exploration viewpoint yielding undesirable partial occlusions.

6.2 Distributed architecture for 3-D mapping with

improved coordination

The previous section identifies the main problems that arise in a team of mobile robots

performing volumetric missions, because of the lack of coordination of their exploration

actions. It also points out informally solutions to overcome those problems, which basi-

cally requires that each robot be aware of what are the selected viewpoints by the other

robots in the team. Moreover, the robot needs to have sufficient information about the

other robots’ sensors, so as to be able to estimate what are the regions covered by its

teammates. Therefore, the distributed architecture model described in section 5.1, page

147, must be extended in order to support this increased level of awareness.

Consider again a fleet F = {1, . . . , n} of n robots equipped with on-board range

sensors. Figures 6.4 and 6.5 depict complementary views of a revised version of the dis-

tributed architecture model for building volumetric maps with multiple cooperative robots

[RDC05c]. Although both figures refer to an individual robot i ∈ F , the interaction with

the rest of the team, i.e. the set of robots F\i, is represented through the communication

block and its associated data flow, which is represented in Fig. 6.4.

Within this revised architecture model, communication among robots is used with two

purposes:

• For sharing useful range measurements among robots;

• To let other robots know the selected sensor’s viewpoint and the visibility parameters

of each individual robot, in order to coordinate the exploration process with multiple

robots.

While the former type of communication is already supported by the previous version

(see section 5.1, page 147), the latter type of communication is introduced in this revised

version to increase the robot’s awareness about its teammates.

Now, when the robot i has to select its next exploration viewpoint Y s, besides using its

current map P(C | Mk), it uses its current visibility parameters ri and αi, and visibility
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Figure 6.4: Block diagram showing the relation between different parts of the process and
the resources of a given robot of the team, including the interaction required to support the
coordinated exploration.

information {(Y s
j , rj, αj) : j ∈ F\i} about all the other robots in the team F\i (2). The

goal is to select the most uncertain regions of the map and coordinate the exploration

with multiple robots, by minimizing mutual sensory information and interference.

Whenever a robot selects a viewpoint Y s for its sensor, the communication module

is used to communicate the tuple (Y s
i , ri, αi), i.e. the new selected viewpoint and its

current visibility parameters. This minimal extra communication ensures that all robots

have sufficient awareness to coordinate the exploration. Note that each robot updates

its visibility parameters r and α whenever it gets a new batch of measurements (see Fig.

6.5).

2The definition of the visibility parameters r and α is given latter on in this chapter. For now, assume
that these parameters can be used, in conjunction with the pose of a robot, to estimate its sensor’s field
of view. Recall that this is required to avoid selecting an exploration viewpoint whose sensed region
overlaps with regions already being sensed by other robots.
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Figure 6.5: Flowchart showing the data flow of a given robot of the team, including the
information flow required to support the coordinated exploration.

6.3 Mutual information between sets of discrete ran-

dom variables

The situation wherein a robot senses a region that overlaps with regions already being

sensed by other robots is addressed in section 6.1.1, page 181. The reasons why this is

an undesirable behavior are also addressed therein. In order to overcome the problem,

when the robot has to choose its next exploration viewpoint from a set of alternatives, it

should quantify the overlapping associated with each potential exploration viewpoint, so

as to minimize that overlapping.

Using the probabilistic framework proposed in chapter 4, which is based on entropy,

the aforementioned overlapping can be quantified through the mutual information be-

tween the volumes sensed by different robots. The coverage of each one of those volumes

is modeled through sets of discrete random variables (3), being each one of these variables

a representation of a given voxel’s coverage. The sensing overlapping problem can be thus

3Due to the statistically independence assumption concerning the coverage of different voxels (see
section 4.2, page 101), those sets of random variables are, indeed, sets of statistically independent random
variables.
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formulated as a mutual information minimization problem. This section uses the theo-

retical background presented in chapter 3 to extend the definition of mutual information

between two discrete random variables to sets of random variables [RDC05c]. This knowl-

edge is used afterwards to deal with the aforementioned problem through a coordination

mechanism.

The definition of mutual information given by equation (3.22), page 90, can be easily

generalized to the mutual information between a set of random variablesX = {X1, . . . , Xn}
and a variable Y as [RDC05c]

I(X ;Y ) = I(X1, . . . , Xn;Y ) (6.1)

= H(X1, . . . , Xn)−H(X1, . . . , Xn | Y ) (6.2)

=
n∑

i=1

H(Xi | X1, . . . , Xi−1)−
n∑

i=1

H(Xi | X1, . . . , Xi−1, Y ) (6.3)

=

n∑
i=1

H(Xi | X1, . . . , Xi−1)−H(Xi | X1, . . . , Xi−1, Y ) (6.4)

=
n∑

i=1

I(Xi;Y | X1, . . . , Xi−1). (6.5)

Equation (6.2) means that the mutual information is the information of the set X minus

its information when the variable Y is given (4). Equation (6.3) is obtained by applying

to both terms of equation (6.2) the joint entropy definition for a set of discrete random

variables, which is given by equation (3.18), page 89. Equation (6.5) is obtained from

equation (6.4) by using the definition of conditioned mutual information provided by

equation (3.28), page 91. A simple example of the application of equation (6.5) is

I(X ;X1) = H(X1). (6.6)

See section (A.2.1), page 247 for the details about this example. It shows that the in-

formation which is contained both in X and X1 is simply the information of the random

variable X1.

Note that substituting the variable Y in equation (6.1) by a set of discrete random

variables Y nothing changes in the steps whereby equation (6.5) is derived. Therefore, we

can easily generalize it as [RDC05c]

I(X ;Y) =

n∑
i=1

I(Xi;Y | X1, . . . , Xi−1). (6.7)

4This is analogous to the mutual information concept that raised the definition given by equation
(3.22), page 90.
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Equation (6.7) can be recursively applied to define the mutual information between

two sets of random variables X 1 = {X1
1 , . . . , X

1
m} and X 2 = {X2

1 , . . . , X
2
n} as [RDC05c]

I(X 1;X 2) = I(X1
1 , . . . , X

1
m;X2

1 , . . . , X
2
n)

=

m∑
i=1

I(X1
i ;X2

1 , . . . , X
2
n | X1

1 , . . . , X
1
i−1) (6.8)

=
m∑

i=1

I(X2
1 , . . . , X

2
n;X1

i | X1
1 , . . . , X

1
i−1) (6.9)

=

m∑
i=1

n∑
j=1

I(X2
j ;X1

i | X1
1 , . . . , X

1
i−1, X

2
1 , . . . , X

2
j−1) (6.10)

=
m∑

i=1

n∑
j=1

I(X1
i ;X2

j | X1
1 , . . . , X

1
i−1, X

2
1 , . . . , X

2
j−1) (6.11)

From equation (6.8) to equation (6.9), and from equation (6.10) to equation (6.11), it was

used the mutual information symmetry property provided by equation (3.25), page 90.

An example of the application of equation (6.11) is

I(X1, X2, X3;Y1, Y2) = H(X1, X2, X3) +H(Y1, Y2)−H(X1, X2, X3, Y1, Y2). (6.12)

The proof of this equality is presented in section A.2.2, page 248. The mutual information

between the two sets of random variables is thus the sum of the information contained

in each set — first and second terms — minus the information contained in the union of

both sets — third term. If the mutual information is null, those two quantities are equal;

otherwise, the union set has less information than the sum of information contained by

each individual set. An interesting particular case for the above example is

I(X1;X2, X3;X1, X2) = H(X1, X2), (6.13)

wherein two variables — X1 and X2 — are contained in both sets.

The previous example suggests a generalization of equation (3.23), page 90, which

relates joint entropy and mutual information of two random variables, to a relation between

joint entropy and mutual information of two sets of random variables [RDC05c]. Indeed,

given any pair of sets of random variables, it can be easily obtained by induction the

relation

I(X 1;X 2) = H(X 1) +H(X 2)−H(X 1 ∪ X 2)⇔ (6.14)

H(X 1 ∪ X 2) = H(X 1) +H(X 2)− I(X 1;X 2), (6.15)

wherein H(X 1 ∪ X 2) denotes the joint entropy of the union set of random variables R =

X 1 ∪X 2. This means that R may have less than m+n variables if I = X 1 ∩X 2 = ∅, i.e.

if one or more random variables are contained in both sets (strict statistical dependence).
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6.3.1 Special case of sets of statistically independent variables

Accordingly with the inequality given by equation (3.19), page 89, the joint entropy of a

set X = {X1, . . . , Xn} of statistically independent random variables is given by

H(X ) = H(X1) +H(X2) + . . .+H(Xn) =
n∑

i=1

H(Xi) (6.16)

and the union of sets of statistically independent random variables is given by

H(X 1 ∪ X 2 ∪ . . . ∪ X n) =
∑

Xk∈X 1∪X 2∪...∪Xn

H(Xk), (6.17)

i.e. it is simply the sum of its variables’ entropy [RDC05c].

Consider two subsets of independent random variables X 1 ⊆ X and X 2 ⊆ X . Using

equation (6.17), equation (6.14) may be re-written as

I(X 1;X 2) = H(X 1) +H(X 2)−H(X 1 ∪ X 2)

=
∑

X1
i ∈X 1

H(X1
i ) +

∑
X2

j ∈X 2

H(X2
j )−

∑
Xk∈X 1∪X 2

H(Xk), (6.18)

which is a special case that is only applicable to sets of independent random variables.

All of the terms in the two first sums of equation (6.18) are cancelled by the terms in the

last sum, except the terms related with variables belonging to both sets. Thus, we have

two cases:

I(X 1;X 2) =




∑
Xi∈X 1∩X 2

H(Xi), X 1 ∩ X 2 = ∅,

0, otherwise.
, (6.19)

which means that any mutual information between the two sets is due to variables be-

longing to both sets [RDC05c].

6.4 Uncertainty covered by the robot’s sensor

The main feature of the multi-robot coordinated exploration strategy proposed in this

chapter is to avoid the undesirable situation wherein a robot senses a region that overlaps

with regions already being sensed by other robots. This undesirable behavior is thoroughly

addressed in section 6.1.1, page 181. Moreover, accordingly with section 6.1.3, page 184,

each robot should also avoid the interference caused by teammates appearing within the

region covered by its sensor, since it yields undesirable occlusions. The robot’s ability

to overcome both of the aforementioned situations depends on its ability to formally

represent the region covered by the sensor of each robot, including itself.
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Figure 6.6: Robot’s visibility: it is defined as the light-grey shaded region represented in
the diagram shown on the right, which is computed upon the maximum sensor’s range r
and the maximum angle α with the heading p̂. The pose of the robot’s sensor is Y = (x, a),
being x ∈ R

3 its position and a = [θ, φ, ψ]T its orientation. Both parameters r and α change
dynamically with the surrounding environment and, thus, the robot’s visibility is usually
smaller than the potential sensor’s range (dark-grey shaded region in the bottom diagram).

This section uses the probabilistic framework proposed in chapter 4 to present the

notions of robot’s visibility and robot’s visible map [RDC05c]. Associated with these

notions, the definitions of robot’s visible map entropy and mutual information between

the visible maps of different robots are also presented. The former definition is a formal

measure of the map’s uncertainty that is covered by the robot’s sensor. The latter de-

finition is a formal measure of the overlapping between the regions sensed by different

robots. These definitions are used afterwards to formulate the sensing overlapping as

a mutual-information minimization problem, and to propose a multi-robot coordinated

exploration strategy that aims at overcoming the problems described in section 6.1.

6.4.1 Robot’s visibility

Recall that Y = (x, a) denotes the robot’s pose, which includes its position x ∈ R
3 and

orientation a = [θ, φ, ψ]T . The robot’s visibility is defined as the maximum volume that a

robot can sense from its current pose (see Fig. 6.6). Given the maximum range distance r

and the maximum angle α with the heading p̂ of the robot’s sensor, the robot’s visibility

V(x, a, r, α) ⊂ R
3 is a region defined as the continuous set of points [RDC05c]

V(x, a, r, α) = {y ∈ R
3 :‖y − x‖ ≤ r,

0 ≤ arccos

(
(y − x) · p̂
‖y − x‖

)
≤ α},

(6.20)
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wherein the robot’s heading p̂ is given by equation (4.49), page 122. The operation

(y − x) · p̂ denotes the internal product of vectors (y− x) and p̂.

As Fig. 6.6 shows, the robot’s visibility is both limited by the sensor itself and the

environment surrounding it. Although the methods proposed in this thesis can be used

with any type of range sensor, they were validated by using stereo-vision range sensors,

whose sensing ability is both limited in distance and angle (see section 4.7.2, page 125).

The volume delimited by the maximum and minimum distances that a stereo-range sensor

can measure (5) — the horopter — depends on the stereo-rig’s baseline and the selected

parameters for the stereo correlation algorithm, namely the number of disparities and the

horopter offset. The angular limitation is introduced by the sensor through its lens’ focal

length, which determines a wider or narrower visibility region around the normal vector

p̂ to the image plane, through an angle α.

But, whether the robot is currently exploring a wide open area or a narrower space,

the robot’s visibility is also dynamically conditioned by the presence of obstacles in front

of the sensor, which hide the space behind them and reduce the sensor’s intrinsic range

(see Fig. 6.6). For instance, if the robot was exploring a wide room and enters into a

corridor, or if it gets closer to a wall, both r and α will likely be reduced, which will reduce

the robot’s visibility. Note, however, that while parameter r tends to vary significantly

if the robot is moving towards an obstacle, parameter α remains almost constant, unless

the robot moves laterally to an obstacle (e.g. if the robot moves along a wall, very close

to it).

In order to dynamically adapt the robot’s visibility with the surrounding environment,

the latest data provided by the sensor can be used to estimate r and α [RDC05c]. Given

the latest batch of measurements Mk, having mk measurements, the robot’s visibility

parameters are estimated as:

r̂ =
1

mk

mk∑
i=1

‖−→v k,i‖, (6.21)

α̂ = max
i

[
arccos

(−→v k,i · p̂
‖−→v k,i‖

)]
. (6.22)

Equation (6.21) computes the average distance and equation (6.22) computes the maxi-

mum angle with the sensor’s heading along all measurements contained in the latest batch.

Note that the flow diagram represented in Fig. 6.5, page 187, indicates that equations

5The minimum measurable distance is not considered explicitly herein, because it corresponds to open
space (null coverage) between the sensor and its real visibility region. Therefore, by simplicity, that lower
bound is neglected and it is assumed to be null.
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(6.21) and (6.22) are used to update the visibility parameters r and α, whenever the ro-

bot acquires a new batch of measurements (see the output of the box “Get measurements

from robot’s sensor”).

6.4.2 Visible map

Consider a fleet F = {1, . . . , n} of n robots performing a volumetric mapping mission

and one of the robots in the team i ∈ F . The visibility Vi = V(xi, ai, ri, αi) ⊂ R
3 of

this robot represents a sub region of the environment being mapped that robot i is able

to sense and, thus, measurements gathered from its current pose Yi = (xi, ai) will only

influence its knowledge about that sub region. Accordingly with the volumetric model

proposed in chapter 4, which divides the volume being mapped into a set Y of equally

sized voxels (see Fig. 4.2, page 102), that sub region refers to the subset of voxels

Z i = {l ∈ Y : w(l) ∈ V(xi, ai, ri, αi)} ⊂ Y , (6.23)

wherein w(l) denotes the center coordinates of a voxel l ∈ Y .

The robot’s visible map is the subset of coverage random variables

Ci = {Cl, l ∈ Z i} ⊂ C. (6.24)

These random variables are described statistically by the subset of probability density

functions

P(Ci) = {p(cl) : l ∈ Z i}, P(Ci) ⊂ P(C), (6.25)

representing the robot’s knowledge about the visible sub region covered by the set of

voxels Z i ⊂ Y . As in the case of equations (4.6) and (4.9), page 104, derived for the

whole map, the joint probability density function of the robot’s visible map is

p(Ci) =
∏
l∈Zi

p(cl), (6.26)

and the joint entropy of the robot’s visible map is

H(Ci) =
∑
l∈Zi

H(Cl) < H(C). (6.27)

Equation (6.27) is a formal measure of the uncertainty covered by the sensor of robot i

[RDC05c], wherein the inequality means that the robot’s visible map covers only part of

the uncertainty associated with the whole map.
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The other robots in the fleet F\i cover the set of voxels

W i =
⋃

j∈F\i
Zj ⊆ Y (6.28)

and have a joint visible map denoted as

T i =
⋃

j∈F\i
Cj ⊆ C, (6.29)

whose joint entropy is given by

H(T i) =
∑
l∈Wi

H(Cl). (6.30)

Equation (6.30) measures the uncertainty covered by the rest of the team [RDC05c].

The fleet covers the set of voxels

W = Z i ∪W i ⊆ Y (6.31)

and has a joint visible map denoted as

T = Ci ∪ T i ⊆ C. (6.32)

Accordingly with equation (6.15), page 189, the joint entropy of the team’s visible map

is given by

H(T ) = H(Ci) +H(T i)− I(Ci; T i) < H(C), (6.33)

which measures the uncertainty being covered by the whole team, which is just part

of the uncertainty H(C) associated with the whole map [RDC05c]. Since both sets of

coverage random variables Ci and T i are subsets of C, and being C a set of statistically

independent random variables containing one variable for each voxel of the grid Y , the

mutual information I(Ci; T i) between the robot’s visible map and the joint visible map

of the other robots cab be computed through equation (6.19), page 190. This mutual

information is a formal measure of the overlapping between the robot’s visible map and

the joint visible map of the rest of the team. It is null if the robot’s visible map does not

overlap with the other robots’ visible maps; otherwise, it is the sum of the entropy of the

voxels belonging to the overlapping (6).

6Note that, theoretically, I(Ci; T i) may be also null when the visible maps overlap each other, if
the uncertainty associated with the overlapping, i.e. the uncertainty associated with the intersection of
the regions being sensed by the different robots, is null. Nevertheless, this is a quite unlikely situation,
because robots use the exploration algorithm proposed in section 4.6.2, page 121, which seeks for regions
with high uncertainty (entropy).
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6.5 Multi-robot coordinated exploration strategy

In an exploration mission, the objective is to acquire as much new information about

the environment as possible with every sensing cycle, i.e. to maximize the information

gain [RDC05c]. Intuitively, this is equivalent to select new regions to explore so that

the robot’s sensor covers as much uncertainty as possible. For this reason, each single

robot i ∈ F should maximize its visible map joint entropy H(Ci). This is indeed the

goal of the entropy gradient-based exploration method proposed in section 4.6.2, page

121 [RDC05b, RDC05d, RDC05a].

However, due to the problem described in section 6.1.1, page 181, in the case of mul-

tiple robots, it is also crucial to minimize the mutual information due to the overlapping

between the visible map of a given robot and the visible map of the rest of the team,

because that situation yields a lower joint entropy for the team’s visible map, and thus

a less attainable information gain than in the non-overlapping case [RDC05c]. This con-

clusion can be obtained from equation (6.33), which is also schematically represented in

Fig. 6.7 through an illustrative example, wherein the team’s goal should be clearly to

minimize the mutual information I(Ci; T i). Moreover, as the experiments reported in

section 5.6, page 168 reveal, motion interference and mutual sensor occlusions are more

likely to occur when robots explore nearby regions that eventually overlap each other,

which leads to further performance degradation [RDC05b, RDC05a].

Therefore, with multiple robots, each robot i ∈ F should select a new exploration

viewpoint in such a way so that the joint entropy of the team’s visible map H(T ) is

maximized. Accordingly with equation (6.33), this is a twofold objective [RDC05c]:

• Likewise in the single robot case (see section 4.6.2, page 121), to maximize the joint

entropy of its own visible map H(Ci) (7);

• And to avoid the overlapping with the other robots’ visible maps, so as to minimize

the mutual information I(Ci; T i).

Furthermore, achieving successfully the former part of the objective with multiple

robots also requires the minimization of interference phenomena related with not reachable

exploration viewpoints (see section 6.1.2, page 182) and robots’ mutual occlusions (see

section 6.1.3, page 184). This section refines the exploration method proposed in section

4.6.2, page 121, for a single robot, with a coordination mechanism based on mutual-

information minimization and interference minimization [RDC05c].

7If this behavior is common to all robots, the quantity H(T i) will be also maximized.



196 Chapter 6. Improving cooperation through coordinated exploration

Figure 6.7: Example showing visible maps with 3 robots i, j and k. The mutual information
I(Ci; T i) > 0, decreases the team’s visible map joint entropy H(T ), i.e. the team covers a
smaller part of the map’s uncertainty H(C).

Considering a given robot i ∈ F , the exploration method selects the best voxel from

a subset of Y located in its neighborhood, by computing:

• The entropy gradient;

• The associated visible map’s mutual information;

• A coefficient measuring how much it is reachable;

• An interference coefficient related with occlusions due to other robots.

Accordingly with the revised version of the distributed architecture model, which is

presented in section 6.2, page 185, it is assumed that, whenever a given robot j ∈ F selects

a new pose Y s
j = (xs

j , a
s
j), all the other robots in the team F\j are informed through direct

communication about its new selected pose and its current range parameters rj and αj ,

i.e. the other robots receive the tuple (Y s
j , rj , αj). This minimal communication enables

each robot i ∈ F to implement the aforementioned exploration coordination mechanism.

For instance, it provides the robot with the ability to compute the mutual information

I(Ci; T i) between its visible map Ci and the joint visible map of the rest of the team F\i.
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6.5.1 Measuring the visible maps’ mutual information

Before a robot i ∈ F selects its new pose, it can compute the other robots’ visibil-

ity through equation (6.20), because, as it was already mentioned, the robot knows

(Y s
j , rj, αj), ∀j∈F\i. Then, using equations (6.28), (6.29) and (6.30), that robot can com-

pute, respectively, the set W i of visible voxels by the other robots, their joint visible map

T i and the joint entropy H(T i). Note that the pose Yj of a given robot j ∈ F can be

different from its current selected pose Y s
j , from the instant time it selects a new viewpoint

until the instant time the new viewpoint is reached. During that interval, the robot is

moving itself between the old viewpoint and the new selected viewpoint.

Consider the set of candidate voxels NΓ(x, r) ⊂ Y that are intersected by the robot’

sensor motion plane Γ and are located in the robot’s neighborhood, which can be computed

through equation (4.52), page 122, by taking ε = r (8). Now consider a given voxel

l ∈ NΓ(x, r) whose center w(l) is a candidate point to the robot’s next selected position xs,

being the new sensor’s gaze a(l) determined through equation (4.54), page 123. Hereafter,

this robot’s pose is denoted as Y l = (w(l), a(l)).

The current range parameters r and α of the robot’s sensor define a visibility region

V(w(l), a(l), r, α), computed through equation (6.20). Using equations (6.23), (6.24) and

(6.27), the robot computes the visible voxels Z i(Y l), the visible map Ci(Y l) and the

visible map’s joint entropy H(Ci(Y l)), when its pose is Y l. Then the mutual information

I(Ci(Y l); T i) between the visible map from that voxel and the other robots’ joint visible

map can be computed through equation (6.19), being equal to the joint entropy of the

intersection voxels Z i(Y l) ∩W i.

The non-redundancy coefficient for a candidate voxel is defined as the function λ :

Y →]0, 1], which is given by

λ(l) = exp

[
−1

ξ
I(Ci(Y l); T i)

]
, (6.34)

wherein ξ is a scale factor [RDC05c]. The coefficient λ(l) decays exponentially with

I(Ci(Y l); T i), thus penalizing those viewpoints for which the mutual information, between

the associated robot’s visible map and the visible map of the other robots, is higher.

Greater values of ξ increase the function’s sensitivity to that mutual information.

8Taking ε = r means that the robot’s search space depends on whether it is exploring an open space
or a narrower space. The parameter r is greater in the former case than in the latter case and, thus, it
makes sense to have a wider search space in the former case, since the robot’s sensor covers most likely
a wider volume.
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Figure 6.8: Measuring how reachable a potential exploration viewpoint is: in this example,
given the current sensor’s pose Y = (x,a) of robot i, the reachability ρ(x, l) of voxel l by
robot i is null, because robot j is located in the path from pose Y to pose Y l.

6.5.2 Measuring how reachable a potential exploration view-

point is

Assuming by simplicity that the robot’s path between two consecutive exploration view-

points is a straight line, how reachable a given voxel l is — denoted hereafter as the voxel’s

reachability — depends of how much covered are the voxels traversed by the robot when

it moves its sensor from the current pose Y to the pose Y l. These voxels may be either

occupied with obstacles in the environment or other robots.

Let Ok(Y ) = Ok(x, a) ⊂ Y denote the set of voxels occupied by a robot k ∈ F , when

its sensor’s pose is Y = (x, a). Being Z(x, l) = Z(−→u (x, l),x) the set of voxels traversed

by a vector connecting the current robot’s position x to the center of voxel l, which can

be computed through equation (4.16), page 107, the set of traversed voxels by the robot

is

O(Y, Y l) =


 ⋃

m∈Z(x,l)

Oi(w(m), a(x, m))


 ∪Oi(Y l), (6.35)

wherein a(x, m) is the robot’s attitude associated with the direction of vector −→u (x, m).

The set of voxels occupied by the rest of the team j ∈ F\i is

OF\i =
⋃

j∈F\i
Oj(Y s

j ). (6.36)

Note that robot i is able to compute equation (6.36) because, accordingly with the dis-
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tributed architecture described in section 6.2, page 185, it is aware of the other robots’

selected viewpoints, i.e. it knows the quantity Y s
j = (xs

j , a
s
j), ∀j∈F\i.

The reachability of a voxel l ∈ NΓ(x, r), when the robot’s sensor is moved from pose

Y to pose Y l, is defined as the function

ρ(x, l) =




min
m∈O(Y,Y l)

[1−E(Cm)], O(Y, Y l) ∩ OF\i = ∅

0, otherwise
, (6.37)

taking values between 0 (invalid path) and 1 (path completely clear of obstacles and other

robots) [RDC05c]. The second case of equation (6.37) occurs when there is at least one

robot j ∈ F\i in the path of robot i between its current sensor’s position x and the center

of voxel l (see Fig. 6.8 for an example).

6.5.3 Measuring the interference of other robots

The presence of other robots within the robot’s visibility region yields undesirable partial

occlusions and interference. Let denote a vector connecting the center of mass of a robot

i ∈ F , whose sensor’s pose is Y s
i , to the center of mass of another robot j ∈ F , whose

sensor’s pose is Y s
j , as −→u (Y s

i , Y
s
j ). The non-interference coefficient of robot j over robot

i, when the pose of robot i is equal to the candidate pose Y l, is defined as the function

η : F ×F →]0, 1], given by [RDC05c]

η(l, j) =




‖p̂(l)×−→u (Y l,Y s
j )‖

r
, j = i, Z i(Y l) ∩Oj(Y s

j ) = ∅

1, otherwise
, (6.38)

wherein (×) denotes the external product of two vectors.

Recall that Z i(Y l) denotes the set of visible voxels of robot i ∈ F from the candidate

exploration viewpoint Y l. The first case of equation (6.38) computes a non-occlusion

ratio, when the other robot j ∈ F\i belongs to the visible region of robot i. This ratio

is smaller when the other robot is nearer to the position of robot i and when the angle

formed by vectors p̂(l) and −→u (Y l, Y s
j ) is smaller, i.e. when interference is more significant

(see Fig. 6.9 for an example). The second case means no interference, which occurs when

j = i, or when the other robot does not appear in the visibility region of robot i. Note

that robot i is able to compute equation (6.38) because, accordingly with the distributed

architecture described in section 6.2, page 185, it is aware of the other robots’ selected

viewpoints, i.e. it knows the quantity Y s
j , ∀j∈F\i.
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Figure 6.9: Measuring the interference of other robots due to partial occlusions of the
robot’s sensor: in this example, when the sensor’s pose of robot i is Y l = (x(l), a(l)), it is
subject to an occlusion due to the presence of robot j in its visibility region Zi(Y l), which
yields η(l) < 1 for its non-interference coefficient.

The overall non-interference coefficient for robot i is defined as the minimum of equa-

tion (6.38) along all the other robots in the team j ∈ F\i, i.e. it is determined upon the

worst case of interference over robot i [RDC05c]. It is computed as

η(l) = min
j∈F\i

η(l, j). (6.39)

6.5.4 Measuring the traveling cost

The three coefficients defined in previous sections are concerned with the utility of a

given potential exploration viewpoint Y l. Although the traveling cost is not included

in the exploration method proposed in section 4.6.2, page 121, it may be important to

consider it for some applications wherein, besides minimizing the mission execution time,

is also important to minimize the energy spent on the mission by the robots.

Therefore, it may be worth reducing the traveled distance by the robot during explo-

ration. This distance can be computed as

dT =

kmax∑
k=1

‖xk − xk−1‖, (6.40)
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which accumulates the distance traveled by the robot between consecutive exploration

positions (9). Note that if the k-th batch of measurements was received from another

robot, i.e. if uk > 0, we have xk = xk−1 and, thus, the batch’s contribution to dT is

null. With the purpose of reducing dT , the cost associated with each candidate voxel

l ∈ NΓ(x, r) should be considered in the exploration strategy. This cost can be measured

through the distance ‖−→u (x, l)‖ between the current robot’s position x and the center of

the candidate voxel l. The cost coefficient is thus defined as the function ϑ : R
3×Y → [0, 1]

ϑ(x, l) =
‖−→u (x, l)‖

r
, (6.41)

wherein the denominator’s aim is to normalize the result between 0 and 1 [RDC05c].

6.5.5 Determination of the robot’s next exploration viewpoint

Consider the projection on the robot’s sensor motion plane Γ of the entropy gradient
−→∇HΓ(l) of each candidate voxel l ∈ NΓ(x, r), which is given by equation (4.53), page 123.

Since the maximum value of discrete entropy is the number of bits b used in equation

(4.8), page 104, the gradient magnitude
∥∥∥−→∇HΓ(l)

∥∥∥ can be normalized to the interval

[0, 1] [RDC05c] as ∥∥∥−→∇HΓ(l)
∥∥∥

N
=

ε√
2 log2 b

∥∥∥−→∇HΓ(l)
∥∥∥. (6.42)

Using the entropy-gradient criteria proposed in section 4.6.2, page 121, and the afore-

mentioned coefficients, whose aim is either to coordinate the exploration with multiple

robots or considering the traveling cost, given the search space NΓ(x, r), the robot’s sensor

is directed to the voxel

ls = argmax
l∈NΓ(x,r)

(∥∥∥−→∇HΓ(l)
∥∥∥

N
.λ(l).ρ(x, l).η(l)− κ.ϑ(x, l)

)
, (6.43)

with a gaze on arrival defined by the unitary vector p̂(ls), which is computed through

equation (4.54), page 123, by taking l = ls. In the argument of equation (6.43), the

left term measures utility and the right term measures cost, being κ a cost sensitivity

coefficient [RDC05c]. Note that both terms vary between 0 and 1 when κ = 1, which

makes easy to balance their relative weight.

Equation (6.43) states that the robot is directed to a voxel located in the robot’s

neighborhood and in a frontier between more explored and less explored regions [RDC05c].

That voxel minimizes the mutual information with other robots’ visible maps, is reachable,

9Recall that kmax is the index of the last batch of measurements obtained by the robot in the mission.
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is likely not occluded by other robots and, depending on the value of κ, may restrict the

traveled distance. If
−→∇HΓ(ls) =

−→
0 , the entropy gradient-based criteria is not conclusive

and the robot should wander randomly until that condition is not verified.

As the center of the voxel ls is likely unreachable, the robot is directed towards the

projection of that point on the plane Γ computed through

xs = proj
Γ

w(ls). (6.44)

6.6 Implementation in mobile robots and in a com-

puter simulator

In order to validate experimentally the coordination mechanism proposed in this chapter,

the mobile robots described in section 4.7, page 123, were used to carry out some mapping

experiments. Recall that those robots are differential drive robots equipped with stereo-

vision, sonars and wireless communication (see Fig. 4.10, page 124). Based on the software

architecture depicted in Fig. 5.8, page 168, whereby robots share useful measurements, a

revised version was further developed to implement the coordinated exploration method

represented by equation (6.43). The diagram of this new version is shown in Fig. 6.10.

The main difference to the previous version of the software, which was used in the

experiments reported in section 5.6, page 168, to build maps through the uncoordinated

version of the exploration method given by equation (4.55), page 123, is the implemen-

tation of the module AWAREPROVID. This module is aimed at providing the robot with

the minimal communication required by the coordinated exploration method, so as to

maintain a sufficient level of awareness in each robot i ∈ F about the exploration state

of its teammates, i.e. the set of robots F\i. This requires the following information flow

(see section 6.2, page 185):

• Receiving tuples (Y s
j , rj, αj), whenever one of the other robots j ∈ F\i selects a

new exploration viewpoint (pose) Y s
j = (xs

j , a
s
j), or whenever one of those robots

updates its visibility parameters rj and αj.

• Sending to each robot j ∈ F\i the robot’s current selected viewpoint Y s
i = (xs

i , a
s
i )

and its most recent estimate about the visibility parameters ri and αi, whenever

that information is updated by the other robot’s software modules (e.g. the module

SURVCTRL in Fig. 6.10).
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Figure 6.10: Diagram of the software architecture implementing the coordinated explo-
ration method: (a) interaction between the team of robots and the host PC used for super-
vising 3-D mapping missions and localizing the robots through a global camera; (b) software
modules running locally on each robot.

Besides implementing the software in mobile robots, a simulator was also built in

Matlab c©. The purpose of this simulator was twofold: firstly, to be able to easily predict

the real robots’ behavior through simulations (10); secondly, to be able to predict the

behavior of teams with an arbitrary size and thus not being restricted to the maximum

number of robots and their associated equipment (stereo vision and hardware related with

wireless communication) that was available in the laboratory.

A snapshot of the simulator is presented in Fig. 6.11. It was programmed with

enough detail, so as to allow to predict the mobile robots’ behavior through computer

simulations. It was used to easily extend the results obtained with mobile robots and

arbitrary team sizes. The environment’s features and size were the same both for the

mobile robots and the simulator, and the robots’ parameters (e.g. velocity, computation

times, sensors’ parameters, etc.) were also nearly the same. The comparison of similar

experiments carried out with either mobile robots or the simulator validated indeed the

results obtained in simulations.

10For example, a mapping mission that took about 2 hours could be simulated in just a few minutes
with much less effort, though providing realistic results.
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Figure 6.11: Matlab simulator that was used to predict the mobile robots’ behavior with
teams having an arbitrary number of robots.

6.7 Results

In order to compare the team’s performance when using either the uncoordinated ex-

ploration method, given by equation (4.55), page 123, or the coordinated exploration

method, given by equation (6.43), page 201, a set of experiments were carried out. All

the experiments were performed within the same environment but with varying number

of robots, in the interval n ∈ {1 . . . 10}.
A photo and a plan of the robots’ workspace is shown in Fig. 4.18, page 137. Although

the proposed coordinated exploration method was implemented in mobile robots (see Fig.

4.10, page 124), the previously validated computer simulator depicted in Fig. 6.11 was

used to carry out more extensive experiments than those that were carried out with mobile

robots, with several trials for each combination of the parameters, namely the team size

n and the cost sensitivity coefficient κ.

6.7.1 Uncoordinated exploration versus coordinated exploration

Consider the execution time tkmax(n) for a mission with n robots. Based on the speedup

measure [BA94] given by equation (2.1), page 35, let define the speedup measure for a
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team of n robots performing a volumetric mapping mission, as

ν(n) =
tkmax(1)

n.tkmax(n)
. (6.45)

Table 6.1 presents the results obtained in the aforementioned experiments, with the

cost sensitivity coefficient κ set to 0, i.e. without restricting the robots’ traveling distance

between consecutive exploration viewpoints. The first column is the team size n. The

second column presents the mean value (left) and the variation around the mean (right)

of the mission execution time tkmax(n). The third column presents the mean value (left)

and the variation around the mean (right) of the speedup measure ν(n). The fourth

column compares the mission execution time for n robots with the time for a single robot,

by presenting the mean value (left) and the variation around the mean (right) of the

ratio tkmax(n)/tkmax(1). The variation around the mean of these variables was estimated

statistically by assuming a t-Student distribution and a confidence level equal to 95% (11).

The results contained in Table 6.1 are summarized in the graphs of Fig. 6.12. The

mission execution time tkmax is compared on the top of Fig. 6.12 along different values of

the team size n, using either the uncoordinated and the coordinated exploration methods.

Using the uncoordinated method, two robots took on average 81% of the time needed

by a single robot, with a speedup equal to 0.62, though the team’s performance became

significantly worse for n > 2. The graph on the top of Fig. 6.12 shows that, for n > 2,

adding more robots to the system always led to an increase of tkmax . For n > 5, the

average mission execution time was even greater than the time of a single robot, which is

a disastrous performance. These results reveal that robots’ interference and sensing over-

lapping, due to uncoordinated exploration, definitely compromised the potential benefit

of cooperation through sharing sensory information, by using the cooperation strategy

proposed in section 5.4, page 164. Moreover, this pernicious effect increased as long as

the team size increased, especially with more than two robots.

On the other hand, using the coordinated method, two robots took on average only

59% of the time needed by a single robot, being the speedup slightly sub-linear and equal

to 0.85. By adding more than two robots, and up to eight robots, i.e. for 3 ≤ n ≤ 8, the

mission execution always decreased on average, though yielding a degradation of ν(n),

which was however slower than with the uncoordinated method.

For n > 8, the average mission execution time tended to increase with the team

size, which indicates that using more than eight robots is completely worthless for the

workspace considered in the experiments. This reveals that, although the coordinated

11See appendix F.3, page 274, for some background about confidence intervals.
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Table 6.1: Results obtained within 3-D mapping experiments using both the uncoordinated
and coordinated exploration methods.

n tkmax(n) [s] ν(n) tkmax (n)
tkmax (1)

average variation average variation average variation

Uncoordinated Exploration

1 10782 586 1.00 - 1.00 -
2 8682 931 0.62 0.10 0.81 0.13
3 8826 1535 0.41 0.10 0.82 0.19
4 10187 2180 0.26 0.07 0.94 0.25
5 11341 705 0.19 0.02 1.05 0.12
6 12145 847 0.15 0.02 1.13 0.14
7 12848 2476 0.12 0.03 1.19 0.30
8 13897 3527 0.10 0.03 1.29 0.40
9 15852 3441 0.08 0.02 1.47 0.40

10 18451 2335 0.06 0.01 1.71 0.31
Coordinated Exploration

1 10782 586 1.00 - 1.00 -
2 6377 681 0.85 0.14 0.59 0.10
3 6134 432 0.59 0.07 0.57 0.07
4 5859 606 0.46 0.07 0.54 0.09
5 5390 1288 0.40 0.12 0.50 0.15
6 5082 326 0.35 0.04 0.47 0.06
7 4952 240 0.31 0.03 0.46 0.05
8 4642 415 0.29 0.04 0.43 0.06
9 5151 140 0.23 0.02 0.48 0.04

10 5376 1224 0.20 0.06 0.50 0.14
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Figure 6.12: Robots’ performance using both the uncoordinated and coordinated explo-
ration methods: graph of the mission execution time tkmax (top) and graph of the speedup
measure ν (bottom), as a function of the team size n.
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method minimized the interference among robots, the benefit of having teams with more

than two robots was not particularly noticeable, due to the relatively confined workspace

where the experiments took place: an area having 5.3 m in width and 4.3 m in length.

This conclusion is particularly visible on the right of Fig. 6.12, wherein the speedup

is plotted as a function of the team size. The dashed line represents the speedup frontier

equal to 1/n, wherein the mission execution time with n robots is equal to the time

needed by a single robot. Using the uncoordinated method, a team with 2 ≤ n ≤ 4

took on average less time to perform the mission than a single robot, but with a speedup

noticeably poor. The coordinated method yielded a much more successful performance,

since adding more robots always accelerated the mission execution until eight robots, with

a speedup clearly above the single robot frontier 1/n, though ν(n) tended to get worse

with an increase in n.

6.7.1.1 Conclusions obtained through statistical tests of hypotheses

Aiming at better demonstrating the advantage of the coordinated method, when com-

pared with its uncoordinated counterpart, a more rigorous statistical analysis of the data

contained in Table 6.1 was carried out, by using the t-Student test of hypothesis for

comparing the mean of two sampled populations (12).

Tests using a confidence level equal to 99% allowed to conclude that:

• The coordinated method yielded a faster mission execution time than the uncoor-

dinated method for any team size (n > 1).

• Teams with two coordinated robots yielded a lesser mission execution time than

teams with more than two uncoordinated robots.

• Teams with three coordinated robots always led to a lesser mission time than a

single robot.

• Teams with two robots always performed faster than a single robot with both meth-

ods.

Although the last conclusion did not apply to teams containing more than to robots

(n > 2), the coordinated method was able to reduce the mission execution time with less

than eigth robots, whereas the uncoordinated version yielded worse execution times with

more than two robots than with two robots.

12See appendix F.4.1, page 277, for some background about this statistical test of hypothesis.
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Other tests using a lesser confidence level, equal to 95%, allowed to conclude that:

• Teams with two robots were faster than teams of five robots when using the unco-

ordinated method.

• Teams with two coordinated robots reduced the mission execution time by at least

one hour when compared with a single robot.

Given a confidence level equal to 90%, a team with more than four coordinated robots

were always faster than a team with two robots (13).

The detailed data about these statistical tests of hypotheses is presented in appendix

F.5, page 280.

6.7.2 Impact of the cost sensitivity in the team’s performance

In order to evaluate how the cost sensitivity coefficient κ influences the team’s perfor-

mance, further experiments were carried out with two coordinated robots, using other

values for that parameter than zero. Table 6.2 presents values for the mission time tkmax ,

the traveled distance dT given by equation (6.40), page 200, the speedup ν, and also the

product of mission time and distance tkmax .dT as a function of κ. Likewise in Table 6.1,

the variation around the mean (∆̂) was computed by assuming a t-Student distribution

and a confidence level equal to 95% (14).

The most relevant data of Table 6.2 is plotted in the graphs of Fig. 6.13. The top

graph shows that being more sensible to the traveled distance, i.e. increasing κ, leads to a

monotonous increase of the mission execution time tkmax and to a monotonous decrease of

the traveled distance dT . Furthermore, these variations are not linear: the reduction of dT

is more noticeable in the interval 0 ≤ κ ≤ 0.25; the increase of tkmax is more accelerated

in the interval 0.125 ≤ κ ≤ 0.5.

If both variables — mission execution time tkmax and traveled distance dT — are

required to be optimized, the goal can be expressed as the minimization of their product.

The graph on the bottom of Fig. 6.13 shows a plot of the variables’ product, which

exhibits a minimum for roughly κ = 0.5. This global minimum means that distance can

be significantly reduced without compromising too much the mission time for roughly κ <

13This conclusion is only valid up to the maximum team size that was simulated (10 robots). Since
tkmax(n) started to increase at n = 9, the system would spend more time than a team of two robots for
some value of n greater than 10.

14See appendix F.3, page 274, for some background about confidence intervals.
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Figure 6.13: Performance of a team of two robots using the coordinated exploration
method with different values for the cost sensitivity coefficient κ: graph of the mission
execution time tkmax and of the traveled distance dT (left) and graph of the product tkmax .dT

(right), as a function of κ.
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Table 6.2: Results obtained with two coordinated robots using different values for the cost
sensitivity coefficient κ.

κ tkmax [s] dT [m] ν tkmax .dT

µ̂ ∆̂ µ̂ ∆̂ µ̂ ∆̂ [105 s.m]

0 6377.2 518.2 40.8 1.9 0.85 0.11 2.602
1/8 6542.2 297.0 30.4 3.1 0.82 0.08 1.989
1/4 6752.6 572.9 28.4 2.8 0.80 0.11 1.918
1/2 7259.0 434.5 26.8 4.2 0.74 0.08 1.945
3/4 7447.4 494.0 25.8 1.4 0.72 0.08 1.921
1 7498.4 478.6 25.8 3.0 0.72 0.08 1.935

Symbols µ̂ and ∆̂ denote the estimated mean value and variation, respectively.

0.5. For greater values of κ, the product remains slightly constant, i.e. any reduction of

distance is accompanied by an increase of mission time with the same order of magnitude.

Note that for κ > 0.75, the changes are somewhat marginal.

6.8 Summary and discussion

When a team of several robots explore the same environment, undesirable phenomena

are likely to occur in the absence of the coordination of their exploration actions, though

they may cooperate through sharing useful information, by using the cooperation scheme

proposed in chapter 5. This chapter discussed those phenomena and refined the entropy

gradient based exploration method, proposed in chapter 4 for a single robot, with a

suitable coordination mechanism. Its main goal is to take maximum advantage from

robots’ cooperation by reducing the interference among robots.

This chapter started by characterizing the problems that arise due to lack of coordi-

nation. These problems can be typified along three classes: robots sensing regions that

overlap each other; constraining the robot’s motion within the workspace, due to stopped

robots that either block some trajectories or cause some regions to be unreachable; caus-

ing partial occlusions of the robot’s sensor, due to the presence of other robots in front of

it.

It was demonstrated that overcoming these problems require the robot to be suffi-

ciently aware about the other robot’s state. Therefore, the distributed architecture model

for volumetric mapping, which was proposed in chapter 5, was extended so as to increase

the level of awareness of each robot about the other robots’ state, through minimal com-
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munication. The most important feature of the proposed coordinated exploration method

is to avoid sensing overlapping regions with different robots. This problem was formulated

as a mutual information minimization problem, after deriving mathematical expressions

for computing the mutual information between sets of random variables.

In order to compare the team’s performance when using both the coordinated and un-

coordinated exploration methods, a set of volumetric mapping experiments was reported

at the end of the chapter. These experiments used both mobile robots and computer

simulations to compare both methods with different team sizes. Moreover, the influence

of restricting the robots’ traveled distance on the mission execution time was also studied.

The statistical analysis of experimental results demonstrated that coordinating the

exploration significantly improves the team’s performance, allowing to achieve a slightly

sub-linear performance level, though the performance gain is more noticeable with two

robots than with teams containing more robots. The most plausible explanation for

the latter conclusion is the relatively confined dimensions of the workspace used in the

experiments, wherein interference among robots is noticeably heavy. Nevertheless, further

experiments carried out in larger workspaces, especially in outdoor environments, should

be conducted in the future to better demonstrate the coordinated distributed architecture

model proposed in this chapter, with teams of several robots.



Chapter 7

Conclusion

The essential goal of this thesis is to address the question of how to share efficiently

information within a robotic system comprised of several cooperative robots. This final

chapter summarizes the research reported in the previous chapters, concerning that re-

search question. After a brief summary, it discusses the presented contributions, in the

scope of their advantages and limitations, and points out perspectives on future research.

7.1 Summary

The context of this thesis is mobile robotics and, more specifically, multi-robot systems,

i.e. robotic systems comprised of several cooperative robots that have usually the ability to

move within the environment — mobile robots — and cooperate each other for the benefit

of a common team’s goal. Besides the overall robotics’ motivation of building machines

that may either substitute or assist humans in many real tasks, especially those tasks that

are performed within hazardous or risky scenarios (e.g. search and rescue or planetary

exploration), the motivation to study this family of human-made systems — cooperative

multi-robot systems — are essentially based on the following potential advantages over a

single robot solution: spatial distribution, parallelism, complex problems decomposition

(“divide and conquer”), cost, reliability and robustness. Moreover, there are many tasks

that either strictly require a team of robots due to their intrinsic characteristics (e.g.

transporting a large object or surveillance of a wide area), or wherein a robotic collective

may accomplish the mission with much better performance than a single robot (e.g. search

for and collect items spread out along a wide area).

In spite of their advantages, cooperative multi-robot systems raise however some chal-

lenging problems that do not exist in a single robot solution, which must be properly

213
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solved in order to take real advantage from their potential. Some examples are: coop-

erative perception by fusing noisy observations from different robots; achieving coherent

global behavior and performance with distributed control, in spite of individual robots

having only a partial, sometimes inconsistent, knowledge about the task; cooperative

planning by decomposing complex tasks and assigning subtasks to the individual robots;

ensuring a coherent team behavior when unexpected events occur (e.g. robots failures,

environmental disturbances, etc.).

This thesis addresses an issue that is transverse to many other design aspects of

cooperative multi-robot systems: how to cope with the information distribution along

different robots, especially when they follow a distributed control architecture. More

specifically, what robots should communicate each other in order to ensure that each robot

has a sufficient and consistent level of awareness. This allows the robot to cooperate in a

purposive way with its teammates, so as to contribute to attain a team’s global behavior

that is suitable to the mission being performed.

In order to not loose the practical sense and maintain a reasonable level of abstraction

in the pursued research, the problem is addressed in the specific context of building

volumetric maps. This is a loosely-coupled task in the sense that it does not strictly

require to be performed by more than one robot, though better performance may be

attained with a multi-robot system. The task is indeed relevant to robotics, whether it is

required to support other robotic operations or the purpose is the map itself.

In the former case, useful robotic tasks usually require that each robot has a repre-

sentation model of the environment, in order to, for instance, be able to navigate safely

and efficiently within the environment. In the latter case, there are some relevant target

application wherein robots may substitute humans in the monotonous task of building

detailed volumetric maps, especially in hazardous environments (e.g. buildings, buried

utilities, gas pipes, abandoned mines, nuclear facilities, etc.).

Answering the main research question in the context of building volumetric maps raises

other subsidiary research questions that are addressed along the thesis.

The first research question is concerned with representing the probabilistic knowledge

about the map: the representation model. In this context, after comparing and discussing

the possible alternatives — metric, feature-based and topological — a grid-based proba-

bilistic volumetric model is proposed. The main reason that justify the choice of a metric

representation is the ability to represent maps with fine detail, in a very intuitive way.

The main advantages of the proposed representation model are: the ability to explicitly

represent the map’s uncertainty through the mathematical definition of entropy; and a
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compact way of representing the belief about the state of a 3-D cell — a voxel — using

an unimodal probability density function — a Gaussian distribution —, which can be

described by just two parameters — its mean and its standard deviation. Due to this

compactness, it is proven the effectiveness of the computational procedure for updating

the voxel’s belief upon new sensor measurements, which is based on very simple closed-

form equations.

Another question related with the mapping process is how the robot should move

within the environment, by choosing new exploration viewpoints based on its current

map: the exploration problem. Since range sensors have limited range and yield noisy

measurements, a robot has to survey the environment and build the map iteratively, so

as to decrease gradually the map’s uncertainty. The strategy should be to maximize the

information gain in every sensing cycle, which, intuitively, is equivalent to use the range

sensor to cover the most uncertain regions of the map.

An entropy-based formulation of the frontier-based exploration invented by Yamauchi

[Yam98] is proposed for a single robot, whereby the robot’s sensor is directed to frontier

voxels between more explored and less explored regions, by searching voxels in the robot’s

neighborhood whose entropy gradient magnitude is maximum. Experiments with a mobile

robot equipped with a stereo-vision system successfully validate the proposed exploration

method. It is demonstrated experimentally that it allows to nicely reduce the map’s

uncertainty.

The aforementioned probabilistic framework is used afterwards to propose a distrib-

uted architecture model for volumetric mapping with a team of cooperative mobile robots

equipped with a range sensor, whereby each robot works to improve its own map, while

being altruistically committed to share useful sensory data with its teammates. In order

to enable this cooperation driven by the utility of the shared information, a formal mea-

sure of information utility is developed. The utility of a range measurement is as high

as the mutual information (1) between the current map and the new map obtained after

updating the current map with that measurement.

The main research question is thus answered in the context of building volumetric

maps: each robot should communicate to other robots sensory range data on the basis of

the associated information utility. Experimental results obtained within experiments with

two mobile robots equipped with stereo-vision demonstrated that, due to the proposed

cooperation scheme, a team of robots accomplishes the mission in less time than a single

1As it is shown in chapter 3, mutual information is an entropy-based concept that measures the amount
of information that a random variable has about another.
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robot, if each robot is sufficiently selective when selecting useful sensory data to be sent

to other robots.

Nevertheless, the reduction of the mission execution time due to the proposed infor-

mation utility-based cooperation scheme is not so noticeable, because, besides sharing

efficiently sensory data, each robot has also to be sufficiently aware of the other robots’

state, so as to properly coordinate exploration actions and attain more effective coopera-

tion. The lack of coordination yields undesirable phenomena, such as: situations wherein

more than one robot senses the same map’s region; or robots interfere each other, when

the selected exploration viewpoint is not reachable or yields partial occlusions of the ro-

bot’s sensor. The distributed architecture model is therefore refined with an exploration

coordination mechanism, aiming at overcoming those problems.

The coordination method is based on additional minimal communication, which is

required to let each robot know what are the selected exploration viewpoints by other

robots. Its main feature is to formalize the sensing overlapping as a mutual information

minimization problem. Each robot covers a set of voxels — visible map—, which in turn

covers part of the map’s uncertainty. The strategy is to minimize the map’s uncertainty

that is covered by more than one robot, i.e. to minimize the mutual information between

the visible maps of different robots. Experimental results, obtained both with mobile ro-

bots and computer simulations, demonstrated a drastic reduction of the mission execution

time due to cooperation, for teams of different sizes.

The contributions of the thesis include:

• A grid-based probabilistic model of a volumetric map, which enables to model ex-

plicitly uncertainty.

• An entropy gradient-based exploration strategy, which provides an entropy-based

formulation of frontier-based exploration.

• An entropy-based measure of information utility, which robots use to select useful

information to be communicated to other robots.

• A distributed architecture model for building volumetric maps with a team of co-

operative mobile robots, in the absence of any centralized control.

• An exploration coordination mechanism based on the minimization of mutual infor-

mation.
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7.2 Discussion and directions for future research

The previous section summarized the research pursued within this thesis and presented its

main contributions. Besides having advantages, the contributions of this thesis also have

some limitations. After discussing these limitations, this section points out extensions

and some directions for future research.

The most obvious limitation is concerned with using a metric representation model

for the maps. Although providing fine detailed maps, it does not scale well with larger

environments, because the map’s number of cells (voxels) increases exponentially with the

environment’s dimension if the resolution remains constant. Nevertheless, this dimension-

ality problem is attenuated if the resolution of the map can be decreased by the same

proportion as the environment’s dimension is increased. This problem is however out of

the scope of this thesis, because the most fundamental addressed question belongs to the

context of how a team of mobile robots should be organized so as to perform mapping

missions. Therefore, in this thesis, robotic mapping is just the application domain and

not the main research purpose.

Metric maps, more specifically grid-based maps, are used herein as the representation

model mainly because of its simplicity, as a means to concentrate the research effort,

as much as possible, on the fundamental research question related with robots’ coopera-

tion. Moreover, because the environments’ dimension has been relatively confined in the

carried out experiments, the dimensionality problem has not restrained the work from

obtaining useful conclusions regarding using multiple cooperative robots to build a map

of an environment.

In spite of these attenuating aspects, addressing more carefully the dimensionality

problem would be an important extension of the contributions proposed herein. An

alternative would be, perhaps, to extend the current grid-based mapping framework with

a hierarchy of representations [KB91]. This hierarchy would comprise both metric and

topological representations, so as to be able to represent with high resolution local maps

of more interesting regions, while being able to represent huge volumes through a higher

level topological representation, whose nodes are metric maps. Another alternative would

be to develop methods to extract features from dense metric data, in order to obtain a

more compact and computationally efficient representation [LVH05].

A simple example of how the dimensionality problem can be attenuated with grid-

based maps is to use more efficient data structures than arrays to represent a map in

a computer, with less demanding memory requirements. In the course of the research

reported herein, a linear memory array has been used to store the map in the computer’s
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memory. Fig. 7.1-a shows how this structure was written in C programming language.

Besides being static, this data structure is extremely inefficient concerning the required

amount of memory, because it allocates a fixed array at the beginning of the program,

which strictly contains one memory position for each voxel belonging to the defined volu-

metric grid Y . This grid is macroscopically a parallelepiped which encompasses the whole

environment being mapped (see Fig. 4.2-a, page 102).

This limitation can be better understood through an example. Fig. 7.2 depicts an

example of a large-scale grid-based map with resolution ε = 0.5 m, which covers a volume

equal to approximately 7× 103 m3. The map encompasses two wider regions, which are

connected by a narrower corridor.

Fig. 7.2-b shows that a significant part, equal to 23% of the volume of the blue

parallelepiped encompassing the whole environment, cannot be explored, because the

associated voxels are located behind the corridor’s vertical walls. This situation is often

encountered, because real environments rarely have the exact shape of a parallelepiped,

being usually irregular. Moreover, because the exploration is gradual, there are more

25% of voxels not yet explored for the shown map’s entropy level, though their state

can be estimated with further exploration actions. This means that, for this example,

48% of the memory initially allocated in the computer for the map contains redundant

data representing not explored voxels with maximum entropy; and approximately half of

that memory (23% of the total memory) corresponds to voxels that simply will never be

explored.

The previous example suggests the definition of a dynamic data structure, which

divides the environment into strips. Assume, for instance, a partitioning into strips along

the xx axis (orthogonal to the corridor). Each strip would be a contiguous list of voxels,

whose size and first element’s index could be dynamically managed.

An example of its definition in C programming language is shown in Fig. 7.1-b. Each

strip along the xx axis — structure of type StripMap — contains the smallest list of

contiguous voxels that encompasses every explored voxels in that strip (see an example

on the right of Fig. 7.2-b). At the beginning of the mission, the map is represented as

a two-dimensional array of void strips (field n set to zero), since every voxels are not

explored. Whenever a voxel is explored for the first time, the array allocated to the

associated strip (field cells in a structure of type StripMap) is dynamically re-allocated

and re-arranged so as to encompass all the current explored voxels in the strip, while

minimizing its size (2).

2The first element is always the explored voxel that has the smallest index along the yy axis (field i1
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typedef struct s MapCell{
double coverage mean; /* voxel’s coverage mean */

double coverage std; /* voxel’s coverage standard deviation */

} MapCell; /* a voxel */

const unsigned int nx = ...; /* number of voxels along xx axis */

const unsigned int ny = ...; /* number of voxels along yy axis */

const unsigned int nz = ...; /* number of voxels along zz axis */

MapCell map[nx * ny * nz]; /* the array containing the map */

(a)

typedef struct s MapCell{
double coverage mean; /* voxel’s coverage mean */

double coverage std; /* voxel’s coverage standard deviation */

} MapCell; /* a voxel */

const unsigned int nx = ...; /* number of voxels along xx axis */

const unsigned int ny = ...; /* number of voxels along yy axis */

const unsigned int nz = ...; /* number of voxels along zz axis */

typedef struct s StripMapCell{
unsigned short int n; /* number of stored voxels for the strip */

unsigned short int i1; /* first voxel’s xx index (not used when n = 0) */

MapCell *cells; /* array encompassing every explored voxels (0 <= n <= nx) */

} StripMap; /* a map strip along xx axis */

StripMap map[ny * nz]; /* the array containing the map */

(b)

Figure 7.1: Different data structures for storing the map in a computer: (a) static buffer
allocated at the beginning of the program, having a memory position for each voxel; (b) a
buffer of map strips, wherein each strip (in the example, a strip along the xx axis with fixed
y and z coordinates) is a list of contiguous voxels represented as a dynamic buffer, whose
size increases whenever new voxels are explored in the strip.
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Figure 7.2: Example of a large-scale map obtained through a computer simulation: (a)
different views of the map; (b) parallelepiped encompassing the whole environment and, on
the right, an example of a strip along the xx axis, whose 12 explored voxels are stored in
memory (all the voxels with entropy lesser than 7 bits).
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For the map shown in Fig. 7.2, a static buffer requires 744 Kb of memory, while the

dynamic data structure would require only 426 Kb, which represents a saving of 43% on

the amount of memory, i.e. slightly lesser than the proportion of not explored voxels (3).

An important assumption of the proposed probabilistic model for the maps is to assume

that random variables modeling the belief of different voxels are statistically independent.

Since different cells may be updated upon the same range measurements, the belief of

different voxels may present some statistical correlation and, thus, that assumption may

be questionable from a theoretical point of view. Note however that, without the sim-

plification, the probabilistic model’s complexity would increase to such an extent that its

practical usability would be certainly compromised. Moreover, the obtained results have

demonstrated that the assumption is reasonable and not so unrealistic. Nevertheless,

concerning this specific issue, a possible theoretical extension of the research would be to

try to devise the equations that arise from relaxing that assumption, in order to formally

evaluate its impact.

The sensor model, which is proposed to convert range measurements from a stereo-

vision sensor into coverage estimates of the voxels, gives a special attention to noise in

the range data, but it does neglect the bearing variance, i.e. noise in the measurements’

angle. This noise is negligible for stereo-vision sensors or laser range scanners, whose

main error is indeed present in distance information. But for other types of range sensors,

whose bearing uncertainty is higher (e.g. sonars), the model is not realistic. Therefore,

in order to properly model the latter range sensors, it would be worth including in the

sensor model the bearing variance.

The problem of fusing sensory data in a common coordinates reference frame — the

registration problem — is also out of the scope of this thesis, by assuming that robots are

externally localized. In the performed experiments with mobile robots, a global localiza-

tion scheme based on a global camera covering the robots’ workspace is used. An absolute

localization scheme could still be used in larger workspaces, including outdoors. Some

examples of slightly more complex absolute localization schemes are: using a network

of cameras inside a building, whose relative position is known a priori ; detecting and

measuring the robots’ position relative to distinguishable landmarks whose localization

is known a priori, a method which is known as trilateration; or using GPS — Global

Positioning System — which uses a trilateration method wherein the landmarks are sub-

in structure StripMap), while the last element is the explored voxel with the highest value for that index
(its index is i1+n-1).

3The comparison assumes that a variable of type double occupies 8 bytes, a variable of type unsigned
short int occupies 2 bytes and a pointer occupies 4 bytes.
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Figure 7.3: Absolute localization based on the trilateration principle. (a) The principle:
if a robot is able to measure the distances to three distinguishable landmarks L1, L2 and
L3, whose absolute localization is know a priori, it can determine the coordinates of the
intersection point a where it is located. (b) The Global Positioning System — GPS — uses
a constellation of 24 satellites in orbit above the Earth’s surface to compute localization
through the trilateration principle [Gar00].

stituted by a constellation of satellites. Fig. 7.3 illustrates the trilateration principle and

shows an overview of GPS.

If these absolute localization methods are not viable or if the localization precision

provided by any of these alternatives is not suitable for a given application, more complex

and robust methods can be used, which fuse robot’s odometry with data provided by one

of those absolute sensors, in order to obtain a less uncertain localization estimate. An

example are cooperative localization methods [MPS05, MR05, How05], which have been

demonstrated to be more accurate than single robot localization methods [FBKT00].

Using relative observations, different robots can refine their internal beliefs based on the

other robots’ localization estimate and improve localization accuracy.

The aforementioned limitations are all concerned with the application domain that

is used in the thesis: robotic mapping. Nevertheless there are also some limitations re-

lated with the main thesis’ topic: cooperation and efficient information sharing. The

main research question — how robots of a team should interact via communication in

order to attain a suitable cooperative global behavior — is answered herein in the context

of building volumetric maps. The proposed methods are validated through experiments

with mobile robots in a relatively structured environment, inside a research laboratory.

Although they have been sufficient to validate the approach and obtain important experi-

mental results, it would be worth using it in more realistic scenarios, perhaps using teams
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(b)(a) (c)(b)(a) (c)

Figure 7.4: Different range sensors: (a) high resolution digital stereo-vision head STH-
MDCS2 from Videre Design, with firewire interface and two 1.3 megapixel CMOS cameras
[Vid05]; (b) laser scanner LMS 200-30106 from Sick AG, with 80 m maximum range, 180
deg field of view, 10 mm distance resolution and 0.25 deg angular resolution [Sic05]; (c) ring
of 16 Polaroid 6500 sonar ranging modules mounted around the Scout robots shown in Fig.
4.10, page 124, with range 15 cm – 107 cm [Nom99].

comprised of many robots, not necessarily homogeneous, working in outdoors. This would

require to overcome first the aforementioned problems related with representing the maps

and the robots’ robust localization.

An interesting extension would be also to use heterogeneous teams, having different

sensory modalities. In fact, the approach proposed in this thesis is sufficient general

to be used with any type of range sensors (4). It could still be used stereo-vision, due

to its ability to easily provide dense sets of 3-D data, but it could also be used other

range sensors, such as laser range scanners or ultrasonic sensors (sonars). Fig. 7.4 shows

examples of these types of range sensors.

This heterogeneity could enhance the team’s robustness against sensory limitations,

by taking advantage from the complementary advantages of those types of range sensors.

For instance, laser scanners would allow the team to sense poorly textured portions of

the environment (e.g. flat white walls in a building), which cannot be properly sensed by

stereo-vision. Although ultrasonic sensors present a lower precision, mainly due to the

higher bearing variance, they can sense some structures that other types of sensors, based

on light propagation, cannot (e.g. windowpanes in buildings, mirrors, etc.).

The insight provided by research reported herein could be used to tackle other relevant

application domains of cooperative multi-robot systems and, thus, generalize the contri-

butions herein proposed in the scope of building volumetric maps. This effort would

4The only component that, perhaps, would need to be refined to better model range sensors with
different characteristics than stereo-vision sensors, would be the sensor model, especially for range sensors
whose bearing variance is significant (e.g. sonars).
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be particularly valuable for more complex tasks than robotic mapping, which require

planning the mission and the decomposition of the task into sub-tasks that are afterwards

dynamically assigned to the different robots. These issues — cooperative planning [BA00]

and distributed dynamic task allocation [GM02] — are out of the scope of the thesis, since

the mapping mission may be executed by a set of homogeneous mobile robots that do all

the same: exploring the most uncertain regions of the map.

For instance, a slightly more complex collective robotic mission than building volu-

metric maps would be the surveillance of a building by a team of mobile robots. This

kind of mission may be viewed as an extension of a robotic mapping mission, because the

team still needs to build and update a map of the building, which serves as a common

knowledge base that is used to coordinate the patrolling operations performed by the

different robots. Besides cooperating to maintain an updated map of the environment,

robots need also to cooperate so as to cover properly the environment and detect intruders

as soon as possible.

The team’s performance concerning the former aspect of the surveillance mission could

still be measured through the map’s entropy — lesser entropy means a better map — and

the information utility measure proposed in this thesis remains directly applicable to the

mission. But, concerning the latter aspect of the mission, another performance measure

and information utility measure needs to be specified, so as to represent the uncertainty

of existing an intruder in some region of the building. The word uncertainty allows

to foresee that this latter performance component would be again measurable through

an entropy, though using a different formulation. Intuitively, because that uncertainty

increases gradually with the time elapsed since the last patrolling operation that covered

the region being considered, this time seems to be also a relevant variable in measuring

the team’s performance.

Nevertheless, the information utility measure developed in this thesis for the map-

ping application domain is based on a more general concept also proposed in this thesis:

given a specific multi-robot mission and its associated performance measure, a piece of

information is as useful as it yields a high ratio between performance improvement and

cost increasing. Although the information utility measure is unavoidably a concept that

requires a specific formulation, tailored to the collective robotic mission being considered,

that basic principle is sufficiently general to be applicable to any application domain.

Moreover, the thesis provides important insights into entropy-based measures, which are

unquestionably a manifestation of the usefulness of the mathematical definition of entropy

for many situations wherein uncertainty needs to be quantified.
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[PM00] P. Pirjanian and M. Matarić. Multiple objective vs. fuzzy behavior coor-

dination. In D. Drainkov and A. Saffiotti, editors, Fuzzy Logic Techniques

for Autonomous Vehicle Navigation, pages 235–253. Studies on Fuzziness

and Soft Computing, Springer-Verlag, 2000.

[PNDW98] D. Pagac, E. Nebot, and H. Durrant-Whyte. An evidential approach to

map-building for autonomous vehicles. IEEE Trans. on Robotics and Au-

tomation, 14(4):623–629, 1998.

[PPCC02] G. Pereira, B. Pimentel, L. Chaimowicz, and M. Campos. Coordination

of multiple mobile robots in an object carrying task using implicit com-

munication. In Proc. of IEEE Int. Conf. on Robotics and Automation

(ICRA’2002), pages 281–286, 2002.

[Pre05] Army Technology. Predator unmanned aerial vehicle, Jul. 2005. [Online].

Available: http://www.army-technology.com/projects/predator.

[RB02] S. Roumeliotis and G. Bekey. Distributed multirobot localization. IEEE

Trans. on Robotics and Automation, 18(5):781–795, 2002.

[RBL+05] J. Rodrigues, S. Brandão, J. Lobo, R. Rocha, and J. Dias. RAC robotic

soccer small-size team: Omnidirectional drive modelling and robot con-

struction. In Proc. of Scientific Meeting of Robótica’2005 National Robotics
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Appendix A

Mathematical proofs

A.1 Product of two Gaussian distributions is still a

Gaussian

Consider a continuous random variable X and two Gaussian beliefs for this variable:

p1(x) = N(µ1, σ1) =
1
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,
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The product of these two probability density functions is given by
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Let define the constants

µ =
µ1σ

2
2 + µ2σ

2
1

σ2
1 + σ2

2

, (A.2)

σ =
σ1σ2√

(σ2
1 + σ2

2)
. (A.3)

As we shall see, these two constants are, respectively, the mean and the standard deviation

of the probability density function associated with the product p1(x)p2(x). Substituting
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equations (A.2) and (A.3) in (A.1), we have
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Let define the constant

β =
√

2π (σ2
1 + σ2

2) exp

[
(µ1 − µ2)

2

2 (σ2
1 + σ2

2)

]
. (A.5)

Substituting equation (A.5) in equation (A.4), we have finally

p(x) = p1(x)p2(x) =
1

βσ
√

2π
exp

[
−
(
x− µ√

2σ

)2
]

(A.6)

=
1

β
.N(µ, σ). (A.7)

This equation shows that product p1(x)p2(x) is still a Gaussian distribution βp(x) with

parameters µ and σ, given by equations (A.2) and (A.3), respectively. The function p(x)

must be multiplied by the constant β, given by equation (A.5), in order to obtain a valid

probability density function, i.e. to ensure that it sums up to one over all x.
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A.2 Application examples of the mutual information

definition for sets of discrete random variables

This section presents thoroughly some application examples of the definitions derived in

section 6.3, page 187, concerning the computation of mutual information with sets of

discrete random variables.

A.2.1 Mutual information between a set and one of its random

variables

Consider a set of n discrete random variables X = {X1, . . . , Xn} and X1 as one of the

variables contained on it (1). The mutual information between X and X1 is given by

I(X ;X1) =

n∑
i=1

I(Xi;X1 | X1, . . .Xi−1) (A.8)

= I(X1;X1) +
n∑

i=2

I(Xi;X1 | X1, . . .Xi−1) (A.9)

= H(X1). (A.10)

Equation (A.8) is obtained by direct application of equation (6.5), page 188. Equation

(A.9) is obtained by partitioning the sum in equation (A.8) into two terms. Then, it can

be easily proven that all terms in the sum of the second term of equation (A.9) are equal

to zero, which yields equation (A.10), because, accordingly with equation (3.27), page 91,

entropy is self-information.

Note, for example, that, acoordingly with the definition of conditional mutual infor-

mation given by equation (3.28), page 91, the first term in the sum of the second term of

equation (A.9) is given by

I(X2;X1 | X1) = H(X2 | X1)−H(X2 | X1, X1)

= H(X2 | X1)−H(X2 | X1) = 0,

and the second term of that sum is given by

I(X3;X1 | X1, X2) = H(X3 | X1, X2)−H(X3 | X1, X2, X1)

= H(X3 | X1, X2)−H(X3 | X1, X2) = 0.

It can be proven by induction that all those terms are null indeed.

1The example would be very similar if another variable Xi ∈ X different from X1 would have been
chosen.
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A.2.2 Mutual information between two small sets of random

variables

Consider the sets of discrete random variables {X1, X2, X3} and {Y1, Y2}. Using equation

(6.11), page 189, the definition of conditional mutual information given by equation (3.28),

page 91, and the definition of joint entropy given by equation (3.18), page 89, their mutual

information can be computed as

I(X1, X2, X3;Y1, Y2) = I(X1;Y1) + I(X1;Y2 | Y1)

+ I(X2;Y1 | X1) + I(X2;Y2 | X1, Y1) + I(X3;Y1 | X1, X2) + I(X3;Y2 | X1, X2, Y1)

= H(X1)−H(X1 | Y1) +H(X1 | Y1)−H(X1 | Y1, Y2) +H(X2 | X1)−H(X2 | X1, Y1)

+H(X2 | X1, Y1)−H(X2 | X1, Y1, Y2) +H(X3 | X1, X2)−H(X3 | X1, X2, Y1)

+H(X3 | X1, X2, Y1)−H(X3 | X1, X2, Y1, Y2)

= [H(X1) +H(X2 | X1) +H(X3 | X1, X2)]− [H(X1 | Y1, Y2)

+H(X2 | X1, Y1, Y2) +H(X3 | X1, X2, Y1, Y2)]

= H(X1, X2, X3)− [H(X1, Y1, Y2)−H(Y1, Y2) +H(X1, X2, Y1, Y2)−H(X1, Y1, Y2)

+H(X1, X2, X3, Y1, Y2)−H(X1, X2, Y1, Y2)]

= H(X1, X2, X3) +H(Y1, Y2)−H(X1, X2, X3, Y1, Y2).



Appendix B

Parameters used in volumetric

mapping experiments

This appendix presents the values of most of the parameters related with the volumetric

mapping experiments, which were carried out with the robots depicted in Fig. 4.10, page

124. Although some of them are intrinsic characteristics of the equipment, they are mostly

parameters that are adjusted by the user or obtained through calibration.

B.1 Miscellaneous tables

Table B.1: Parameters of the SVS stereo algorithm.

Parameter Value

Number of disparities 16

Horopter’s offset 20

Search window size 11

Confidence level threshold 22

Left/Right filter on

249
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Table B.2: Parameters of the sensor model related with the standard deviation for the
stereo-vision range sensors depicted in Fig 4.11, page 126. They are used in equations (4.29)
and (4.30), page 111.

Parameter Value

σmin Standard deviation at null distance −0.06 mm

ζ First derivative with distance 3.75 × 10−3

τ Damping ratio with the distance to the obstacle 2 m

Table B.3: Parameters of the Scout robot from Nomadics Technologies, Inc.

Parameter Value

Diameter 385 mm

Height 350 mm

Maximum speed 101.6 cm.s−1

Maximum acceleration 203.2 cm.s−2

Configured maximum speed 50.8 cm.s−1 (*)

Configured maximum acceleration 76.2 cm.s−2 (*)

Safety speed / speed before stopping 5.08 cm.s−1 (*)

Stopping distance 20 cm (*)

Maximum angular speed 302.4 deg.s−1 (*)

Angular speed at the end of rotation 30.2 deg.s−1 (*)

Angular stopping distance 35 deg. (*)

Collision avoidance critical distance 200 mm (*)

Collision avoidance safety distance 500 mm (*)

Sonars’ range 15 . . . 107 cm

Time between two sonars are fired 0.1 s (*)

(*) Value configured in the volumetric mapping software.
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Table B.4: Main characteristics of the stereo vision sensors depicted in Fig 4.11, page 126.
All the values but the resolution and the baseline were obtained through calibration with
the SVS software.

Parameter Value

Resolution, image pair 160 x 120 pixels

Resolution, individual camera 320 x 240 pixels

STH-V2 STH-V3

Baseline [mm] 70 85

Focal length [mm] 7.542 4.380

Aspect ratio 0.984 0.916

Radial distortion, 2nd order 6.225 × 10−3 25.847 × 10−3

Camera center [pixels]
[
151.404 124.933

]T [
146.992 58.821

]T

Table B.5: Parameters used in the experiments carried out in April 2005. The table only
presents those parameters that are not specific to the robots or to their stereo-vision sensors,
which are presented in previous tables of this appendix.

Parameter Value

Voxel’s edge ε [m] 0.1

Volumetric grid size (x,y,z) [number of voxels] (43,53,7)

Discrete entropy, number of histogram bins b 128

Stopping criteria Hth (entropy threshold) [bits] 3× 104

Gaussian’s initial standard deviation for a voxel 10.0

Initial map’s entropy H(C | M0) [bits] 11.167 × 104

Stereo-vision sensor’s minimum distance to obstacles [m] 1

Team size n
{
1 . . . 10

}
Min. inform. utility of a comm. measurement Imin (n > 1) 0.0145

Max. number of comm. measurements max (sk) (n > 1) 2500

Exploration, jump distance with null gradient [m] 1.5

Uncoordinated exploration strategy

Surveying fixed neighborhood radius ε [m] 1

Coordinated exploration strategy

Surveying mutual information scale factor ξ [bits] 5.0

Cost sensitivity coefficient κ
{
0, 1

8 ,
1
4 ,

1
2 ,

3
4 , 1
}
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Table B.6: Parameters used in the experiments carried out in July 2004. The table only
presents those parameters that are not specific to the robots or to their stereo-vision sensors,
which are presented in previous tables of this appendix.

Parameter Value

Voxel’s edge ε [m] 0.1

Volumetric grid size (x,y,z) [number of voxels] (42,44,10)

Discrete entropy, number of histogram bins b 128

Stopping criteria Hth (entropy threshold) [bits] 2.65× 104

Gaussian’s initial standard deviation for a voxel 10.0

Initial map’s entropy H(C | M0) [bits] 12.936 × 104

Stereo-vision sensor’s minimum distance to obstacles [m] 1

Team size n
{
1, 2
}

Min. inform. utility of a comm. measurement Imin (n > 1) {0, 0.00723, 0.0145, 0.074, 0.152}
Max. number of comm. measurements max (sk) (n > 1) {500, 1000, 1750, 2500, 5000,∞}
Exploration, jump distance with null gradient [m] 1.5

Exploration, fixed neighborhood radius ε [m] 0.3
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B.2 Spatial transformation from the robot’s sensor

to the robot’s platform

The transformation RTC =
[

RRC

∣∣∣RtC

]
3×4

, which is used in equation (4.56), page 131, to

transform coordinates expressed on the right camera’s reference frame {C} to the robot’s

reference frame {R} (see Fig. 4.14), was obtained through the calibration procedure

presented in section 4.7.4, page 129. Observe in Fig. 4.10, page 124, the placement of the

stereo vision sensor on each robot. The left robot is equipped with the stereo rig STH-V2

and the right robot is equipped with the stereo rig STH-V3.

For the stereo rig STH-V2, the translation vector is

RtC =
[
100 −35 380

]T
, (B.1)

the rotation matrix is

RRC =



−0.058891 −0.217779 0.974220

−0.998177 −0.000083 −0.060358

0.013226 −0.975998 −0.217377


 (B.2)

and the transformation matrix is

RTC =



−0.058891 −0.217779 0.974220 100

−0.998177 −0.000083 −0.060358 −35

0.013226 −0.975998 −0.217377 380


 . (B.3)

Given equation (B.2), and accordingly with equation (4.60), page 130, the stereo rig’s tilt

angle towards the floor is roughly α = 13 deg.

For the stereo rig STH-V3, the translation vector is

RtC =
[
120 −42.5 435

]T
(B.4)

the rotation matrix is

RRC =



−0.037071 −0.113945 0.992795

−0.999297 −0.001296 −0.037463

0.005555 −0.993486 −0.113816


 (B.5)

and the transformation matrix is

RTC =



−0.037071 −0.113945 0.992795 120

−0.999297 −0.001296 −0.037463 −42.5

0.005555 −0.993486 −0.113816 435


 . (B.6)
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Given equation (B.5), and accordingly with equation (4.60), page 130, the stereo rig’s tilt

angle towards the floor is roughly α = 7 deg.

These transformation matrices assume that coordinates are always expressed in mil-

limeters.



Appendix C

Computing range data with the SVS

stereo engine

The SVS — Small-Vision System — is a stereo engine from SRI International for comput-

ing range data from stereo images [KB02]. The version 2.3c of the software was used in

the experiments reported in chapters 4, 5 and 6 to measure distances through the stereo

rigs presented in section 4.7.2, page 125. The SVS software implements an area correla-

tion algorithm for computing range from stereo images. See Fig. C.1 for an example of a

depth map yielded by the SVS engine.

Consider a stereo-vision system with two pinhole cameras (1). Given the left and right

images depicted in Fig. C.1-a,b, the software performs an image warp for rectifying them.

This rectification effectively rotates the images about their centers of projection, in order

to establish an ideal stereo setup, wherein the two cameras have parallel optical axes and

horizontal epipolar lines (see Fig. C.2).

Accordingly with the epipolar geometry, given a stereoscopic vision system comprising

n cameras, any point and its associated projections in the image planes of the n cameras

belong to a common plane: the epipolar plane. The intersection of this plane with the

cameras’ image planes are the epipolar lines. Ensuring that in a binocular system (two

cameras) the two epipolar lines are horizontal is crucial for the SVS’s correlation algorithm,

since it looks for matches along horizontal scan lines. This constraint simplifies very

much the correspondence problem, i.e. associating pixels in both cameras that represent

the projection of the same point in space, because it ensures that any point in space is

projected in the same row of both cameras.

The stereo pair depicted in Fig. C.1-c,d is obtained after applying the rectification

1See section D.1, page 265, for a brief introduction about the pinhole camera model.
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(a) (b)

(c) (d)

(e)

(f)

Figure C.1: Example of a depth map provided by stereo-vision: (a) left camera image;
(b) right camera image; (c) left camera image after rectification; (d) right camera image
after rectification; (e) disparity map; (f) 3-D reconstruction relative to the right camera
coordinates reference frame {C}.

procedure on the stereo pair of Fig. C.1-a,b. Note that the two images are now aligned

correctly with respect to each other. Then, the SVS stereo engine is able to compute

the disparity map depicted in Fig. C.1-e, which contains depth information: it associates

depth with each pixel in an image and a correlated pixel in the other image; lighter regions

have higher depth.

If the stereo-vision system is properly calibrated, the SVS stereo engine is able to use

the disparity map to compute the coordinates [x, y, z]T for each pixel of the right image

and, thus, to obtain the 3-D reconstruction depicted in Fig. C.1-f. This graph projects

each pixel in space given its 3-D coordinates relative to the right camera’s coordinates

reference frame {C}.
The SVS stereo engine provides the user with C/C++ libraries containing sets of func-

tions that can be used to: acquire and display video from a binocular stereo-vision system

in real time; calibrate the stereo-vision, so as to properly accomplish the aforementioned

stereo pair rectification; eliminate low probability stereo matches due to lack of image

texture and filter occluded regions, that only appear in one of the images, through a

consistency check; compute disparity maps; and compute range data from a stereo pair

and obtain a 3-D reconstruction. Most of these functionalities are exercised in a stand-
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Figure C.2: Binocular stereo-vision system with front-parallel geometry (figure reproduced
from [LAD02]). Given the system’s geometry, the cameras’ focal length f and the baseline b,
the coordinates [x, y, z]T of any point P in space are computed through triangulation upon
its projection in both cameras (x′l and x′r are the projections’ coordinates along the xx axis).

alone graphical application, which can be used by the user to get insight about using the

provided libraries. The main windows of the application are depicted in Fig. C.3.

Before using a given stereo-vision system to compute range data through the SVS

stereo engine, it must be properly calibrated. This calibration comprises intrinsic cali-

bration and extrinsic calibration. While the former one deals with the properties of the

individual cameras, such as lens distortion and differing focal lengths for the two cameras,

the latter one deals with the spatial relationship of the cameras to each other, including

imperfections due to non-parallel optical axes and non-horizontal epipolar lines.

The SVS stereo engine provides the user with an automatic calibration procedure based

on a nonlinear optimization algorithm; Fig. C.4-a depicts the SVS calibration window. In

order to calibrate the stereo-head, the user has to provide SVS with five image pairs of a

planar checkerboard. Fig. C.4-b depicts the set of image pairs that were used to calibrate

the stereo-vision sensor STH-V2 shown in Fig. 4.11-a. When choosing these image pairs,

the goal is to include views that differ both in translation and rotation, so as to ensure

that the calibration procedure converges (2).

2Finding an image set that ensures the calibration convergence is sometimes a tedious task, especially
with low resolution cameras such as those cameras depicted in Fig. 4.11.
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(b)(a)

Figure C.3: SVS — Small Vision System — stereo-vision engine from SRI International:
(a) main window of the software application wherein the user can configure the video ac-
quisition, tune the stereo correlation algorithm’s parameters and visualize the stereo image
pair or, alternatively, one of the images (left) and the disparity map (right); (b) window
showing a 3-D reconstruction of the most recent acquired stereo image pair.

After choosing a set of image pairs, the calibration procedure starts by finding the im-

age features in each of the image pairs. These features are the corners of the checkerboard’s

squares, which are depicted in Fig. C.4-a with (+) for the fourth stereo pair. Then, the

calibration algorithm may be started and, at the end, if it successfully converges, the

calibration parameters are written to a text file and are shown in the half-bottom of the

calibration window (see Fig. C.4-a). The information stored in this text file must be

loaded before performing the aforementioned image warp procedure, in order to properly

initialize the stereo algorithm. After the successful calibration, the stereo-vision sensor

can be used as a range sensor for getting 3-D range data (see Fig. C.1 for an example).

C.1 Parameters of the stereo algorithm

There are some parameters that influence the behavior of the stereo algorithm of SVS.

They are the number of disparities, the horopter’s offset, the search window size and the

confidence level.

The disparity associated with a given 3-D point in the scene is the offset between its

projections on the image planes of both cameras of the binocular stereo-vision system,

which is directly related to the distance of the point normal to the image planes (3). This

3This statement assumes that the image planes of both cameras are embedded within the same plane,
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(b)(a)

Figure C.4: Calibration of a stereo-vision sensor: (a) calibration window of the SVS stereo
engine; (b) set of stereo image pairs used to calibrate the stereo-vision sensor STH-V2 shown
in Fig. 4.11-a, page 126 (one stereo pair per row).
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means that images taken from different viewpoints “see” the object at different positions

(pixels) and the offset is called disparity. The disparity is inverse proportional to the

distance and is proportional to the cameras’ focal length and to the stereo-rig’s baseline

(see Fig. C.2).

Due to the inverse relationship between disparity and distance, most of the change

in disparity takes place in the first several meters. Furthermore, the smallest change in

range that is discernable by the stereo geometry given a fixed change in disparity, i.e. the

range resolution, is a function of the range itself: at closer ranges, the resolution is much

better than at farther ranges; the range resolution gets worst as the square of the range

(4). Obviously the images’ resolution, i.e. the pixel size, has also a strong impact on the

range resolution, so that smaller pixel sizes (higher images’ resolution) yield better range

resolution.

Even rectifying the images, it may not be possible to match every object in the scene.

The number of disparities is associated with the search range for matching pixels from

both images. Changing the disparity search size affects the time it takes to process stereo.

For instance, a search space of 32 pixels takes about twice as long as a search space of 16

pixels.

Given a disparity search size, the range of objects that can be successfully measured

is restricted to a 3-D volume that is covered by the search range of the stereo algorithm.

This 3-D volume is denoted as the horopter. Those objects cannot be too close or too

farther to the sensor. The smallest distance is associated with the highest disparity and

the farthest distance is associated with the lowest disparity. For instance, if the number

of disparities is equal to 16, the highest distance yields a disparity equal to 0 and the

smallest distance yields a disparity equal to 15.

The horopter’s offset allows to vary the placement of the horopter, i.e. to place it

closer or farther to the sensor. This offset may be also useful to compensate the fact of

the optical axes of the two cameras not being exactly parallel.

The SVS stereo algorithm is local search method, i.e. it is an area correlation algorithm

which tries to find corresponding elements between the two images. To do this, it uses

correlation to compare small patches, or windows, from both images. The search window

size specifies the size of each patch being compared and presents an important tradeoff

between correlation success and signal-to-noise ratio.

i.e. they are co-planar like in Fig. C.2. In this figure, the disparity along the xx axis is the offset x′l−x′r .
4Note that focal length and baseline, which are intrinsic parameters of the stereo-rig, also have an

influence on the resolution. They have an inverse influence on the resolution, so that larger baselines and
focal lengths make the range resolution better.
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Small windows are more likely to be similar in images taken from different viewpoints,

but larger windows increase the signal-to-noise ratio, especially in textureless areas. More-

over, there is also a tradeoff related with disparity image spatial resolution: large windows

tend to “smear” foreground objects, i.e. the object appears larger in the disparity map

than in the original input image. This means that smaller windows have a poorer signal-

to-noise ratio but allows to match smaller objects.

Like every vision algorithms, stereo algorithms are error-prone. Errors result from

noisy video signals — random errors — and from the difficulty of matching non-textured,

or regularly textured, image areas — systematic errors.

SVS implements a texture filter that assigns to each pair of matched patches a con-

fidence level, i.e. a probability value for the matching validity. Given a confidence level

threshold, which the user can adjust accordingly with the application requirements, the

stereo algorithm reject matchings whose confidence level is less than the threshold.

Besides the texture filter, SVS implements a left/right filter that eliminate errors due

to correlation windows covering areas with very different disparities or discontinuities.

The filter’s name is because it is implemented through consistency tests involving the

comparison of regions from the left and right images.

The standalone application of SVS, shown in Fig. C.3-a, contains a set of control

buttons to tune all the aforementioned stereo parameters. In the specific SVS software

application that was programmed to carry out mapping experiments with the stereo-

vision sensors mounted on the robots of Fig. 4.10, page 124, those stereo parameters were

empirically set to the values presented in Table B.1, page 249. The example shown in

Fig. C.1 uses this set of parameters.
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Appendix D

Global localization with a color

camera

In equation (4.57), page 129, the transformation given by matrix WTR =
[

WRR

∣∣∣W tR

]
3×4

is not rigid and is given by some localization scheme. Because the robot’s motion is

restricted to the floor plane, i.e. a plane parallel to plane xy, the goal of the localization

system is just to determine the robot’s absolute position x = [x, y, z]T ∈ R
3 and the

yaw angle θ giving the robot’s heading, on the global reference frame {W} (see Fig.

4.14, page 131). Moreover, the coordinate z is constant and is known a priori by the

localization system. Given the values of x, y, z and θ, the localization system transforms

coordinates from the robot’s reference frame {R} to the global reference frame {W} using

the transformation matrix

WTR =
[

WRR

∣∣∣W tR

]
3×4

=




cos θ − sin θ 0 x

sin θ cos θ 0 y

0 0 1 z


 , (D.1)

wherein the rotation matrix WRR is a pure rotation about zz axis of θ radians.

During the mapping experiments reported in chapters 4, 5 and 6, which were carried

out in laboratory, a global localization scheme based on a global camera was used. It uses

the RGB analog color camera from Toshiba depicted in the bottom-right of Fig. 4.16-a,

page 134, which is denoted hereafter as the global camera.

The global camera’s video signal is acquired through a Matrox Meteor frame grabber

PCI card, which is installed on a desktop PC running the Microsoft Windows 98 operating

system (see the bottom-left of Fig. 4.16-a). In order to localize the robots within the

workspace, the graphical localization server software, which is depicted in Fig. 4.16-b,

was programmed to detect and track colored markers on the top of the robots depicted
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in Fig. 4.10, page 124. The colors of the markers were chosen in such a way that they

could not be easily encountered in other objects cluttering the environment.

The position of each robot is determined upon a blue rectangular shape located on

the back-top of the robot’s platform. Additionally, each robot has more two rectangular

shapes, near to its center and in the front, respectively, whose color is unique: it is pink

for the robot on the left of Fig. 4.10 and green for the robot on the right. The purpose of

these two additional markers is twofold: firstly, due to their unique color, they allow to

identify the robot; secondly, when combined with the blue marker’s position, they allow

to compute the robot’s orientation (yaw angle θ).

Due to their location, although there are some poses wherein one of the markers (pink

or green, depending on the robot) is occluded by the robot’s stereo-vision sensor, at least

one of the markers always appears in the global camera’s image. When both of the

markers appear in the image, the marker in the front is chosen to compute the robot’s

orientation, because the accuracy increases with the distance to the blue marker.

The localization software executes a sequence of operations in real-time, which in-

cludes: acquiring a color image; converting it from the RGB — Red-Green-Blue — color

space to the HSV — Hue-Saturation-Value — color space; performing a color segmenta-

tion algorithm to localize pixels belonging to the colors of interest — blue, pink and green;

clustering segmented pixels in regions of interest, i.e. the regions representing the colored

markers; and, finally, using the centroid of the detected colored regions to compute the

robots’ localization in the global coordinates frame {W}.
The computation burden associated with the conversion from RGB to HSV is justi-

fied by the fact that the latter color space is more robust against variable illumination

conditions. Moreover, by using the HSV color space those colors of interest can be easily

defined using just the hue and saturation dimensions and a training procedure; the value

dimension, which is related with luminance, is not used.

For each one of the three colors of interest, and using 5 bits to encode each color

dimension between 0 and 31, a color of interest is defined by a range of values in the hue

and saturation dimensions. This classification, which is presented in detail in Table D.1,

page 265, is used during color segmentation to decide whether a given pixel of an acquired

image belongs or not to those colors of interest.

Although the frame grabber may provide higher resolutions, the resolution 384 x 288

pixels is used in order to restrict the computation burden and ensure a reasonable frame

rate. The PC, which is based on a Pentium-II MMX, 200 MHz, with 256 Mb of RAM, is

able to perform the localization with a maximum frame rate equal to 2.5 Hz. Since this
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Table D.1: Color classes used in the absolute localization with a color camera, expressed
in the HSV — Hue-Saturation-Value — color space.

Color class Hue Saturation

min. max. min. max.

Blue 14 19 15 21

Pink 20 28 4 14

Green 5 12 6 22

frame rate is somewhat low, robots use odometry most of the time, using the localization

server to reset periodically odometry errors.

The localization server works as a TCP/IP server that can accept localization queries

from the robots, which act as TCP/IP clients. Whenever a given robot needs to know its

absolute localization, it establishes a connection to the server and asks for its localization;

then, the server answers by sending the most recent localization estimate.

D.1 Pinhole model of the camera used to localize the

robots

The pinhole model is generally used in computer vision to model the behavior of a camera

[Lob02]. It is a simplified model, which limits the incidence of light rays onto a surface,

enabling the formation of an inverted image of the world (see Fig. D.1). A small opening

(the pinhole) is the center of projection of the image and all rays of light forming the

image pass through this point.

The distance from the image plane to the center of projection is denoted as the focal

length f . The optical axis is normal to the image plane and contains the center of pro-

jection, defining the viewing direction of the camera. The image center is the intersection

of the optical axis with the image plane. The image is formed by projecting the 3-D

scene onto a surface, thus loosing depth information. This mapping can be modeled by

a perspective transformation, whereby each point in space is projected onto the image

plane. To avoid image inversion, the image plane is usually considered to be in front of

the center of projection, forming a non-inverted image plane (mathematical image plane).

Given the localization in the image of the two colored markers of a given robot, the

localization server is able to recover the depth information from the image and determine
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camera center

optical axis

camera center

optical axis

Figure D.1: Pinhole camera model. Figure reproduced from [Lob02].

the robot’s pose, because the robot’s motion is restricted to a plane parallel to the plane

xy, i.e. the coordinate z is constant and is known a priori. Therefore, it is possible to

compute the 3-D coordinates in space of each pixel in the image.

Consider the global camera reference frame {G} and the coordinates in space xG =

[xG, yG, zG]T , expressed on {G}, of a pixel (u, v) in the image, which is expressed as the

vector xP = [u, v, 1]T . A simplified pinhole linear model of the camera [Bou05] is given

by

xN =




xG

zG
yG

zG

1


 =



fx 0 cx

0 fy cy

0 0 1




−1

xP = A−1xP , (D.2)

wherein xN are the point’s normalized coordinates, i.e. xG = zG · xN . The vector f =

[fx, fy]
T is the focal length expressed in units of horizontal and vertical pixels (1). The

vector c = [cx, cy]
T is the camera center (principal point) expressed in pixels.

The pixel’s space coordinates expressed on the global reference frame {W} is given by

x =W RG ·
(
zG · xN +W tG

)
=W RG ·

(
zG ·A−1xP +W tG

)
, (D.3)

wherein WRG and W tG are, respectively, the 3×3 rotation matrix and the 3-D translation

vector from {G} to {W}. In order to use directly equation (D.3) to compute the point’s

space coordinates x, the value of the coordinate z, which is known a priori, can be used

1The components fx and fy are usually very similar.
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Figure D.2: Image set used in the calibration of the global camera.

to compute zG as

zG =
z −
[
0 0 1

]
·W RG ·W tG[

0 0 1
]
·W RG · xN

. (D.4)

The camera’s model used by the localization application is slightly more complex than

the model described by equations (D.2), (D.3) and (D.4), because it also models the cam-

era’s non-linear radial and tangential distortions [Bou05]. Nevertheless, these phenomena

were not included in the equations above, so as to simplify their understanding.

D.2 Camera calibration

Before using the camera’s model to compute pixels’ coordinates in space, both intrinsic

and extrinsic parameters of the camera must be properly calibrated. While intrinsic

parameters — focal length f , center coordinates c and other distortion coefficients — are

related with the intrinsic characteristics of the device, extrinsic parameters — rotation
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Figure D.3: Calibration of the global camera: (a) two of the images used in the calibration
(image 4 and zoom of image 9 from Fig. D.2) showing the points that were processed (+) and
their reprojection after calibration (o); (b) 3-D reconstruction of the acquired targets during
calibration (checkerboard in different positions) relative to the camera’s optical center.

matrix WRG and translation vector W tG — establish the spatial transformation between

the camera reference frame {G} and the global reference frame {W}.
The camera calibration toolbox for Matlab c© [Bou05], which was readily available,

was used to calibrate the camera after providing the calibration software with the im-

age set depicted in Fig. D.2, containing different viewpoints of a checkerboard whose

characteristics were known a priori.

Fig. D.3-a shows two of the images — images 4 and 9 — used in the calibration and the

position of the points that were processed, i.e. the corners of the checkerboard’s squares,

and their reprojection after calibration. As it can be observed, the calibration errors are

almost imperceptible, even for the image 9 wherein the checkerboard is represented with a

much lower resolution. Fig. D.3-b represents a 3-D reconstruction of every checkerboard’s

positions associated with the images used in the calibration.

The detailed camera’s parameters obtained through this calibration procedure are

presented in Table D.2. Note that the external coordinates reference frame associated

with the image 1 of Fig. D.2 was chosen to be the global reference frame {W}, i.e. its
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Table D.2: Main characteristics of the color camera used for absolute localization. The pa-
rameters’ values were obtained through the camera calibration toolbox for Matlab c© [Bou05].

Parameter Value

Intrinsic

Resolution [pixels] 384 x 288

Focal length f [pixels]
[
448.935 449.898

]T
Radial distortion, 2nd order −0.129308

Radial distortion, 4th order −0.021539

Tangential distortion parameters p1 = 4.43 × 10−4, p2 = −9.064 × 10−3

Camera center c [pixels]
[
162.737 147.095

]T

Extrinsic

Rotation matrix WRG [mm]




0.297475 0.757544 −0.581064

0.918031 −0.059843 0.391966

0.262159 −0.650035 −0.713251




Translation vector W tG [mm]
[
−565.506248 −490.705543 2984.873938

]T

extrinsic parameters determined the transformation between the coordinates of a pixel in

the image and its spatial coordinates expressed in {W}.
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Appendix E

Parameters of the consume mission

case study

Table E.1: Main parameters for the consume mission experiments described in section
5.2.1.2, page 155.

Parameter Value

Workspace

Length x Width 50 m x 50 m

Robots

Number of robots {1, 2, 3, 4}
Axle length 0.5 m

Velocity (maximum) 1.4 m.s−1

Acceleration (linear) 0.9 m.s−2

Sensor range 2 m

Communication range {0, 20} m

Communication cost (ccom) 0.3125 bit−1

Items

Number of items 30

Ray 0.5 m

Consumption time (tc) 100 s

Spacing 2 m

Minimum distance to initial pose 10 m

Obstacles

Workspace coverage {0, 5, 10} %

Ray 1 . . . 4 m

Spacing 3 m

x ∈ X cstate(x)

{Wander, Move To Help} 1 s−1

{Acquire, Acquire To Help} 0.8 s−1

{Consume, Help Consume} 2 s−1

Performance weights

{α, β, γ, δ} {10−10, 0.4, 0.2, 0.4}
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Appendix F

Inferential statistics and tests of

hypotheses

This appendix gives the reader some background about inferential statistics, covering

concepts such as Gaussian and t-Student probability distributions, level of significance,

confidence intervals and hypothesis testing. This knowledge is used in section 6.7, page

204, to obtain useful conclusions from the statistical analysis of experimental results.

Most of the information presented in this appendix was extracted from [Ser05] and

assumes the reader has some basic background about probability theory and descriptive

statistics. If this is not the case, some bibliography covering these topics should be

consulted before reading the appendix (e.g. [Pap91]).

By the end of the appendix, it is also presented detailed data about the tests of

hypothesis referred in section 6.7.1.1, page 208.

F.1 Inferential statistics

Descriptive statistics is used to summarize or describe a sample extracted from a popula-

tion, whereas inferential statistics is used to infer population’s properties by generalizing

the behavior observed in samples extracted from the population.

F.2 Gaussian distribution

The Gaussian distribution, also known as normal distribution, is defined by the equation

(3.38), page 94. It is the most ubiquitous probability distribution in statistics, because

273
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Figure F.1: Gaussian distribution: a non-skewed distribution around the mean µ, with
standard deviation σ; 68% of the samples fall inside the interval µ± σ, 95% of the samples
fall inside the interval µ± 2σ and 99% of the samples inside in the interval µ± 3σ.

it provides a convenient statistical model for many phenomena for which the random

variable presents a non-skewed distribution around the mean (see Fig. F.1). Moreover, if

the goal is to estimate the population mean µ from the mean value x of a set of samples

extracted from that population, the Central Limit Theorem [Pap91] dictates that, if the

sample’s size is large enough, the sample’s mean is a normally distributed random variable

around µ.

If a random variable with a Gaussian distribution is sampled, accordingly with the

curve represented in Fig. F.1, a sample falls inside the interval µ± σx with a probability

equal to 68%, inside the interval µ± 2σx with a probability equal to 95%, and inside the

interval µ± 3σ with a probability equal to 99% (see Fig. F.1).

F.3 Confidence intervals for a population mean

Although random selection imposes that all members of a population have an equal op-

portunity to be chosen, it does not guarantee that they are represented proportionally

in a sample. For this reason, even when the sampling is properly random, the sample’s

characteristics (e.g. mean value and standard deviation) are usually different from the

population’s characteristics. This discrepancy is called sampling error.
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F.3.1 Large samples

Consider a population with mean µ and standard deviation σ. Suppose that the goal is

to infer the population mean µ from samples with size n, extracted from that population,

by studying the distribution of the sample mean. The sample mean is computed as

x =
1

n

n∑
i=1

xi, (F.1)

and the sample standard deviation is computed as

s =

√√√√ 1

n− 1

n∑
i=1

(xi − x)2. (F.2)

The Central Limit Theorem [Pap91] ensures that, if n is sufficiently large, the dis-

tribution of the sample mean tends to a Gaussian distribution with mean µ, being the

standard deviation an inverse function of the sample size, as

σx =
σ√
n
. (F.3)

This quantity is denoted as the standard error of the mean.

Since the population’s standard deviation σ is generally unknown, the standard error

of the mean is usually estimated through the sample standard deviation, as

sx =
s√
n
. (F.4)

The standard error of the mean allows to make inferences about the population mean

because the proportions under the curve of the sampling distribution of means can be

assumed equal to the proportions under the curve of the normal distribution. This as-

sumption is valid when the sample size n is sufficiently large (typically for n > 50).

Given the Gaussian distribution of the sample mean N(x, sx), accordingly with the

Gaussian distribution definition, the population mean falls inside the interval x± sx with

a probability equal to 68%, inside the interval x ± 2sx with a probability equal to 95%,

and inside the interval x ± 3sx with a probability equal to 99% (see Fig. F.1). Any

of these intervals is denoted as a confidence interval for the population mean, with a

given confidence level. Those are the confidence intervals for the population mean, with

a confidence level equal to 68%, 95% and 99%, respectively (1).

1The presented critical values are approximate. For instance, for a confidence level equal to 95%,
the critical value is more rigorously equal to 1.96 and the confidence interval is more rigorously equal to
x ± 1.96sx. The critical value, for a given confidence level, is usually obtained by consulting a table of
critical values for a standardized Gaussian distribution (null mean and standard deviation equal to 1),
in any statistics textbook.
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Figure F.2: t -Student versus Gaussian distribution: the t-Student distribution is more
spread out than the Gaussian distribution and depends on the number of degrees of freedom
df , which is computed from the sample size n as df = n− 1. The lesser df is, more spread
out is the t -Student distribution.

F.3.2 Small samples: the t-Student distribution

Often, the assumption of large samples is not viable. With smaller samples, the distrib-

ution of the sample means tends to be more spread out. The t-Student distribution (see

Fig. F.2) accounts for this effect and it depends on the sample size n through the number

of degrees of freedom df , given by df = n − 1. Obviously, it approaches the Gaussian

distribution if n → ∞. Therefore, the t-Student distribution substitutes the Gaussian

distribution when making inferences with small samples. The confidence interval for a

given confidence level is slightly different from the one that would be obtained with the

Gaussian distribution, being slightly wider.

The confidence level is associated with a given level of significance α, and is equal to

1− α. The confidence interval for a given confidence level 1− α is given by

x± tα/2 · sx = x± tα/2 ·
(

s√
n

)
,

wherein tα/2 is the two-tailed critical value of the t-Student distribution with df = n− 1

degrees of freedom, for a significance level equal to α (see Fig. F.3).

F.4 Hypothesis testing

If two different samples are compared, two different outcomes must be considered, con-

cerning the mean of the populations from which they have been drawn: either the two
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Figure F.3: Critical value of the t -Student distribution for a given confidence level 1− α
(level of significance α): (a) one-tailed critical value tα; (b) two-tailed critical value tα/2. In
both cases, the sum of shaded areas in the tails is equal to α. In this example, α = 0.05 and
the t -Student distribution has df = 5 degrees of freedom.

samples represent truly different populations, or the differences are due to chance occur-

rence and they were obtained from the same population. The latter outcome is denoted as

the null hypothesis H0, whereas the former outcome is denoted as the alternate hypothesis

or research hypothesis Ha.

The null hypothesis generally represents a theory about the values of a population

(e.g. population mean µ), which the researcher usually wants to reject. The alternate

hypothesis represents a theory that contradicts the null hypothesis, which the researcher

usually wants to accept when sufficient statistical evidence exists to establish its truth.

Besides the two aforementioned hypothesis, any statistical test of hypothesis includes a

test statistic, a rejection region and some assumptions. The test statistic is used to decide

whether to reject the null hypothesis H0. Given a confidence level, the rejection region

defines the numerical values of the test statistic for which there is sufficient statistical

evidence to reject the null hypothesis H0. The assumptions define in what conditions the

test can be applied.

F.4.1 Small-sample test for comparing the mean of two popula-

tions

The t-Student test of hypothesis for comparing the mean of two sampled populations

is used when the test cannot be done using Gaussian distributions because of the small

sample size.

Consider two samples from each population with mean x1 and x2, standard deviation
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s1 and s2, and size n1 and n2, respectively. The sample mean is computed through

equation (F.1) and the standard deviation is computed through equation (F.2).

F.4.1.1 One-tailed test

Given a constant ∆ representing the difference between the two populations means (2),

the hypotheses for a one-tailed test are stated as

H0 : µ1 − µ2 = ∆, (F.5)

Ha : µ1 − µ2 > ∆, (F.6)

being the test statistic computed as

t =
x1 − x2 −∆√

s2
1

n1
+

s2
2

n2

. (F.7)

Given a confidence level 1− α, the rejection region is

t > tα, (F.8)

wherein tα is the associated one-tailed critical value (see Fig. F.3-a) of the t-Student

distribution having

df =

s2
1

n1
+

s2
2

n2(
s2
1

n1

)2 (
1

n1−1

)
+
(

s2
2

n2

)2 (
1

n2−1

) (F.9)

degrees of freedom (3).

If the critical value tα falls in the rejection region, there is sufficient statistical evi-

dence to reject the null hypothesis H0 and the alternate hypothesis Ha can be accepted.

Otherwise, the null hypothesis H0 cannot be rejected, and nothing can be said about the

alternate hypothesis Ha.

F.4.1.2 Two-tailed test

A two-tailed test is non-directional, because the hypotheses do not specify which mean is

greater; they only specify whether they are equal. The hypotheses for a two-tailed test

are stated as

H0 : µ1 = µ2, (F.10)

Ha : µ1 = µ2, (F.11)

2Usually, the constant ∆ is set to zero. In this case, the hypotheses are H0 : µ1 = µ2 and Ha : µ1 > µ2.
3Since the value computed through equation (F.9) is generally not integer, it is rounded to the nearest

integer.



Inferential statistics and tests of hypotheses 279

being the test statistic computed as

t =
x1 − x2√

s2
1

n1
+

s2
2

n2

. (F.12)

Given a confidence level 1− α, the rejection region is

t > tα/2, (F.13)

wherein tα/2 is the associated two-tailed critical value (see Fig. F.3-b) of the t-Student

distribution having the number of degrees of freedom computed through equation (F.9).

If the critical value tα/2 falls in the rejection region, there is sufficient statistical evi-

dence to reject the null hypothesis H0 and the alternate hypothesis Ha can be accepted.

Otherwise, the null hypothesis H0 cannot be rejected, and nothing can be said about the

alternate hypothesis Ha.

F.4.2 Errors in hypothesis testing

Hypothesis testing have always two possible outcomes: reject or accept the null hypothesis.

Both decisions are subject to some risk of being incorrect (see Table F.1). If the null

hypothesis H0 is rejected when it is true, a type I error is committed. Conversely, if H0

is accepted when it is false, a type II error is committed.

The probability of committing a type I error is equal to the level of significance α.

The level of significance can thus defined as the maximum risk tolerated by the researcher

of rejecting the null hypothesis H0 when it is indeed true. The compliment 1 − α of the

level of significance is the confidence level. Typical values for 1− α are 95% or 99%, i.e.

α = 0.05 or α = 0.01, respectively.

The probability of committing a type II error, i.e. the probability of failing to reject

the null hypothesis H0, is denoted as β. The compliment 1−β is denoted as the statistical

power. For instance, if β = 0.2 there is a chance of 20% of failing to reject H0 when it is

indeed false. Since β is usually unknown, when there is no statistical evidence to reject

Table F.1: Possible outcomes of a statistical test of hypothesis.

Truth

H0 is true H0 is false

Outcome Reject H0 Type I Error (α) Correct

Accept H0 Correct Type II Error (β)
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the null hypothesis H0, the tests of hypotheses do not prescribe to accept H0 in that case

and, thus, reject the alternate hypothesis Ha, because the researcher cannot evaluate the

risk associated with the decision. Therefore, if there is no sufficient statistical evidence

to reject the null hypothesis, the test of hypothesis is inconclusive.

F.5 Comparison of the uncoordinated and coordi-

nated exploration methods

This section of the appendix presents the detailed data about the tests of hypothesis

that led to the conclusions presented in section 6.7.1.1, page 208, about the comparison

between the uncoordinated and coordinated exploration methods for building volumetric

maps with teams of cooperative mobile robots.

Table 6.1, page 206, presents the values of the mission execution time by using both

the uncoordinated and coordinated exploration methods. The mean of the former variable

is denoted in this section as tukmax
, while the mean of the latter one is denoted as tckmax

(4).

An argument of these variables indicates the team size (e.g. tckmax
(2), for 2 robots).

The small-sample statistical one-tailed test for comparing the mean of two populations

was used to test statistically some hypotheses about the team’s mission execution time

when using both exploration methods, based on the experimental results contained in

table 6.1, page 206. This type of test of hypothesis is described in section F.4.1, page 277,

in this appendix.

Table F.2 presents the detailed data about all the tests of hypotheses that were com-

puted to obtain the conclusions presented in section 6.7.1.1, page 208. Each row presents

the research (alternate) hypothesis Ha, the value of the test statistic t, the number of de-

grees of freedom df of the t-Student distribution and, for three different confidence levels

1 − α, the critical value tα of the t-Student distribution and the associated conclusion

yielded by the test of hypothesis. In each test, the sample size n1 and n2 of both samples

is always equal to 5. Note that there are cases wherein the test is inconclusive with a

given confidence level, being however conclusive for a lower confidence level. These are

tests having a lower statistical evidence.

4The superscripts “u” and “c” stand for uccoordinated and coordinated, respectively. In the case
of a single robot, the superscript is not used because, obviously, it does not make sense to talk about
coordination with just one robot.
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Table F.2: Statistical tests of hypotheses for comparing both the uncoordinated and coor-
dinated exploration methods.

1 − α = 99% 1 − α = 95% 1 − α = 90%

Research hypothesis Ha (*) t df t(0.01) Conclusion t(0.05) Conclusion t(0.1) Conclusion

tkmax (1) > tukmax
(2) 4.916 7 2.998 Accept Ha 1.895 Accept Ha 1.415 Accept Ha

tkmax (1) > tckmax
(2) 12.631 8 2.896 Accept Ha 1.860 Accept Ha 1.397 Accept Ha

tkmax (1) − tckmax
(2) > 3600 2.307 8 2.896 Inconclusive 1.860 Accept Ha 1.860 Accept Ha

tkmax (1) > tukmax
(3) 3.067 5 3.365 Inconclusive 2.015 Accept Ha 1.476 Accept Ha

tkmax (1) > tckmax
(3) 16.445 7 2.998 Accept Ha 1.895 Accept Ha 1.415 Accept Ha

tkmax (1) > tukmax
(4) 0.753 5 3.365 Inconclusive 2.015 Inconclusive 1.476 Inconclusive

tkmax (1) − tukmax
(4) > −1800 3.030 5 3.365 Inconclusive 2.015 Accept Ha 1.476 Accept Ha

tukmax
(4) − tkmax (1) > −1820 1.549 5 3.365 Inconclusive 2.015 Inconclusive 1.476 Accept Ha

tukmax
(5) > tukmax

(2) 6.634 6 3.143 Accept Ha 1.943 Accept Ha 1.440 Accept Ha

tckmax
(2) > tckmax

(4) 1.464 8 2.896 Inconclusive 1.860 Inconclusive 1.397 Accept Ha

tckmax
(2) > tckmax

(3) 0.777 7 2.998 Inconclusive 1.895 Inconclusive 1.415 Inconclusive

tckmax
(2) − tckmax

(3) > −600 2.693 7 2.998 Inconclusive 1.895 Accept Ha 1.415 Accept Ha

tckmax
(3) − tckmax

(2) > −900 2.097 7 2.998 Inconclusive 1.895 Accept Ha 1.415 Accept Ha

tckmax
(3) > tckmax

(4) 0.354 4 3.747 Inconclusive 2.132 Inconclusive 1.533 Inconclusive

tckmax
(3) − tckmax

(4) > −1800 2.675 4 3.747 Inconclusive 2.132 Accept Ha 1.533 Accept Ha

tckmax
(4) − tckmax

(3) > −2100 2.354 4 3.747 Inconclusive 2.132 Accept Ha 1.533 Accept Ha

tukmax
(2) > tckmax

(2) 5.148 7 2.998 Accept Ha 1.895 Accept Ha 1.415 Accept Ha

tukmax
(3) > tckmax

(3) 4.350 5 3.365 Accept Ha 2.015 Accept Ha 1.476 Accept Ha

tukmax
(4) > tckmax

(4) 5.458 5 3.365 Accept Ha 2.015 Accept Ha 1.476 Accept Ha

tukmax
(4) > tckmax

(2) 4.750 5 3.365 Accept Ha 2.015 Accept Ha 1.476 Accept Ha

tukmax
(3) > tckmax

(2) 3.758 6 3.143 Accept Ha 1.943 Accept Ha 1.440 Accept Ha

(*) The null hypothesis H0 is obtained from the research hypothesis Ha by substituting “>” for “=”.



 



Errata

Page Position Correction

4 footnote Replace “robot’s velocity” with “robot’s displacement”.

13 2nd paragraph Insert “with a method” after “equipped with a range sensor”.

43 4th paragraph Replace “discriminating obstacles from other obstacles” with “discrimi-

nating robots from other obstacles”.

76 4th paragraph Replace “do not defined” with “did not define”.

119 5th paragraph Replace “unoccupied or explored” with “unoccupied or unexplored”.

120 3rd paragraph Replace “are assumed top be” by “are assumed to be”.

209 last paragraph Replace “κ = 0.5” with “κ = 0.25”.
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