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ABSTRACT This paper presents a literature review on pattern recognition of electromyography (EMG)
signals and its applications. The EMG technology is introduced and the most relevant aspects for the design of
an EMG-based system are highlighted, including signal acquisition and filtering. EMG-based systems have
been used with relative success to control upper- and lower-limb prostheses, electronic devices and machines,
and for monitoring human behavior. Nevertheless, the existing systems are still inadequate and are often
abandoned by their users, prompting for further research. Besides controlling prostheses, EMG technology
is also beneficial for the development of machine learning-based devices that can capture the intention of
able-bodied users by detecting their gestures, opening the way for new human-machine interaction (HMI)
modalities. This paper also reviews the current feature extraction techniques, including signal processing
and data dimensionality reduction. Novel classification methods and approaches for detecting non-trained
gestures are discussed. Finally, current applications are reviewed, through the comparison of different EMG

systems and discussion of their advantages and drawbacks.

INDEX TERMS EMG, human-machine interaction, pattern classification, regression.

I. INTRODUCTION

Intuitive interfaces for prosthetic devices, robots and other
smart machines, are still inaccessible to the common indi-
vidual. Although there is a plethora of devices that facili-
tate HMI, there are obstacles in the use of those interfaces.
For example, gesture-based interfaces often rely in vision
sensors to capture human behavior. However, vision-based
systems are still very challenging to develop and do not pro-
vide enough reliability for demanding applications. Besides,
vision sensors are typically fixed in space and present lim-
itations, such as occlusions, that reduce their area of action
[1], [2]. Wearable sensors are alternative solutions that do not
have such limitations, but introduce new challenges and may
be cumbersome to wear when not well designed. An example
of such a system is shown in [1], where a data glove is used to
continuously decode hand gestures. However, hand gestures
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are insufficient for a reliable and intuitive interaction process.
Multimodal HMI interfaces combining gestures, speech, tac-
tile and visual cues are essential for a complete, accurate and
reliable interaction process. For instance, an individual can
point to indicate a target to a robot, use a dynamic gesture
to instruct the robot to move and a static gesture to stop the
robot. In this scenario, the user has little or nothing to learn
about the interface, focusing on the desired task and not on
the interaction modality. Nevertheless, all these modalities
require a number of sensors that can be cumbersome to
use, namely data gloves, magnetic trackers, inertial sensors,
microphones, cameras, etc.

Researchers are looking into the feasibility of using elec-
troencephalography (EEG) and EMG to decode the user’s
intentions [3]. For example, a data glove that is used to cap-
ture hand gestures may be replaced by a forearm band with
EMG sensors, making the interaction process more natural
since the user does not have to wear a glove. This is one of
the current research foci in the EMG field.

2169-3536 © 2019 IEEE. Translations and content mining are permitted for academic research only.

39564

Personal use is also permitted, but republication/redistribution requires IEEE permission.

VOLUME 7, 2019

See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.


https://orcid.org/0000-0003-1270-6847
https://orcid.org/0000-0003-2177-5078

M. Simdo et al.: Review on EMG Decoding and Pattern Recognition for HMI

IEEE Access

In general, there are two types of EMG sensors, surface
EMG (sEMG) and intramuscular EMG sensors (imEMG).
imEMG sensors use needles that puncture the skin and con-
tact directly the target muscle. For this reason, inEMG pro-
vide better signal to noise ratio (SNR). However, they are
intrusive, uncomfortable, painful and difficult to setup. Some
researchers have found that there is no significant differ-
ence between the two types of sensors when measuring ges-
ture classification accuracy [4]. Despite these results, other
authors have found that imnEMG are more accurate when the
gestures are complex motions, i.e., movements that change
multiple degrees of freedom (DOF) of the hand [5]. For
these reasons, this review focuses especially on surface EMG
Sensors.

In this review, the basics of EMG signal acquisition and
filtering are presented in Section II. Afterwards, Section III
presents a detailed exposition of the state of the art
EMG-specific signal pre-processing techniques, feature
extraction and pattern classification methods. Section IV is
reserved for the review of the current EMG-based applica-
tions and finally, in Section V, the current research paths and
future challenges are described.

Il. ELECTROMYOGRAPHY

This section aims to provide the reader with some intro-
ductory knowledge about the nature of electromyography
signals. Moreover, we describe the techniques used for EMG
signal acquisition, how they can be affected by the envi-
ronment and their limitations. Understanding the signals is
a fundamental step to extract features relevant to pattern
recognition and to design an overall robust recognition sys-
tem. A thorough description of an acquisition circuit, signal
conditioning and analysis is presented by Botter et al. [6].

A. SIGNAL OVERVIEW

Rather than reading the electric potential on the motor nerves,
an EMG electrode reads the electric potential generated in
the muscle fibers when they contract. An EMG electrode
usually consists of a pair of poles aligned along the mus-
cle fiber direction. There are also sensors with monopoles
which measure the potential in respect to other reference
electrodes. Monopoles have the advantage of allowing more
flexible setups, since any two poles can be connected to obtain
a reading. Bipolar electrodes are limited to specific elec-
trode widths. The distance between each electrode pole and
their diameter also have a significant influence on the EMG
signal [7].

The provenance of signals measured with sSEMG electrodes
is the potentials generated by muscle cells when excited by
motor nerves, rather than the electric potentials within the
nerves themselves. However, there is a strong correlation
between these two potentials [8]. The EMG potential read-
ing is also correlated with the activation level of muscles
and the force they generate. However, this relationship is
nonlinear and difficult to model. SEMG signals have inher-
ently low SNR, which means that they are very susceptible
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to environmental noise. Two important works in the field
that study EMG signals and their noise are in [9] and [10].
The first study describes methods to decrease the captured
noise, signal artifacts and interferences in EMG recordings,
as well as signal processing techniques for noise suppres-
sion (e.g. band-pass filtering, adaptive noise cancellation
filters and filters based on the wavelet transform). In [10],
Piervirgili et al. found that the environmental noise can be
significantly reduced by rubbing the skin surface with an
abrasive conductive paste. Other authors propose empiri-
cal mode decomposition (EMD) in order to suppress signal
noise [11], [12].

FIGURE 1. Longitudinal and transverse representations of the forearm
muscles, adopted from [4].

sEMG electric potentials are acquired with electrodes
placed on the surface of the skin just above the target muscle,
which is a non-invasive technique. A graphical representation
of the forearm muscles is presented in Fig. 1, [4]. The signals
obtained from these muscles are particularly interesting for
the actuation of hand prostheses and gesture recognition.
Farrell and Weir [4] found that with adequate processing tech-
niques, pattern recognition on signals measured with non-
targeted electrodes can be as successful as when measured
with targeted electrodes. While a targeted electrode is defined
as a surface electrode that is carefully positioned above the
target muscle, a non-targeted electrode is placed above the
muscle of interest but without concern for its positioning
accuracy. An example of non-targeted electrodes are the ele-
ments of a linearly spaced array of electrodes. Such a setup is
likely to capture signals from several muscles simultaneously.
On the other hand, Farrell did not study the effects on pattern
recognition (PR) accuracy caused by issues such as electrode
lift-off and shift.

The surface of the electrodes is typically silver and the
contact with the skin can be either wet, using a silver-chloride
gel, or dry (without any medium) [13]. Wet contact electrodes
offer lower skin contact impedance, which reduces the effect
of external interference sources on sEMG electrodes and
improves SNR. However, the use of a gel is an inconvenience
for a user who might place and remove the electrodes several
times a day. On the other hand, since dry electrodes do
not require the use of a gel, the setup procedure is simpler.
Furthermore, they are typically kept in place by an elastic
band rather than an adhesive, meaning that they are fully
reusable. This would enable a user to wear and remove the
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sensors whenever necessary, which is especially important for
a user-friendly HMI system.

When the focus is the discrete pattern recognition of SEMG
signals, it is important that each pattern/class remains consis-
tent between experiments and that the features discriminate
the classes correctly. The consistency is very dependent on
the chosen set of features and can be negatively influenced
by electrode shifts, changes in arm posture [14], fatigue and
electrode-skin contact impedance, which changes in the pres-
ence of sweat [8]. EMG signals of the forearm muscles can be
successfully decoded independently of the subject’s gender
and dominant hand [15]. Nevertheless, the study presented
in [15] was limited to the control of upper limb prostheses
and used only 5 classes, obtaining around 90% of recognition
rate (RR).

B. SIGNAL FILTERING

Although there are many different approaches to SEMG sig-
nal pre-processing, most sensors use high-pass filters in the
range of 10 to 50 Hz (sometimes higher) and low-pass filters
of around 500 Hz. Most of the times, a notch filter is also used
to remove power line interference at 50/60 Hz. Signal ampli-
fication is also necessary to improve the quality of its digitiza-
tion. The amplification is usually between 500 and 2000 fold.
Bipolar electrodes are typically arranged with a differential
amplifier in which the potential difference between the two
poles is amplified. This type of amplification is less likely to
capture external noise or signals from distant muscles.

In [17], Guerrero et al. present a novel circuit for a
double differential active electrode with comparatively low
complexity and cost. It is composed by a single quadruple
operational amplifier and few passive components, allowing
accurate recordings of SEMG signals with dry contacts while
also maintaining the advantages of differential amplification.
This circuit configuration is also shown to reduce crosstalk
between electrodes.

One of the first studies on EMG-based pattern recognition
uses a band-pass filter (BPF) of 10 to 500 Hz in which the
signal is amplified 1000 times and digitally sampled at a
rate of 1 kHz [18]. Wet disposable electrodes were used on
the biceps brachii and on the lateral head of triceps. The
system was tested with six types of motion: elbow flexion
and extension, wrist pronation and supination, and humeral
(shoulder) rotation in/out. Other authors propose the use of
a notch filter to reduce power line-induced interference [19].
A 30-400 Hz BPF was used and the signal is sampled by an
AD converter at a rate of 2.5 kHz. The authors claim that the
proposed filtering scheme avoids unstable signals for EMG
pattern classification. Another study proposed a similar setup
where the SEMG signals are filtered with a 20-500 Hz BPF
and digitally sampled at 2 kHz [20]. In this case, the authors
built a large acquisition prototype device with 57 wet con-
tact SEMG electrodes (5 mm diameter). A reference study
in the field uses a 20-450 Hz BPF on their sSEMG signals
with sampling rates of 1 and 2 kHz [2]. The authors built a
self-contained signal acquisition armband (BioSleeve) with
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FIGURE 2. sEMG signal enveloping, adopted from [16].

16 dry-contact SEMG electrodes. Fig. 2 shows a smoothed
signal from sSEMG data after being pre-processed using a BPF
and a low-pass filter [16]. A 10-500 Hz BPF (digital 4-order
Butterworth filter), a notch filter at 50 Hz and a sampling rate
of 1024 Hz was proposed in [21]. The authors reported the
successful control of an upper limb power-assisting exoskele-
ton with four electrodes on the upper limb: biceps-short head,
triceps-long head, flexor carpi radialis and extensor carpi
radialis. An EMG acquisition system dedicated to medical
studies with a BPF of 90-450 Hz band and 1 kHz sampling is
described in [15]. This system has a common-mode rejection
ratio (CMRR) above 100 dB. It uses 6 channels arranged
equidistantly around the forearm.

One of the advantages of systems that use dry contact
electrodes, such as the BioSleeve system [2], is that they do
not require precise placement of their electrodes. We consider
this feature an advantage because the electrodes are placed
on the forearm without gluing them to the skin, decreasing
the discomfort the user feels. However, dry contact electrodes
may experience slippage during a recording session, which
must be prevented with mechanical forces (e.g., springs)
or corrected in post-processing. Furthermore, the position
repeatability of the electrodes is typically low, especially if
the user is not a specialist, so post-processing is a better solu-
tion for the average user. A software-based solution benefits
from high density electrode arrays since it greatly increases
the likelihood that the relevant data points for gesture recog-
nition are picked up by the electrodes.

In [22], Spanias et al. propose a method for the detection
and compensation of disturbances in EMG recordings caused
by issues such as electrode shift, liftoff and short-circuit.
The detection is achieved by setting a threshold to a log-
likelihood metric. When a disturbance is detected, the EMG
data are disregarded and the classification only uses the undis-
turbed mechanical sensors, effectively minimizing the error
caused by the EMG disturbances on the prothesis’ control
loop. In another study, the use of high-density (HD) EMG to
overcome problems such as electrode shift and channel mal-
function is proposed [23]. When a longitudinal shift (in the
direction of the muscle fibers) is simulated, the recognition
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TABLE 1. Summary of EMG signal filtering and power line suppression methods.

Classes/ BPF Range Sampling Power Line Suppression
Authors Frequency Comments
Channels (Hz) Method
(kHz)
Second order recur-
sive digital notch fil- e Notch filter works well for simulated interference, but
ter not for real interference;
Mewett et al., 1 10-500 2 kHz Regression- o Regression-subtraction and spectrum interpolation per-
2001 [24] subtraction formances are superior, but depend on each specific use
Spectrum case.
interpolation
Second order recur-
sive digital notch fil- o Spectrum interpolation performed similarly to, or signif-
Mevwett ef al., 1/1 10-500 2 kHz ter icantly better than, the notch filter.
2004 [25] Spectrum Y ’ ‘
interpolation
Levkov et al., n (@ 500 Hz Subtraction procedure o Successfully reduces power line noise from ECG signals.
2005 [26]
Adaptive Laguerre fil- o This filter successfully eliminates power line interfer-
Malboubi et 1”1 (@ 10 kHz ter with fuzzy step ence from EMG signals and it was more effective than
al., 2010 [27] size other adaptive algorithms.
Phinyomark et 50 Hz notch filter
al., 2014 [28] 4/1 20-500 1024 Hz -
Botter and Filtered virtual refer- e FVR method attenuates the power line interference on
Vieira, 16/96 10-500 2048 Hz ence (FVR) monopolar EMGs.
2005 [29]
e NMF method also reduces the baseline wander from
single-channel SEMG signals besides power line inter-
Niegowski et o Non-negative matrix ference;
al., 2015 [30] 64/1 1-500 2048 Hz factorization (NMF) o The method outperformed two reference methods (But-
v terworth filter and polynomial quasi-harmonic model-
ing).
. e Spectrum o Signal quality and information content are not affected
Afsharipour ef 128/1 10-750 2048 Hz interpolation for 30 min.

al., 2016 [31]

(2) Not available.

accuracy decreased from 96% to about 90%. A transverse
shift (perpendicular to the direction of the muscle fibers)
caused a reduction to about 80%. This technique is also
accurate even when a large proportion of channels is omitted.

A common challenge related to electrode-based sensor
systems such as EMG or electrocardiography (ECG) is how
to avoid or reduce external noise captured by the sensors.
These systems must be able to deal with different interference
sources such as the electric power source which feeds the
acquisition hardware. Owing to the low amplitude character-
istic of EMG signals, they are easily overwhelmed by electri-
cal disturbances. In order to reduce their negative effects in
the output signal, some guidelines should be followed during
the design of data acquisition setups, namely:

1) Arranging cables so that inductive and capacitive cou-
pling between different channels is minimized, e.g.,
separating wires connecting distinct electrodes [7];
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2) Using differential amplifiers and/or a reference elec-
trode for common-mode rejection [15];

3) Skin preparation (shaving and/or rubbing with an abra-
sive conductive paste) in order to reduce the difference
between the electrode poles impedances [10].

In order to remove power line noise from raw recorded
EMG signals, the use of different post-processing methods
have been proposed. Examples are second-order recursive
digital notch filters at the power line frequency, regression-
subtraction [24] and spectrum interpolation [25]. In the cases
where a battery is used as a power source, its wires may also
introduce noise into the output signal because of electrode
pole impedance unbalances. These impedances change over
time in SEMG electrodes due to disturbances in the electrode-
skin interface. Table 1 summarizes a list of studies with an
emphasis on signal filtering and suppression of power line
noise.
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C. ELECTRODE ARRAYS

Researchers have been using high-density (HD) arrays of
electrodes for the acquisition of EMG signals in both the
longitudinal and transverse directions of muscle fibers, which
may eliminate the need for precise placement of the elec-
trodes, as mentioned in the previous section. The increase
in the number of channels also increases the likelihood of
capturing key EMG patterns. When electrode shift or liftoff
occurs, the topographical map of relative muscle activity
should stay roughly the same but shifted in a certain direc-
tion. However, increasing the number of channels, also
adding redundancy, requires proportionally more computa-
tional power to post-process the signals and to extract regres-
sion/classification features. The detection and correction of
electrode shift also add complexity to the recognition system.

Liu and Zhou use 57 EMG channels of which 48 are
arranged in a 6x8 grid (6 straps with 8 electrodes each) and
the remaining 9 channels are distributed across 3 other loca-
tions [20]. These locations are the first dorsal interosseous
(FDI), the thenar group and the hypothenar group. A lower
density array with 16 electrodes (4 straps with 4 bipolar
electrodes each) is presented and evaluated in [2]. The mea-
surements used dry contact electrodes worn in the forearm
which were kept in place by a stretching sleeve. This system
showed a high accuracy on gesture classification without
precise positioning of the electrodes. However, the gesture
classes must be retrained on each recording session.

Tkach et al. [32] tested various electrode grid sizes,
between 3x2 and 4x4, on transhumeral and shoulder dis-
articulated amputees who went under a targeted muscle re-
innervation (TMR) surgery. A major difference from other
approaches using electrode grids is that their arrangement
includes electrode poles connected across different muscle
groups. The authors indicate that it is possible that elec-
trode pairs in the transverse direction may record regular-
ities in activation patterns across different muscle groups,
improving PR accuracy. On an earlier study, the authors
demonstrated that wider inter-electrode spacing is beneficial
for PR.

Celadon et al. [33] have been studying the use of monopo-
lar high-density arrays (192 channels). This number of chan-
nels leads to a very high dimensionality of the EMG feature
set, which in turn increases the post-processing computa-
tional load. Online reduction of the number of channels is
proposed by the analysis of the topological distribution of the
activity areas and limiting feature calculation to areas with
significant activity. Nevertheless, the authors found that the
classification accuracy always decreases when EMG chan-
nels are dropped, using a linear discriminant analysis (LDA)
classifier.

High-density electrode grids have also been used for EMG
signal decomposition [34], [35]. EMG signals are com-
posed of superimposed motor unit action potentials (MUAP)
trains which cause motor units (MU) to contract. Therefore,
it should be possible to correlate complex EMG signals with

39568

the firing of individual MUs. Solving this problem would
allow the detailed identification of the muscle contractions
and the force they generate, effectively opening the way to
improved prosthetics control, HMI and medical diagnosis.
In [34], Ning et al. propose the use of the K-means clustering
(KMC) method combined with modified convolution kernel
compensation (CKC) in order to reconstruct innervation pulse
trains (IPT) from EMG signals. A novel CKC technique was
proposed for real-time implementation, requiring processing
of about 3 s of EMG signal in the initialization stage [36].
Rasheed et al. [37] a Matlab toolbox with their approach
to EMG signal decomposition into MUAP trains. In [3],
Biagetti et al. present a technique for parametric model
estimation of MUAP from EMG signals using homomor-
phic deconvolution. Fast independent component analysis
(FastICA) can also be used for the identification of MUs from
HD-EMG grids [38].

Ill. PATTERN RECOGNITION

This section presents the state of the art methods used in
the recognition of recurring patterns in EMG data streams.
Pattern recognition usually has three stages:

1) Signal pre-processing: reduction of the influence of
external noise sources and SNR improvement;

2) Feature extraction: determination of the gesture pattern
predictors;

3) Classification.

This section is structured according to the aforementioned
stages. Feature extraction may originate feature vectors of rel-
atively high dimensionality, whether because a large number
of distinct features was chosen or because the number of sig-
nal channels is large. High dimensionality of the input space
of classification predictors may decrease the performance
of classification models in many cases. Therefore, some
authors propose data dimensionality reduction techniques to
face this challenge. The issue of novelty detection (detection
of untrained actions/gestures) has also been studied during
the past few years. This is an important topic in the area
of pattern recognition that is seldom studied. Often-times,
the classifiers perform well on the classification of trained
patterns, yielding good results on benchmarks. Despite this,
non-trained patterns may still be wrongly classified as one of
the trained classes.

Most research studies in EMG-based PR follow a discrete
recognition approach. This means that classification mod-
els are trained, tested and run with finite segments of data
that represent examples of each one of the pattern classes.
On the other hand, there are researchers that are modeling
the tension or extension of a muscle using continuous EMG
data, i.e., regression of a physical quantity. In this case, the
objective is not to label recurring patterns in the data, but to
use the measured force or extension of a muscle to control
the actuated joint’s angle or torque. The methods currently
used for regression of physical quantities from EMG data are
presented in the sub-section III-E.
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A. SIGNAL PROCESSING AND FEATURE SELECTION

The selection and extraction of features from real signals is
one of the most important steps in the development of a PR
system. This step may reduce undesirable parts of the signal
data and emphasize more relevant data. A thorough study of
several time domain and frequency domain features is pre-
sented in [39]. Strategies for feature selection and redundancy
avoidance are also presented. From the 37 time domain and
frequency domain features studied, the EMG features which
provided the best performance were: mean absolute value
(MAV), waveform length (WL), Willison amplitude (WA),
auto-regressive coefficients (AR) and two different modifi-
cations to the mean absolute value (MAV1 and MAV?2). This
study states that EMG features based on frequency domain
are not well suited for EMG signal classification.

Park and Lee [18] implemented a PR system combining
several types of EMG features simultaneously. Although the
inclusion of additional features with poor separability may
degrade the performance of a PR algorithm, the authors tested
the integral absolute value, difference absolute mean value,
variance, auto-regressive (AR) model coefficients and linear
cepstrum coefficients. The Dempster-Shafer theory of evi-
dence was used as an evidence accumulation method applied
through a fuzzy mapping function. A 4th order AR model was
applied to extract features from an EMG signal [19]. This
approach rejects all input EMG pattern classes not included
in the training data of the classifier, improving classification
performance. Earlier, Hu and Nenov [40] tested a similar
model which performs relatively well. Their implementation
relies on the extraction of features for each signal acquisition
channel on 400 ms windows at 2.5 kHz. Besides the AR
coefficients, which provide 4 features, they also build an
EMG histogram (HEMG) with 9 bins, totaling 13 features
per channel.

A novel technique that aims to remove user variability from
SsEMG samples is presented in [41]. In this scenario, the same
system can correctly classify samples from new users without
retraining. This is achieved with a bilinear model to extract
user-independent features. The model can be rebuilt for a
new user after only one single motion example is performed,
which can be seen as a calibration step. The user-independent
signal features are split into windows of 128 timesteps and
incremented by 25 steps. The classifier used is a support
vector machine (SVM), which takes as input features the
channel-wise root mean square (RMS) value of the window’s
data. Their tests were performed with a 4 EMG channel
setup for 5 distinct hand gesture classes. To evaluate the
performance of the bilinear model, the authors use the leave-
one-subject-out approach, in which one subject’s data are
used as test data, and the remaining users’ data are used to
train the model. The classification accuracy on the test (new)
subjects is 73+13%, while the baseline performance, without
the bilinear model, for new users, is 54+11%.

In [20], three sets of features, (1) a set of time domain
(TD) features, (2) 6th order AR (6-AR) coefficients + RMS,
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and (3) TD + 6-AR + RMS, resulted in 4, 7 and 11 fea-
tures per channel, respectively (228, 399 and 627 features,
in total). This dimensional space is relatively high for pattern
recognition, so two dimensionality reduction methods were
compared, principal component analysis (PCA) and uncorre-
lated linear discriminant analysis (ULDA). The best results
were achieved using ULDA reducing the number of features
to 6, which is the maximum number of linearly independent
feature dimensions for a 7-class problem. These results were
achieved using of windows of 256 ms with a step of 32 ms.
Wolf et al. [2] analyze the signal on 500 ms windows, at a rate
of 10 Hz, resulting in an overlap of 400 ms of data between
consecutive windows. The features are the standard deviation
(SD) of the signal during each window. The authors claim that
there may occur significant amplitude offsets over time on the
signal’s RMS, making this feature unsuitable for PR. On the
other hand, the SDT is correlated to the signal’s strength and
invariant in respect to amplitude offsets. An Inertial Measure-
ment Unit (IMU) is used to detect motion of the arm in respect
to the body and the surroundings. The window length used for
EMG signal analysis can vary significantly. For example, in a
recent study, the authors analyzed sSEMG signals in windows
of 300 ms and 125 ms [42]. While on the 300 ms exper-
iments the authors used disjointed windows (no overlap),
the experiments with 125 ms windows had 90 ms overlaps.
The proposed classification model was based on boosted
classification with majority voting. The classifiers that were
trained with windows of 125 ms showed significantly lower
error rates. Another study combines a CyberGlove and a
tactile force measurement system (FingerTPS) with 16 EMG
channels, where the signal is analyzed in windows of 300 ms
with 50 ms steps [43]. This study had 10 classes of motions
and the attained accuracy was 92.75% using just the EMG
signal RMS.

Tkach et al. [32] propose electrode grids of 14 or 15 EMG
channels, depending on the subject’s type of amputation.
Electrode pairs are connected in the transverse and diagonal
directions. The signal was amplified 4800 times, sampled dig-
itally (16 bits) using a custom-built data acquisition (DAQ)
system at 1 kHz, high-pass filtered at 20 Hz and low-pass
filtered at 450 Hz using 2nd order Butterworth filters. The
signals are processed in 250 ms windows and with a step
of 50 ms. In a recent study, Ortiz-catalan et al. [44] extract
features from 200 ms windows, with 50 ms increments. Two
types of electrode arrangements were considered, one with
4 electrodes (for 11 motion classes) and another with 8 elec-
trodes (27 classes). The features selected for both configu-
rations were: MAV, number of zero crossings (ZC), slope
sign changes (SSC) and WL. Raw sEMG signals measured
with a frequency of 1 kHz were passed through a BPF with
bandwidth of 10-450 Hz to calculate wavelength features and
control a prosthetic hand for forearm amputees [45].

In [15], Riillo ef al. propose the use of a supervised algo-
rithm based in Common Spatial Patterns (CSP) to improve
class separability. This technique is applied before feature
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FIGURE 3. The first three principal components of feature maps: for TD features on the left, and features processed with
the STFT-ranking technique, on the right, adopted from [46]. The features show smaller intra-class dispersion and better

separability.

extraction and improves the SNR of the SEMG recordings.
Spatial filters are implemented to maximize the variance of
one class while minimizing the variance of the remaining
classes by projecting data into a subspace.

A novel short-term Fourier transform ranking feature
(STFT-ranking) was recently introduced in [46]. Comparing
to the usual arrangement of TD and fractal domain (FD) fea-
tures, STFT-ranking reflects better the relationship between
EMG signals of different muscles. It also normalizes the fea-
tures to a fixed discrete range, with unit increments between
1 and the number of channels. The Fourier transform is used
to retrieve the frequency coefficients from windows of data.
The number of coefficients is typically high, so they are
combined into a lower number of bins and then ranked, being
attributed the score 1 to the highest combined coefficient.
Thus, the number of features obtained is the number of bins
per signal channel. Even then, the dimensionality may be
too large for a machine learning problem, in which case
further dimensionality reduction may be necessary, by means
of PCA or other techniques. Since STFT-ranking ranks the
contribution of individual EMG channels, it must be used
with more than one channel. An example of the improve-
ment of class separability with the STFT-ranking technique
is shown in Fig. 3.

Coelho and Lima [47] evaluated the use of fractal dimen-
sion methods to extract EMG features. Their experiments
involved the classification of 7 distinct limb motions using
8 EMG channels. The study of the impact of multiple
dynamic factors (forearm rotation angles and contraction
force levels) on pattern recognition is detailed in [48]. The
authors showed that time-domain power spectral descrip-
tors (TD-PSD) and discrete Fourier transform (DFT) fea-
tures allowed superior accuracy. Liu et al. [49] proposed an
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invariant feature extraction (IFE) framework based on Fisher
kernel discriminant analysis (FDA). This method minimizes
intra-class deviation of features extracted in different days
and maximizes the inter-class dispersion (class separability).
These improvements may allow the training of classifiers
with better generalization capabilities.

There is no clear solution to SEMG channel and feature
selection for PR-based prostheses controllers. Deterministic
methods have been applied to select the feature-channel pairs
that present the best results in the classification of hand
postures at different arm positions [50]. Two methods are
proposed, namely distance-based feature selection (DFSS) to
determine a separability index and a correlation-based feature
selection (CFSS) method to measure the amount of mutual
information between features and classes. The two methods
demonstrated better classification accuracy than experiments
that used all of the available features. When compared to
DEFESS, the CFSS method requires less feature-channel pairs
for the same performance.

The influence of sSEMG data provided by anterior and
posterior muscles of a forearm in the control of finger flex-
ion movements is demonstrated in the context of prosthe-
sis development and control [51]. This study claims that
the posterior muscles are the main contributor for simple
finger flexion whereas the anterior muscles are the most
important for complex finger flexion. Simple flexions include
the movement of a single finger at a time, while complex
finger motions occur when two or more fingers move con-
currently. Nevertheless, it is suggested that some simple
and complex finger flexion motions can be identified from
either posterior muscles or anterior muscles, so there is data
source redundancy in the classification of both types of
motion.
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EMG signals may vary significantly depending on the user,
namely due to differences in body composition, muscle size
and electrode positioning. To solve this problem and obtain
a robust and simple multi-user interface, an automated user
calibration method is highly desirable. Cannan and Hu try to
partially solve this problem by establishing a linear relation-
ship between the Maximum Voluntary Contraction (MVC)
and the upper forearm circumference [52]. MVC is defined
as the maximum ability to contract muscles, i.e., the maxi-
mum attainable EMG signal. The MVC allows the definition
of an activation threshold that has better performance than
the RMS or MAV. This threshold is then used to normalize
EMG signals across different subjects and improve motion
classification accuracy. Their experiments used 4 Biometrics
differential EMG electrodes and DAQ system, a Dynamome-
ter hand grip strength sensor, and a custom-built extensometer
to measure the forearm’s perimeter. The hand grip strength
measures the force the subjects exert when closing the hand,
which is proportional to the force being exerted by the fore-
arm’s muscles. The extensometer is composed of a load cell
whose ends are connected by an elastic band worn tightly
around the forearm. Hooke’s law allows the determination of
the perimeter of the cross-section of the forearm as a function
of the force measured by the load cell. The authors showed
that EMG signal thresholds determined using the proposed
method (as a function of forearm circumference) perform
better than fixed thresholds calculated from a small group
of subjects. In other words, the circumference is a better
predictor of the maximum EMG signal that new subjects can
generate than the average maximum signal estimated from a
subset of subjects. The study also showed that the body mass
index (BMI) of an individual changes the MVC value, since
the BMI is related to the thickness of the subcutaneous tissue,
which in turn has an effect on the muscle-electrode interface
impedance..

B. DIMENSIONALITY REDUCTION

An efficient data dimensionality reduction technique reduces
intra-class variability while increasing inter-class distance,
thus simplifying the classification task. Class separabil-
ity measures the distance between data points of different
classes [47]. Good class separability indicates that data points
of a class have a distance from points of other classes greater
than the distance between points of the original class. Thorn-
ton’s separability index (SI) has been proposed for the design
of machine learning systems [53].

PCA is a commonly used linear dimensionality reduction
technique. It is an unsupervised method which is invariant
in respect to the data points’ classes [15]. PCA performs an
orthogonal linear transformation that projects the data onto
a new lower-dimensional space with decreased dimension
correlation. The resulting eigenvectors (or principal vectors)
are the basis of the new space. The eigenvalues determine the
variance of the data in the direction of the respective eigen-
vectors. Low eigenvalues mean that the data have reduced
variance on that dimension, so the dimensions with the lowest
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eigenvalues can be truncated without losing a significant
amount of information. The importance of having relevant
embedded muscle activity features in a low-dimensional
space is highlighted in [54]. This study shows how PCA can
be used as an unsupervised feature extraction method and
illustrates the efficacy of this method in capturing features
from sEMG signals.

Naik and Nguyen [55] studied the performance of the Non-
negative Matrix Factorization (NMF), another dimensionality
reduction method. NMF reduces dimensionality by approx-
imately factorizing the source data into two matrices [56].
The factorization is based on the minimization of a cost
function that is inversely proportional to the quality of the
approximation. If there is latent structure in the source data,
the approximation will be effective in lower dimensional
spaces. Some studies have found that NMF can be used for the
determination of muscle synergies on EMG signals [8]. NMF
establishes a constraint of non-negative data only, which
is not valid for raw EMG signals. Nevertheless, the inver-
sion of the negative values of EMG signals is sufficient to
obtain good results in EMG signal decomposition. Another
approach is the application of NMF to the signal’s RMS.
Other methods for dimensionality reduction are ULDA [20],
the locality preserving projections (LPP) and neighborhood
preserving embedding (NPE). A method based on discrimi-
nant analysis (OFNDA) is proposed in [57].

From a clinical point of view, SEMG is considered to be
a good data source for the control of multifunctional upper
limb prostheses, due to its noninvasive nature and comfort
of use. However, SEMG generates redundant data which may
be detrimental to the performance of prostheses control sys-
tems. In order to extract significant information from sSEMG
raw data and successfully recognize the motions an amputee
intends to do, a promising approach based on independent
component analysis (ICA) is proposed in [58]. Achieving a
classification accuracy above 95% for a library of 11 gestures,
this approach encourages further developments in real-time
prosthetic applications.

Finally, it is important to reinforce that a wrong application
of a data dimensionality reduction method may lead to the
loss of information that may introduce new failure modes on
the classification task.

C. CLASSIFICATION

Human action recognition is achievable by applying PR on
EMG signals. Static and dynamic hand and arm gesture
recognition is an active research topic, existing several dif-
ferent methods for its implementation. Some researchers use
PR to recognize motion intention, such as the contraction
of a muscle [21], [32]. Another important classification
problem is novelty detection. In this case, the recognition
system must also recognize when a pattern does not fit any
of the trained classes, as proposed in [19]. Novelty detec-
tion is implemented prior to the pattern classification with
a one-class classifier called support vector data description
(SVDD). The authors also mention that there are several other
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promising methods for this type of classification: one-class
SVM, the single-class minimax probability machine (MPM)
and the kernel PCA (KPCA) method. Despite being super-
vised classifiers, they only have to be trained with the target
patterns. This is true for most of the one-class classifiers.

In [59], Alkan and Giinay compare the classification accu-
racy of discriminant analysis methods against a SVM. The
only feature retrieved from the EMG data was the MAV and
the number of classes considered was 4 (upper-arm move-
ments). The achieved accuracy was better for the SVM classi-
fier (99%) using 10-fold cross validation, while discriminant
analysis models achieved accuracies in the range between
96% and 98%.

A self-recovering PR system that relies on LDA for clas-
sification and allows online retraining using an optimized
LDA-based retraining algorithm is presented in [60]. This
system is designed to detect and overcome disturbances on
the EMG signal. It is able to retrain the classifier for 3 classes
and 4 channels in 0.55 ms, which does not affect real-time
usage. The system reaches a recovery rate of 93.5%, which
means that it substantially reduced the number of errors after
retraining. It is unknown if the algorithm is as efficient for a
larger number of classes, or if the retraining time increases
exponentially with the number of classes.

A classification system of finger movements for dexterous
hand prosthesis control using SEMG is presented in [61].
The system was tested on both intact-limbed subjects and
transradial amputees. The effect of the number of electrode
channels (NCh) on the classification accuracy was also stud-
ied. It was concluded that the accuracy increases with a
higherNCh. Nevertheless, 6 channels allowed an accuracy
of 98% over 10 intact-limbed subjects on 15 classes (class-
channel ratio of 2.5). They used 6th order AR coefficients
and TD features (RMS, waveform length, number of zero
crossings, integral absolute value and slope sign changes),
a total of 11 features per channel. Both PCA and orthogonal
fuzzy neighborhood discriminant analysis (OFNDA) were
tested for dimensionality reduction. OFNDA presented the
best results, while also being suitable for applications with
a large number of pattern classes. The reported classification
accuracy was achieved using LDA. A recent study proposes
the classification of EMG signals using multi-scale prin-
cipal component analysis (MSPCA) for denoising, discrete
wavelet transform (DWT) for feature extraction and decision
tree algorithms for classification [62]. It is reported that
the best performance (96.67% classification accuracy) was
achieved with a combination of DWT and a random forest
classifier.

A PR system was applied to discriminate 6 hand grasp
patterns and one rest pattern (7 classes) in patients with spinal
injuries (degraded motor control of the upper limbs) [20].
The authors propose a data segmentation scheme based on
the amplitude of the EMG signals to determine the onset
and end of active segments. Two different classifiers were
studied, LDA and k-nearest neighbors (KNN). The majority
vote was used as a post-processing method to make the final
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classification decision. There are a total of 17 deciders (cen-
tred window — 8 time steps before, 8 after, 1 in between), each
using data with time offsets of 32 ms, which in turn means that
there is a decision delay of 272 ms in respect to the newest
time step. The achieved accuracy was 97.20£4.0% for a sin-
gle model, and the majority vote increased it to 97.934+3.3%.
The results are influenced the most by the feature set and less
significantly by the classification model itself.

A new classifier for SEMG signals, boosted random forests
(MCLPBoost), allows the detection of novel patterns [42].
In this work, the data were obtained from 6 subjects, from
6 EMG channels, which repeated each class 42 times. The
chosen features were all TD features: MAV, ZC, SSC, WL.
The proposed classifier achieved a RR of 92% but the novelty
detection accuracy was just 20%. However, the authors pro-
pose the use of a threshold on the sample score provided by
the classifier, where samples that do not reach the threshold
are considered to be novel. A low threshold prevents the
detection of novel classes and higher thresholds cause more
trained patterns to be classified as novelty. The authors tuned
the threshold so that there is a novel detection accuracy
of 80%, but concurrently the RR in samples of trained classes
decreased to 80%. Wavelengths from SEMG signals of fore-
arm amputees were used as input to a regression artificial neu-
ral network (ANN) that estimated the hand shape (joint angles
of each finger, wrist pronation/supination angle and palmar
flexion/dorsiflexion) in order to control a virtual prosthesis
hand, Fig. 4, [45]. Experimental results for a motion set with
4 pattern classes showed an average normalized joint angle
RMS error of 0.164.

An interesting approach relies on the overlapped window-
ing technique, with a length of 300 ms, and 75 ms of delay
between windows [15]. EMG features were extracted for each
channel and window. Four time-domain features were tested:
mean (M), RMS, WA and SSC. PCA was used to reduce
the dimensionality of the feature vector and the classifier
employed was an ANN with 10 hidden nodes (5 classes). The
highest accuracy was achieved using a feature combination of
M, RMS and WA, achieving an accuracy of 88.85% £ 7.19%
on 20 different subjects.

In a recent study, EMG signals were used to clas-
sify 10 classes of motion intention using three different
approaches: Fuzzy Gaussian Mixture Models (FGMM),
Gaussian Mixture Models (GMM) and SVM [43]. The study
describes thoroughly the algorithm used during the training
process. The acquisition setup is composed by 16 EMG
electrodes carefully placed over a predefined set of muscles,
while a single feature is extracted from each channel (RMS).
This setup achieved a maximum overall RR of 92.75%
with a distance-based FGMM. The GMM and the SVM
reached average recognition rates of 87.25% and 88.13%),
respectively.

In a different approach, TD and AR features calculated
on windows of 250 ms were extracted from 14 to 15 EMG
channels [32]. The TD features were MAV, ZC, SSC,
WL and 6th order AR coefficients, a total of 10 features
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FIGURE 4. Framework for an estimator of the finger and wrist joint angles, adopted from [45].

per channel. The chosen classifier was LDA and no dimen-
sionality reduction technique is mentioned. The number of
motion classes can be as high as 29, including 8 single
joint movements (elbow flexion/extension, wrist flexion/
extension, wrist pronation/supination, hand open/close),
20 combinations of two of these movements and a class
without any motion. Their classification error was relatively
low when using only 9 classes (1.3%). However, increasing
the number of classes to 13 caused the error percentage to
increase to 17.1%. The authors also implemented real-time
sets of tests called Target Achievement Control (TAC). These
tests consisted on moving a virtual limb from a nominal
position to a target posture and maintaining it for 1 second.
To evaluate the controllability in the TAC test, 3 metrics
were used for each classifier: completion rate (percentage
of total trials completed within 5 s), completion time and
length of movement error (length of movement beyond the
minimum required distance). The average length error was
27%, the average completion rate was 96% and the average
completion time was 2 s.

The performance of 4 classification models, namely LDA,
Multi-Layer Perceptron (MLP), Self-Organized Map (SOM,
unsupervised ANN) and Regulatory Feedback Networks
(RFN, classification based on negative feedback) were com-
pared [44]. Furthermore, the authors explored the possibility
of multi-class classification, which means that a given pattern
may belong to multiple classes. Six different classification
setups were tested: Single, All Movements as Individual
(AMI), Ago/Antagonist-Mixed (AAM), One-vs-All (OVA),
One-vs-One (OVO) and All-And-One (AAO). Generally,
they differ in the number of classifiers used, the strategy for
classification and class definition (requiring mixed classes to
be defined, or multi-class classification). For the 11 single-
class patterns, which only have a single target class each,
the offline accuracy was the highest for the LDA classi-
fier using the OVO structure. The OVO structure relies on
a multitude of classifiers that classify the pattern between
two classes. The final output is set by majority voting on
the combination of all classifiers. The second best result
was obtained with the SOM-OVO structure, with 94.5%
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accuracy. Considering the problem with 27 pattern classes,
which include multi-class samples, the highest accuracy
achieved was 94.2% using the MLP-AMI structure. It was
closely followed by a single SOM and LDA-AMI with a
RR of 93.8% and 93.7%, respectively. The AMI structure
uses a single classifier and requires the mixed classes to be
considered separate classes, therefore increasing the number
of outputs of the classifier.

The performance of a dimensionality reduction technique,
the Non-negative Matrix Factorization (NMF), is presented
in [55]. It was used to data mine the EMG signals and perform
unsupervised learning using the RMS and the 4th order AR
coefficients as features. The classifier used was an ANN.
This method was studied on an existing dataset! that contains
data from 2 EMG channels (extensor and flexor muscles)
for 10 different finger movements (5 simple and 5 complex,
involving one or more fingers moving). For the 5 single
finger flexion classes, the attained classification accuracy was
93.92+0.63% (inter-subject). The 5 complex finger flexions
were decoded accurately up to 87.58+0.36% of the samples.

Riillo er al. [15] presented a comparative study between
supervised and unsupervised data pre-processing on healthy
subjects and transradial amputees. The unsupervised PCA
approach was compared to the common spatial pattern (CSP)
supervised methodology. The PCs are calculated for the fea-
ture vectors, while the CSP methodology is used before fea-
ture extraction. The average accuracy for the PCA approach
was 88.81%+6.58% using an ANN classifier and RMS-WA
features, whereas the accuracy for the CSP strategy was
slightly better, with 89.35%=+6.16% using an ANN classifier,
and M-RMS-WA as features. These results are valid for
a set of 5 classes using 6 EMG channels. The amputee’s
classification accuracies were also relatively high, 92.04%
for PCA and 93.4% for CSP. Seethanjali and Ray found
that for their setup, simple logistic regression (SLR) fared
better than other classifiers, such as decision trees, logistic
model trees (LMT), ANNs, SVMs or LDA [63]. TD fea-
tures allowed to achieve an accuracy of 93% for 6 classes.

1 http://www.rami-khushaba.com/electromyogram-emg-repository.html
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A spiking neural network (SNN) achieved an accuracy
of 95.3% for 6 hand motions using 8 electrodes on the fore-
arm [64]. For the development of the SNN, the study proposes
the use of the NeuCube environment. The authors demon-
strated that frequency-domain features do not represent the
classes properly.

Stango et al. [23] studied the effect on recognition accuracy
of problems such as electrode shift and channel loss. The
classifier used was a SVM with a linear kernel with features
retrieved from a variogram function. This resulted in 96%
accuracy for 9 classes of gestures. When a longitudinal shift
was simulated, it decreased to about 90%. A transversal shift
caused a reduction to 80% without retraining. This technique
is also accurate even when a large proportion of the EMG
channels is omitted. Another study in which missing data are
considered is presented in [65]. The authors propose the use
of an extended full-dimensional GMM.

Rosati et al. [66] presented a hierarchical clustering-based
method to group strides and by this way to characterize
human gait from EMG data. Results show that the variabil-
ity of the pattern onset/end timing is significantly reduced
after clustering. Yamanoi et al. [67] proposed a myoelec-
tric hand that estimates hand posture (8 grip postures) and
grip force simultaneously. The ability to simultaneously esti-
mate parameters is important for a number of EMG-based
applications. EMG-based classification accuracy is critical
for controlling forearm prosthetic devices. The effect of
the temporal and spatial information was studied in the
classification accuracy of 7 hand gestures recorded from
partial-hand and trans-radial amputee volunteers, as well as
able-bodied volunteers [68]. The authors concluded that the
classification accuracy is significantly impacted by the num-
ber of electrodes and the signal processing window length.
The optimal window size was also found to be independent
of the number of electrodes used.

Table 2 summarizes the most recent studies in the field of
EMG-based pattern recognition, showing for each study the
number of classes considered, the number of EMG channels,
the features extracted from the signals, the chosen classifier
and the attained recognition accuracy.

D. NOVELTY DETECTION

The problem of novelty detection is important in order to
improve the robustness of pattern recognition systems. Even
if a system presents a relatively high accuracy in the clas-
sification of predetermined (trained) classes, it is still likely
to miss-classify novel classes as one of the trained classes.
This is a seldom addressed failure mode that could lead to
unexpected results and potentially endanger users and their
environment.

Liu and Huang [19] propose the use of an ensemble of
one-class (OVA) SVDD classifiers that demonstrates a high
level of generalization. If a new sample does not fall into
any of the SVDD hyper-spheres, it is considered an outlier,
a novelty. Else, it is considered a targeted pattern and can be
further processed. However, this ensemble does not replace
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amulti-class classifier because the SVDD hyper-spheres may
intersect. In this case, the same pattern is classified as mul-
tiple classes, so an extra step must be taken to determine the
final classification output.

A different solution using modified boosted Random
Forests (MCLPBoost) was studied to solve the problem of
novelty detection [42]. The effect of arm movements on
SEMG pattern recognition for hand and wrist motions was
studied in [74]. Results showed that arm movements signifi-
cantly impact classification performance when the classifier
is trained in one arm condition and tested in another.

E. REGRESSION

Regression of EMG data is the process of predicting the
motion of a biological joint using the SEMG signals from the
muscles actuating that joint. SEMG signals may be affected
by physiological and non-physiological factors. The accuracy
of force estimation using SEMG is affected by changes in
joint angle and contraction type, among others [75], [76].
An actual example of this effect is shown in [77]. Nine
electrodes are placed over specific arm muscles (the most
relevant for the actuation of the arm) and the movements are
mapped to the EMG states using a linear model trained by an
iterative prediction-error minimization algorithm.

Fleischer and Hommel [78] developed a torque-assistive
knee exoskeleton in which the operator’s intended torque
is decoded from EMG signals. The control system requires
models of the operator’s body and exoskeleton, which use
signals obtained from various sensors, thus requiring consid-
erable calibration. A comparison between the ground truth
torque and the produced torque on a stair climbing exercise
can be seen on Fig. 5.

FIGURE 5. Torque produced (black) by a lower-limb exoskeleton system,
adopted from [78]. The plot shows the operator’s intended torque (green)
and the knee angle (red), considering full torque support.

Haddad and Mirka [79] studied the effects of muscle
fatigue on the EMG-force relationships. The authors present
an algorithm to adjust the variable gain factor of the load
estimator, as a function of the median frequency’s negative
shift measured on short term fatigue. Their work reduced the
error caused by an invariant gain factor from 21.4% to 12.9%.

Hashemi et al. [80] use angle-based EMG amplitude cal-
ibration and parallel cascade identification (PCI) modeling
to predict the nonlinear and dynamic relationship between
EMG signals and force in dynamic contractions of the
biceps and triceps brachii muscles. The authors achieved
a minimum %RMSE of 8.3% for concentric contractions,
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TABLE 2. Pattern recognition results using machine learning techniques in EMG data.

Classes/ EMG

Authors Channels Features Classifier(s) Accuracy
Xiaorong Zhang et al., f . ..
2013 [60] 3/4 MAYV, ZC, WL, SSC LDA 95.4% (99.7% after online retraining)
Matsubara and
Morimoto, 2013 [41] 5/4 RMS SVM 73+13%
Al-Timemy et al., 15/6 6AR, RMS, WL, ZC, 1AV, OFNDA (reduction) 98.0%
2013 [61] e LDA (classifier) i
J. Liu and Zhou,
2013 [20] 7157 TD, 6AR, RMS LDA, KNN 97-98%
Z. Li et al., 2013 [42] 716 MAV, ZC, SSC, WL Boosted Random Forests (with 9,4, 09, (rainedmovel) or 80%/80%
rejection of untrained classes)
Phinyomark et al.,
2014 [28] 8/4 dAR QDA 97.96+1.1%
Pan et al., 2014 [69] 717 MAYV, ZC, WL, SSC LDA 95.64%
.. PCA (reduction)
Riillo et al., 2014 [15] 5/6 M, RMS, WA, SSC ANN (classifier) 88.854+7.19%
Ju and Liu, 2014 [43] 10/5 RMS FGMM 92.75%
97.5% (9 classes)
Tkach et al., (9-13-17-29) 92.0% (13 classes)
2014 [32]° /(14-15) 6AR, MAV, ZC, SSC, WL LDA 88.8% (17 classes)

81.0% (29 classes)

Ortiz-catalan et al.,

11/4 or 27/8 MAV, ZC, SSC, WL

11 classes: 95.7% (LDA-OVO)27

LDA, MLP, SOM, RFN classes: 94.2% (MLP-AMI) 93.8%

2014 [44] (SOM)
Naik and Nguyen, NMF (reduction) 93.924+0.63% (single finger)
2014 [55] 32 4AR, RMS ANN (classifier) 87.58-20.36% (two fingers)
Li et al., 2014 [70] 4/4 4AR ANN 93.0%
Purushothaman and
Ray, 2014 [71] 6/4 MAV, ZC, SSC, WL SLR 91.1%
Amatanon, 2014 [72] 10/8 MAV or MV ANN 94.7+4.6% (MV) 97.94+1.5% (MAV)
Kawasaki et al., For 4 patterns an average RMS error
2014 [45] /6 WL ANN of 0.164 (joint angles)
. . PCA (reduction)
Tsai et al., 2015 [46] 4/6 STFT-ranking SVM (classifier) 93.9+4.3%
Peng et al., 2015 [64] 6/8 MAYV, WL NeuCube SNN 95.3%
Liu ef al., 2015 [49] 11/4 6AR FDA 91.2%
Paleari et al.,
2015 [73] 11/192 RMS ANN 96.5%
Stango et al., .
2015 [23] 9/48 Variogram SVM 95.8+2.3%

2The subjects were previously subjected to a TMR procedure.

10.3% for eccentric contractions and 33.3% for fully dynamic
contractions.

In order to estimate the force generated by muscles,
Lietal. [21] use a high-pass filter to remove most of the signal
components in the low-frequency range, rectify the signal and
calculate the signal envelope. Considering further processing
steps, the methodology achieved a good estimation of the
resulting force on the joint. An alternative method based
on pattern classification uses sliding windows of 100 time
steps (10 Hz) with 2 features per channel (MAV and WL).
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The minimum %RMSE obtained was 6.9% on the biceps
brachii. The authors also found that for a natural control of
their exoskeleton application, the delay between the onset of
the muscle contraction and the corresponding motion of the
device must not exceed 300 ms. Another study showed that a
non-parametric machine learning model obtained by Gaus-
sian Process Regression (GPR) modeled the elbow torque
better than a pneumatic artificial muscle (PAM) model [81].
EMG signals were obtained from the biceps and triceps.
Recently, Valentini et al. [82] used a GMM to estimate
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the angle of a human joint with wavelet transform features
obtained from sEMG signals. Their system achieved real-
time performance with a processing time below 3 ms. The
same problem has been tackled with recurrent neural net-
works (RNN), namely a nonlinear auto-regressive exogenous
(NARX) model [83]. In [84], a time-delay neural network
(TDNN) was used to predict the elbow’s torque in dynamic
conditions using only SEMG data. The test data showed a root
mean square error of 1.0 Nm in a range of around £14.0 Nm.

A signal normalization approach proposed by Han ef al.
demonstrated a significant reduction of the dependence on
varying external loads [85]. Their system estimated joint
movement continuously from EMG signals using a state-
space Hill-based muscle model closed-loop approach. Other
authors studied the effect of varying loads on joint angle
estimation and proposed different alternatives to overcome
the classification problems those loads may bring [86].

In [87], Krasoulis et al. propose a method to obtain finger
movement for SPC using linear and kernel ridge regres-
sion (KRR) from sSEMG and accelerometer data. The results
showed that the correlation was R*> = 0.79 for KRR. The
authors also found that non-linear regression may outper-
form linear regression during within-movement generaliza-
tion. Their performance is comparable when generalizing to
novel movements.

F. MULTI-MODAL SENSING
Ju and Liu [43] use 3 types of sensors to capture simultane-
ously the finger angle trajectories, the hand contact forces,
and the forearm EMG signals. They establish correlations
between the sensors’ signals by using Empirical Copula.
Chang et al. [88] propose the combination of EMG sensors
with an IMU to improve the accuracy of hand gesture recog-
nition. The authors report a RR of 97.5% for 6 classes of
gestures which were performed by 10 subjects. A SVM with
a linear kernel provided the best results.

A device with a wrist-worn motion sensor (IMU) and
4 sEMG sensors achieved a RR of 95.9% for 40 distinct signs
of the American Sign Language with an SVM classification
model [89]. Nevertheless, most of the features were obtained
from the inertial sensors, which explains the relatively high
RR considering the large amount of distinct gestures.

IV. APPLICATIONS

EMG signals have been used in different applications, namely
for rehabilitation, prostheses control, medical diagnosis and
for the most diverse human-machine interaction approaches.
However, most of these applications are confined to con-
trolled laboratory environments and do not have yet the
required level of reliability for deployment in the real world.
Research in EMG-based devices will proceed in the coming
years towards the improvement of EMG pattern classification
in multi-user systems and reduction of the effect of real-
world issues, such as electrode shift and presence of novel
patterns. Additionally, prosthesis control must be extended
to more complex tasks in order to reduce the prosthesis

39576

rejection rates and allow the intuitive control of machines.
Furthermore, the the combination of EMG data with other
sensors appears to improve substantially the robustness of
classification systems.

Farina et al. [8] have previously presented a thorough
review on upper-limb prostheses, including previously stud-
ied control strategies and the challenges for future stud-
ies. They also present a list of ideal characteristics of
a EMG-based control system for upper limb prostheses.
Although sEMG control has been studied for over 60 years,
so far there has not been a significant evolution on clinical
and commercial upper limb prostheses. Current systems are
robust, but they are not very natural nor practical, so they are
often abandoned by their users. Today’s control techniques
rely on direct control (DC), in which the user has to elevate
the EMG signal above a predetermined threshold to generate
a command (controlling a single DOF in one direction). If a
patient intends to control multiple DOFs, the DOF combina-
tion must have been predefined, or the patient has to select
and control each DOF individually. Some researchers are cur-
rently exploring the use of pattern recognition for the simulta-
neous control of several DOFs, as described in section I11-C.

FIGURE 6. Electrode positioning in forearm amputee, adopted from [45].

An architecture for the control of a UB Hand IV device is
presented in [90]. Tele-operation is performed using 8 SEMG
channels. Performance was measured on grasping tasks and
a high success rate was achieved. A prosthetic hand is con-
trolled by forearm amputees using regression models for the
hand joints’ angles (fingers, wrist and palmar angles) from
SEMG data [45]. The system was successfully tested by a
right forearm amputee using a set of 4 hand patterns, Fig. 6.
Recently, EMG has been used to predict the intended move-
ments of an upper limb amputee for prosthesis control [91].
The proposed methodology demonstrated to be robust to the
negative effect of untrained actions such as limb position
changes.
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FIGURE 7. Signal processing chain including blanking, adopted from [92].

Lower-limb prosthesis control is not studied as often
as upper-limb protheses. Nevertheless, a reference study
presents a lower-limb DAQ system in which the EMG signal
is used to predict gait mode change of a leg [94].

In the conventional DC method for prostheses, each EMG
signal is analyzed independently and concurrently to match
the number of DOFs to be controlled. In this scenario, each
EMG channel is used as the unique control signal for each
actuator and the range of actuation is controlled proportion-
ally using the amplitude or RMS of the EMG signal [8]. This
means that only one function can be used at a time. However,
it is possible to create a control system in which multiple
functions are directly controlled, simultaneously and propor-
tionally (SPC), without the need for a switching function.
This type of control may be improved by the use of a Bayesian
filter on SEMG data [95].

Novel control methods based on PR assume that when
a given subject tries to perform a certain task, there is a
consistent EMG pattern in a group of electrodes. Using these
methods, the subject is not required to switch between DOFs
in order to perform a task, as necessary in DC systems.
Nevertheless, this type of approach does not allow the simul-
taneous control of more than one motion, a characteristic of
natural movements. Research in PR shows high classification
accuracy for large sets of motions, but there are still no com-
mercial/clinical systems exploiting PR-based control. Even in
the presence of high accuracy, a small amount of repeatable
errors may be unacceptable in some tasks. A classification
error may lead to an unwanted motion that could compro-
mise the entire functionality of the system. Furthermore, the
control is still sequential, controlling only one type of motion
at a time.

Based on PR, Ortiz-catalan et al. [44] have been trying to
interpret combined motions as new classes. This may become
unfeasible as the number of elementary motions increases,
since the number of classes would grow exponentially. Alter-
natively, there have been approaches based on regression
control of joint kinematics with EMG. This requires modeling
the relationships between forces and kinematics, which are
difficult to determine. The coefficient of determination has
been ascertained to be in the range of 70% to 90%, when
comparing ANNs, linear regression and kernel methods.
Unsupervised methods can also provide a solution to this
problem, such as signal factorization and NMF [55]. The
motion accuracy in control tests between different approaches
have been shown to be similar, since the users are often
capable of learning how to adapt their muscle contractions
to improve motion RR.
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Scheme et al. [96] introduced two new proportional control
algorithms based on PR control. In their work, the classifier
output is used to determine movement direction, while the
proportional control (PC) gain is computed with other met-
rics. The traditional approach is based on mapping linearly
the EMG amplitude (using the MAV with a class-specific
gain) to the force or speed to be generated by the actuators.
If multiple sensors are used, a summation and normalization
of the MAV of all channels is performed, with equal weights.
Their first approach takes into account the intra-class and
intra-channel averages. Also, the PC-EMG gain is square-
mapped, so that the PC has better resolution at lower speeds.
The other approach is expressed in terms of a percentage of
the maximum contraction and it is mapped cubically. In either
case, the data needed to create the PC model are limited to a
small training data set. The authors concluded that this last
method presented better results in terms of usability for both
able bodied subjects and amputees when combined with a PR
system.

Ison et al. [35] developed a 4-DOF EMG SPC control
interface for a 7-DOF manipulator using a high density array
of SEMG electrodes. They also circumvented the necessity of
narrow electrode placement constraints with signal decom-
position inspired by natural muscle synergies. Succinctly,
muscle synergies are visible when 2 activation signals control
a single joint DOF, each one in a different direction. A for-
mulation proposing the use of task-specific muscle synergy
activation coefficients is shown in [97]. The coefficients are
modeled as the latent system state and estimated using a con-
strained Kalman filter. The accuracy in task discrimination
is around 90% and it is computationally efficient (decision
reached in under 3 ms).

In order to restore the performance of pattern recogni-
tion in prosthesis control when EMG signals are corrupted
by electrical stimulation artifacts (due to electrocutaneous
stimulation feedback provided to the user by the prosthetic
system), researchers investigated artifact blanking with three
data segmentation approaches, following the signal process-
ing chain displayed in Fig. 7. Basically, the blanking block
in Fig. 7 removes stimulation segments from the raw signal,
so that the samples used for feature extraction are free of sig-
nal interference. The results demonstrated that the proposed
artifact blanking method can be used as a practical solution
to eliminate the negative influence of the stimulation artifact
on EMG pattern classification [92].

Neuromuscular diseases can be diagnosed using EMG
signals [98]. This is achieved by the decomposition of the
signals into frequency sub-bands using the discrete wavelet
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transform (DWT), and classified using a SVM model whose
parameters were determined by particle swarm optimization
(PSO). The system yielded an overall accuracy of 97.41% on
1200 signal sets. Research has been carried out to improve
the motor control of patients who have had central nervous
system (CNS) injuries that caused degraded CNS-Motor sig-
nals [99]. Several disorders of the muscular system may
be diagnosed using EMG signals, such as dystonic mus-
cles [100]. PR on EMG signals has also been recently used
to improve electro-larynx performance on patients who lost
their voice-box, usually due to larynx cancer. Using 2 EMG
channels positioned over neck muscles, researchers tried to
decode the intended voice sound patterns, using either SVM
PR or SVM regression on 4 distinct classes. The regres-
sion achieved 33% lower RMSE than the classification,
but subjectively, the classification provides a more accurate
representation of the patient’s intention. The accuracy rate
achieved was 78.054+6.3% [101].

FIGURE 8. Diagram of a data acquisition system used to estimate the
joint stiffness to be replicated by a robot during a tele-operation session,
adopted from [93].

In an interesting study, the stiffness command to a robot
was derived in real-time from the measurement of 8 EMG
channels from an operator’s arm, Fig. 8, [93].

V. CONCLUSION

Although current research on EMG-based control is targeted
mostly for upper-limb prostheses through the application
of EMG sensors on the forearm, there is a need for the
development of sophisticated EMG-based human-machine
interfaces. Robust PR on the forearm’s EMG signals may
create a strong alternative to hand gesture recognition from
vision systems or data gloves. The current solutions are
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either too restrictive and unreliable (vision) or cumbrous to
use (gloves). A forearm band with dry sSEMG and inertial
sensors would be a good solution for discrete hand gesture
classification.

The current efforts on EMG PR development are targeted
at increasing the reliability of the classification by antici-
pating and correcting sources of EMG disturbance, such as
muscle fatigue, varying skin impedance, electrode shift and
liftoff. The solutions studied are based on (1) the use of
HD-EMG monopole electrode arrays to obtain topographi-
cal maps of muscle activity, (2) further signal conditioning,
(3) and increased robustness of the classification models.
The use of electrode arrays greatly increases the number of
signal channels. In turn, this requires the use of dimension-
ality reduction strategies and smart feature selection (or deep
learning), since high-dimensional input features require much
higher computation power to train and use classifiers, thus
undesirably increasing the time between signal acquisition
and classification. On the other hand, these high-dimensional
spaces have the potential to be more robust to imprecise
electrode placement and electrode shift. Some studies have
showed their potential to detect muscle activation synergies.

Classification accuracy is still very dependent on the
feature-classifier combination. The features selected are very
often time-domain features and AR model coefficients. Novel
features include variogram-based and STFT features. The
classifier models most commonly used are LDA and its vari-
ations, SVM and ANN in several forms. Joint angle/torque
regression based on machine learning is being developed with
RNN, PCI, GPR, GMM and KRR. All these methods are
being used on single muscle-actuation with relative success
and will possibly be used in the upcoming HMI interfaces.

An important element that is lacking discussion in most
studies in this domain is the reproducibility of the presented
experiments. The data sets are seldom published, making it
difficult to compare different methodologies. Furthermore,
it is challenging for different researchers to reproduce exactly
the same data acquisition setup, due to the limited availability
of the instrumentation (many researchers use custom-build
sensors) and high sensibility of the EMG sensors in respect
to the electrode placement conditions. We believe that in the
future, setups with dry electrodes will prevail because of their
ease of use. Furthermore, larger data sets should be built
around reproducibility.

REFERENCES

[1] P. Neto, D. Pereira, J. N. Pires, and A. P. Moreira, ‘“Real-time and
continuous hand gesture spotting: An approach based on artificial neu-
ral networks,” in Proc. IEEE Int. Conf. Robot. Automat., May 2013,
pp. 178-183.

[2] M. T. Wolf et al., “Decoding static and dynamic arm and hand gestures
from the JPL BioSleeve,” in Proc. IEEE Aerosp. Conf., Mar. 2013,
pp. 1-9.

[3] G. Biagetti, P. Crippa, S. Orcioni, and C. Turchetti, “Homomor-
phic deconvolution for MUAP estimation from surface EMG sig-
nals,” IEEE J. Biomed. Health Inform., vol. 21, no. 2, pp. 328-338,
Mar. 2017. [Online]. Available: http://ieeexplore.ieee.org/lpdocs/epic03/
wrapper.htm?arnumber=7409930

VOLUME 7, 2019



M. Simdo et al.: Review on EMG Decoding and Pattern Recognition for HMI

IEEE Access

[4]

[7

[8]

[9]

[10

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

T. R. Farrell and R. F. F. Weir, ““A comparison of the effects of electrode
implantation and targeting on pattern classification accuracy for prosthe-
sis control,” IEEE Trans. Biomed. Eng., vol. 55, no. 9, pp. 2198-2211,
Sep. 2008.

L. H. Smith and L. J. Hargrove, “Comparison of surface and intra-
muscular EMG pattern recognition for simultaneous wrist/hand motion
classification,” in Proc. 35th Annu. Int. Conf. IEEE Eng. Med. Biol.
Soc. (EMBC), Jul. 2013, pp. 4223-4226.

D. Farina, W. Jensen, and M. Akay, ““Surface electromyogram detection,”
in Introduction to Neural Engineering for Motor Rehabilitation. Piscat-
away, NJ, USA: IEEE, 2013

R. Merletti and D. Farina, Surface Electromyography: Physiology, Engi-
neering, and Applications. Hoboken, NJ, USA: Wiley, 2016.

D. Farina et al., “The extraction of neural information from the surface
EMG for the control of upper-limb prostheses: Emerging avenues and
challenges,” IEEE Trans. Neural Syst. Rehabil. Eng., vol. 22, no. 4,
pp. 797-809, Jul. 2014.

E. A. Clancy, E. L. Morin, and R. Merletti, “Sampling, noise-reduction
and amplitude estimation issues in surface electromyography,” J. Elec-
tromyography Kinesiol., vol. 12, no. 1, pp. 1-16, Feb. 2002.

G. Piervirgili, F. Petracca, and R. Merletti, “A new method to assess skin
treatments for lowering the impedance and noise of individual gelled
Ag—AgCl electrodes,” Physiological Meas., vol. 35, no. 10, p. 2101,
2014. [Online]. Available: http://stacks.iop.org/0967-3334/35/i=10/a=
2101

N. E. Huang et al., “The empirical mode decomposition and the Hilbert
spectrum for nonlinear and non-stationary time series analysis,” Proc.
Roy. Soc. London, vol. 454, pp. 903-950, Mar. 1998.

X. Zhang and P. Zhou, “Filtering of surface EMG using ensemble empir-
ical mode decomposition.,” Med. Eng. Phys., vol. 35, no. 4, pp. 537-542,
2013.  [Online].  Available:  http://www.pubmedcentral.nih.gov/
articlerender.fcgi?artid=3769943 &tool=pmcentrez&rendertype=abstract
A. G. S. Rayo et al, “Design and manufacturing of a dry elec-
trode for EMG signals recording with microneedles,” in Improved Per-
formance of Materials, A. Ochsner and H. Altenbach, Eds. Cham,
Switzerland: Springer, 2018, ch. 22, pp. 259-267. [Online]. Available:
http://link.springer.com/10.1007/978-3-319-59590-0_22

K.-H. Park, H.-I. Suk, and S.-W. Lee, “Position-independent decod-
ing of movement intention for proportional myoelectric interfaces,”
IEEE Trans. Neural Syst. Rehabil. Eng., vol. 24, no. 9, pp. 928-939,
Sep. 2016. [Online]. Available: http://ieeexplore.ieee.org/Ipdocs/epic03/
wrapper.htm?arnumber=7275160

F. Riillo et al., “Optimization of EMG-based hand gesture recogni-
tion: Supervised vs. unsupervised data preprocessing on healthy sub-
jects and transradial amputees,” Biomed. Signal Process. Control,
vol. 14, pp. 117-125, Nov. 2014. [Online]. Available: http://dx.doi.org/
10.1016/j.bspc.2014.07.007

C. Yang, P. Liang, Z. Li, A. Ajoudani, C. Y. Su, and A. Bicchi, “Teaching
by demonstration on dual-arm robot using variable stiffness transfer-
ring,” in Proc. IEEE Int. Conf. Robot. Biomimetics (ROBIO), Dec. 2015,
pp. 1202-1208.

F.N. Guerrero, E. M. Spinelli, and M. A. Haberman, “Analysis and Sim-
ple Circuit Design of Double Differential EMG Active Electrode,” IEEE
Trans. Biomed. Circuits Syst., vol. 10, no. 3, pp. 787-795, Jun. 2016.
S.-H. Park and S.-P. Lee, “EMG pattern recognition based on artifi-
cial intelligence techniques.,” IEEE Trans. Rehabil. Eng., vol. 6, no. 4,
pp. 400-405, Dec. 1998.

Y.-H. Liu and H.-P. Huang, “Towards a high-stability EMG recognition
system for prosthesis control: A one-class classification based non-target
EMG pattern filtering scheme,” in Proc. IEEE Int. Conf. Syst., Man
Cybern., Oct. 2009, pp. 4752-4757.

J. Liu and P. Zhou, “A novel myoelectric pattern recognition strategy for
hand function restoration after incomplete cervical spinal cord injury,”
IEEE Trans. Neural Syst. Rehabil. Eng., vol. 21, no. 1, pp. 96-103,
Jan. 2013.

Z. Li, B. Wang, F. Sun, C. Yang, Q. Xie, and W. Zhang, “SEMG-
based joint force control for an upper-limb power-assist exoskeleton
robot,” IEEE J. Biomed. Health Informat., vol. 18, no. 3, pp. 1043-1050,
May 2014.

J. A. Spanias, E. J. Perreault, and L. J. Hargrove, “Detection of and
compensation for EMG disturbances for powered lower limb pros-
thesis control,” IEEE Trans. Neural Syst. Rehabil. Eng., vol. 24,
no. 2, pp. 226-234, Feb. 2016. [Online]. Available: http://ieeexplore.ieee.
org/lpdocs/epic03/wrapper.htm?arnumber=7070694

VOLUME 7, 2019

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

A. Stango, F. Negro, and D. Farina, ““Spatial correlation of high density
EMG signals provides features robust to electrode number and shift in
pattern recognition for myocontrol,” IEEE Trans. Neural Syst. Rehabil.
Eng., vol. 23, no. 2, pp. 189-198, Mar. 2015.

D. T. Mewett, H. Nazeran, and K. J. Reynolds, ‘“Removing power line
noise from recorded EMG,” in Proc. Conf. 23rd Annu. Int. Conf. IEEE
Eng. Med. Biol. Soc., vol. 3, Oct. 2001, pp. 2190-2193. [Online]. Avail-
able: http://ieeexplore.ieee.org/document/1017205/

D. T. Mewett, K. J. Reynolds, and H. Nazeran, ‘“Reducing power line
interference in digitised electromyogram recordings by spectrum interpo-
lation,” Med. Biol. Eng. Comput., vol. 42, no. 4, pp. 524-531, Jul. 2004.
[Online]. Available: http://link.springer.com/10.1007/BF02350994

C. Levkov, G. Mihov, R. Ivanov, I. Daskalov, I. Christov, and
I. Dotsinsky, “Removal of power-line interference from the ECG:
A review of the subtraction procedure,” Biomed. Eng. (Online),
vol. 4, no. 1, p. 50, Aug. 2005. [Online]. Available: http://biomedical-
engineering-online.biomedcentral.com/articles/10.1186/1475-925X-4-
50

M. E. M. A. Malboubi Razzazi Sh and A. Davari, “Power line
noise elimination from EMG signals using adaptive laguerre fil-
ter with fuzzy step size,” in Proc. 17th Iranian Conf. Biomed.
Eng. (ICBME), Nov. 2010, pp. 1-4. [Online]. Available: http://ieeexplore.
ieee.org/document/5704932/

A. Phinyomark, F. Quaine, S. Charbonnier, C. Serviere,
F. Tarpin-Bernard, and Y. Laurillau, “Feature extraction of the first
difference of EMG time series for EMG pattern recognition,” Comput.
Methods Program. Biomed., vol. 117, no. 2, pp. 247-256, Nov. 2014.
[Online]. Available: http://dx.doi.org/10.1016/j.cmpb.2014.06.013

A. Botter and T. M. Vieira, “Filtered virtual reference: A new method
for the reduction of power line interference with minimal distortion of
monopolar surface EMG,” IEEE Trans. Biomed. Eng., vol. 62, no. 11,
pp. 2638-2647, Nov. 2015.

M. Niegowski, M. Zivanovic, M. Gémez, and P. Lecumberri, ‘“Unsu-
pervised learning technique for surface electromyogram denoising from
power line interference and baseline wander,” in Proc. 37th Annu. Int.
Conf. IEEE Eng. Med. Biol. Soc. (EMBC), Aug. 2015, pp. 7274-7277.
B. Afsharipour, F. Petracca, M. Gasparini, and R. Merletti, *“‘Spatial
distribution of surface EMG on trapezius and lumbar muscles of violin
and cello players in single note playing,” J. Electromyography Kine-
siol., vol. 31, pp. 144-153, Dec. 2016. [Online]. Available: http:/www.
sciencedirect.com/science/article/pii/S1050641116302280?via%3Dihub
D. C. Tkach, A. J. Young, L. H. Smith, E. J. Rouse, and L. J. Hargrove,
“Real-time and offline performance of pattern recognition myoelectric
control using a generic electrode grid with targeted muscle reinnerva-
tion patients,” IEEE Trans. Neural Syst. Rehabil. Eng., vol. 22, no. 4,
pp. 727-734, Jul. 2014.

N. Celadon, S. Dosen, M. Paleari, D. Farina, and P. Ariano, ‘“Individual
finger classification from surface EMG: Influence of electrode set,”
in Proc. 37th Annu. Int. Conf. IEEE Eng. Med. Biol. Soc. (EMBC),
Aug. 2015, pp. 7284-7287.

Y. Ning, X. Zhu, S. Zhu, and Y. Zhang, “Surface EMG decomposition
based on K-means clustering and convolution kernel compensation,”
IEEE J. Biomed. Health Inform., vol. 19, no. 2, pp. 471-477, Mar. 2015.
M. Ison, I. Vujaklija, B. Whitsell, D. Farina, and P. Artemiadis, “High-
density electromyography and motor skill learning for robust long-
term control of a 7-DoF robot arm,” IEEE Trans. Neural Syst. Reha-
bil. Eng., vol. 24, no. 4, pp. 424-433, Apr. 2016. [Online]. Available:
http://www.ncbi.nlm.nih.gov/pubmed/25838524

V. Glaser, A. Holobar, and D. Zazula, “Real-time motor unit identi-
fication from high-density surface EMG,” IEEE Trans. Neural Syst.
Rehabil. Eng., vol. 21, no. 6, pp. 949-958, Nov. 2013. [Online]. Available:
http://ieeexplore.ieee.org/document/6475191/

S. Rasheed, D. W. Stashuk, and M. S. Kamel, “Classifier fusion inter-
active software toolbox for EMG signal decomposition,” in Proc. IEEE
28th Can. Conf. Elect. Comput. Eng. (CCECE), May 2015, pp. 806-811.
M. Chen and P. Zhou, “A novel framework based on FastICA for high
density surface EMG decomposition,” IEEE Trans. Neural Syst. Rehabil.
Eng., vol. 24, no. 1, pp. 117-127, Jan. 2016. [Online]. Available:
http://ieeexplore.ieee.org/Ipdocs/epic03/wrapper.htm?arnumber=
7058391

A. Phinyomark, P. Phukpattaranont, and C. Limsakul, ‘“Feature
reduction and selection for EMG signal classification,” Expert
Syst. Appl., vol. 39, pp. 7420-7431, Jun. 2012. [Online]. Available:
http://dx.doi.org/10.1016/j.eswa.2012.01.102

39579



IEEE Access

M. Simdo et al.: Review on EMG Decoding and Pattern Recognition for HMI

[40]

[41]

[42]

[43]

[44]

[45]

[46]

[47]

[48]

[49]

[50]

[51]

[52]

[53]

[54]

[55]

[56]

[57]

[58]

39580

X. Hu and V. Nenov, ‘“Multivariate AR modeling of electromyography
for the classification of upper arm movements,” Clin. Neurophysiol.,
vol. 115, pp. 1276-1287, Jun. 2004.

T. Matsubara and J. Morimoto, “Bilinear modeling of EMG signals
to extract user-independent features for multiuser myoelectric inter-
face,” IEEE Trans. Biomed. Eng., vol. 60, no. 8, pp.2205-2213,
Aug. 2013.

Z. Li, B. Wang, C. Yang, Q. Xie, and C.-Y. Su, “Boosting-based
EMG patterns classification scheme for robustness enhancement,” IEEE
J. Biomed. Health Inform., vol. 17, no. 3, pp. 545-552, May 2013.

Z.Ju and H. Liu, “Human hand motion analysis with multisensory infor-
mation,” IEEE/ASME Trans. Mechatronics, vol. 19, no. 2, pp. 456466,
Apr. 2014.

M. Ortiz-Catalan, B. Hikansson, and R. Brinemark, ‘“Real-time and
simultaneous control of artificial limbs based on pattern recognition
algorithms,” IEEE Trans. Neural Syst. Rehabil. Eng., vol. 22, no. 4,
pp. 756-764, Jul. 2014.

H. Kawasaki, M. Kayukawa, H. Sakaeda, and T. Mouri, “Learning
system for myoelectric prosthetic hand control by forearm amputees,” in
Proc. 23rd IEEE Int. Symp. Robot Hum. Interact. Commun., Aug. 2014,
pp. 899-904.

A.-C. Tsai, J.-J. Luh, and T.-T. Lin, “A novel STFT-ranking fea-
ture of multi-channel EMG for motion pattern recognition,” Expert
Syst. Appl., vol. 42, no. 7, pp. 3327-3341, 2015. [Online]. Available:
http://linkinghub.elsevier.com/retrieve/pii/S095741741400743X

A. L. V. Coelho and C. A. M. Lima, “Assessing fractal dimension
methods as feature extractors for EMG signal classification,” Eng.
Appl. Artif. Intell., vol. 36, pp. 81-98, Nov. 2014. [Online]. Available:
http://linkinghub.elsevier.com/retrieve/pii/S0952197614001778

R. N. Khushaba, A. Al-Timemy, and S. Kodagoda, ‘“Influence of multiple
dynamic factors on the performance of myoelectric pattern recognition,”
in Proc. 37th Annu. Int. Conf. IEEE Eng. Med. Biol. Soc. (EMBC),
Aug. 2015, pp. 1679-1682.

J. Liu, D. Zhang, X. Sheng, and X. Zhu, “Enhanced robustness of
myoelectric pattern recognition to across-day variation through invariant
feature extraction,” in Proc. 37th Annu. Int. Conf. IEEE Eng. Med. Biol.
Soc. (EMBC), Aug. 2015, no. 1, pp. 7262-7265.

H. M. Al-Angari, G. Kanitz, S. Tarantino, and C. Cipriani, ‘“‘Distance
and mutual information methods for EMG feature and channel sub-
set selection for classification of hand movements,” Biomed. Signal
Process. Control, vol. 27, pp.24-31, May 2016. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S1746809416300040
G. R. Naik, K. G. Baker, and H. T. Nguyen, “Dependence independence
measure for posterior and anterior EMG sensors used in simple and
complex finger flexion movements: Evaluation using SDICA,” [EEE
J. Biomed. Health Inform., vol. 19, no. 5, pp. 1689-1696, Sep. 2015.

J. Cannan and H. Hu, “Using forearm circumference for automatic
threshold calibration for simple EMG control,” in Proc. IEEE/ASME Int.
Conf. Adv. Intell. Mechatron., Jul. 2013, pp. 1476-1481.

C. Thornton, ““Separability is a learner’s best friend,” in Proc. 4th Neural
Comput. Psychol. Workshop, 1997, pp.40-47. [Online]. Available:
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.139.4361&
rep=repl&type=pdf

G. R. Naik, S. E. Selvan, M. Gobbo, A. Acharyya, and H. T.
Nguyen, ““Principal component analysis applied to surface electromyo-
graphy: A comprehensive review,” IEEE Access, vol. 4, pp. 4025-4037,
2016.

G. R. Naik and H. T. Nguyen, “Nonnegative matrix factorization for
the identification of EMG finger movements: Evaluation using matrix
analysis,” IEEE J. Biomed. Health Inform., vol. 19, no. 2, pp. 478485,
Mar. 2015. [Online]. Available: http://ieeexplore.ieee.org/Ipdocs/epic03/
wrapper.htm?arnumber=6824741

D. D. Lee and H. S. Seung, “Algorithms for non-negative matrix
factorization,” in Proc. Adv. Neural Inf. Process. Syst., 2001, no. 1,
pp. 556-562. [Online]. Available: http://papers.nips.cc/paper/1861-
algorithms-for-non-negative-matrix-factorization

R. N. Khushaba, A. Al-Ani, and A. Al-Jumaily, “Orthogonal fuzzy
neighborhood discriminant analysis for multifunction myoelectric hand
control,” IEEE Trans. Biomed. Eng., vol. 57, no. 6, pp. 1410-1419,
Jun. 2010.

G. R. Naik, A. H. Al-Timemy, and H. T. Nguyen, “Transradial amputee
gesture classification using an optimal number of SEMG Sensors:
An approach using ICA clustering,” IEEE Trans. Neural Syst. Rehabil.
Eng., vol. 24, no. 8, pp. 837-846, Aug. 2016.

[59]

[60]

[61]

[62]

[63]

[64]

[65]

[66]

[67]

[68]

[69]

[70]

[71]

[72]

[73]

[74]

[75]

[76]

A. Alkan and M. Giinay, “Identification of EMG signals using dis-
criminant analysis and SVM classifier,” Expert Syst. Appl., vol. 39,
no. 1, pp. 44-47, 2012. [Online]. Available: http://dx.doi.org/10.1016/
j-eswa.2011.06.043

X. Zhang, H. Huang, and Q. Yang, “‘Real-time implementation of a self-
recovery EMG pattern recognition interface for artificial arms,” in Proc.
35th Annu. Int. Conf. IEEE Eng. Med. Biol. Soc. (EMBC), Jul. 2013,
pp. 5926-5929.

A.H. Al-Timemy, G. Bugmann, J. Escudero, and N. Outram, “Classifica-
tion of finger movements for the dexterous hand prosthesis control with
surface electromyography,” IEEE J. Biomed. Health Informat., vol. 17,
no. 3, pp. 608-618, May 2013.

E. Gokgoz and A. Subasi, “Comparison of decision tree algorithms
for EMG signal classification using DWT,” Biomed. Signal Pro-
cess. Control, vol. 18, pp. 138-144, Apr. 2015. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S 17468094 14002006

P. Geethanjali and K. K. Ray, “A low-cost real-time research platform
for EMG pattern recognition-based prosthetic hand,” IEEE/ASME Trans.
Mechatronics, vol. 20, no. 4, pp. 1948-1955, Aug. 2015.

L. Peng, Z.-G. Hou, N. Kasabov, G.-B. Bian, L. Vladareanu, and H. Yu,
“Feasibility of neucube spiking neural network architecture for EMG
pattern recognition,” in Proc. Int. Conf. Adv. Mechtron. Syst. (ICAMechsS),
Aug. 2015, pp. 365-369.

Q. Ding, J. Han, X. Zhao, and Y. Chen, “Missing-data classification with
the extended full-dimensional Gaussian mixture model: Applications to
EMGe-based motion recognition,” IEEE Trans. Ind. Electron., vol. 62,
no. 8, pp. 4994-5005, Aug. 2015.

S. Rosati, V. Agostini, M. Knaflitz, and G. Balestra, ‘““Muscle activation
patterns during gait: A hierarchical clustering analysis,” Biomed. Signal
Process. Control, vol. 31, pp. 463—469, Jan. 2017. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S1746809416301434
Y. Yamanoi, S. Morishita, R. Kato, and H. Yokoi, “Development of
myoelectric hand that determines hand posture and estimates grip force
simultaneously,” Biomed. Signal Process. Control, vol. 38, pp. 312-321,
Sep. 2017. [Online]. Available: http://www.sciencedirect.com/science/
article/pii/S1746809417301313

R. Menon, G. Di Caterina, H. Lakany, L. Petropoulakis, B. A. Conway,
and J. J. Soraghan, “Study on interaction between temporal and spatial
information in classification of EMG signals for myoelectric prostheses,”
IEEE Trans. Neural Syst. Rehabil. Eng., vol. 25, no. 10, pp. 1832-1842,
Oct. 2017.

L. Pan, D. Zhang, J. Liu, X. Sheng, and X. Zhu, “Continuous esti-
mation of finger joint angles under different static wrist motions
from surface EMG signals,” Biomed. Signal Process. Control, vol. 14,
pp- 265-271, Nov. 2014. [Online]. Available: http://linkinghub.elsevier.
com/retrieve/pii/S1746809414001256

H. Li, X. Chen, and P. Li, “Human-computer interaction system design
based on surface EMG signals,” in Proc. Int. Conf. Modelling, Identificat.
Control, Dec. 2014, pp. 94-98.

G. Purushothaman and K. K. Ray, “EMG based man-machine
interaction—A pattern recognition research platform,” Robot. Auto. Syst.,
vol. 62, no. 6, pp. 864-870, 2014. [Online]. Available: http://dx.doi.org/
10.1016/j.robot.2014.01.008

V. Amatanon, S. Chanhang, P. Naiyanetr, and S. Thongpang, “Sign
language-Thai alphabet conversion based on Electromyogram (EMG),”
in Proc. 7th Biomed. Eng. Int. Conf., Nov. 2014, pp. 1-4.

M. Paleari, M. Di Girolamo, N. Celadon, A. Favetto, and P. Ariano,
“On optimal electrode configuration to estimate hand movements from
forearm surface electromyography,” in Proc. 37th Annu. Int. Conf. IEEE
Eng. Med. Biol. Soc. (EMBC), Aug. 2015, pp. 6086—-6089.

J. Liu, D. Zhang, X. Sheng, and X. Zhu, “Quantification and solutions
of arm movements effect on SEMG pattern recognition,” Biomed. Signal
Process. Control, vol. 13, pp. 189-197, Sep. 2014. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S1746809414000792
D. Farina, “Interpretation of the surface electromyogram in dynamic
contractions,” Exerc. Sport Sci. Rev., vol. 34, no. 3, pp. 121-127, 2006.
[Online]. Available: http://journals.lww.com/acsm-essr/Fulltext/2006/
07000/Interpretation_of_the_Surface_Electromyogram_in.6.aspx

C. Disselhorst-Klug, T. Schmitz-Rode, and G. Rau, “Surface elec-
tromyography and muscle force: Limits in SEMG-force relationship
and new approaches for applications,” Clin. Biomech., vol. 24, no. 3,
pp. 225-235, Mar. 2009. [Online]. Available: http://www.clinbiomech.
com/article/S0268-0033(08)00265-9/abstract

VOLUME 7, 2019



M. Simdo et al.: Review on EMG Decoding and Pattern Recognition for HMI

IEEE Access

[77]

[78]

[79]

[80]

[81]

[82]

[83]

[84]

[85]

[86]

[87]

[88]

[89]

[90]

[91]

[92]

[93]

[94]

P. K. Artemiadis and K. J. Kyriakopoulos, “EMG-based control of a robot
arm using low-dimensional embeddings,” IEEE Trans. Robot., vol. 26,
no. 2, pp. 393-398, Apr. 2010.

C. Fleischer and G. Hommel, “A human—exoskeleton interface utilizing
electromyography,” IEEE Trans. Robot., vol. 24, no. 4, pp. 872-882,
Aug. 2008.

O. Haddad and G. A. Mirka, “Trunk muscle fatigue and its implica-
tions in EMG-assisted biomechanical modeling,” Int. J. Ind. Ergonom.,
vol. 43, no. 5, pp. 425-429, 2013. [Online]. Available: http://dx.doi.org/
10.1016/j.ergon.2013.08.004

J. Hashemi, E. Morin, P. Mousavi, and K. Hashtrudi-Zaad, ‘Enhanced
dynamic EMG-force estimation through calibration and PCI mod-
eling,” IEEE Trans. neural Syst. Rehabil. Eng., vol. 23, no. 1,
pp. 41-50, Jan. 2015. [Online]. Available: http://www.ncbi.nlm.nih.gov/
pubmed/24860036

J. B. Ullauri, L. Peternel, B. Ugurlu, Y. Yamada, and J. Morimoto, “On
the EMG-based torque estimation for humans coupled with a force-
controlled elbow exoskeleton,” in Proc. Int. Conf. Adv. Robot. (ICAR),
2015, pp.302-307. [Online]. Available: http://ieeexplore.ieee.org/
Ipdocs/epic03/wrapper.htm?arnumber=7251472

R. Valentini, S. Michieletto, F. Spolaor, Z. Sawacha, and E. Pagello,
“Processing of SEMG signals for online motion of a single robot joint
through GMM modelization,” in Proc. IEEE Int. Conf. Rehabil. Robot.,
Aug. 2015, pp. 943-949.

M. Ayati, A. Ehrampoosh, and A. Yousefi-koma, “Estimation of elbow
joint angle by NARX model using EMG data,” in Proc. 3rd RSI Int. Conf.
Robot. Mechatron. (ICROM), 2015, pp. 444-449.

L. Peng, Z.-G. Hou, and W. Wang, “A dynamic EMG-torque model of
elbow based on neural networks,” in Proc. 37th Annu. Int. Conf. IEEE
Eng. Med. Biol. Soc. (EMBC), Aug. 2015, pp. 2852-2855.

J. Han, Q. Ding, A. Xiong, and X. Zhao, ““A state-space EMG model for
the estimation of continuous joint movements,” [EEE Trans. Ind. Elec-
tron., vol. 62, no. 7, pp. 4267-4275, Jul. 2015. [Online]. Available: http://
ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=

7001065

Z. Tang, H. Yu, and S. Cang, “Impact of load variation on joint angle
estimation from surface EMG signals,” IEEE Trans. Neural Syst. Rehabil.
Eng., vol. 24, no. 12, pp. 1342-1350, Dec. 2016. [Online]. Available:
http://ieeexplore.ieee.org/lpdocs/epicO3/wrapper.htm?arnumber=
7332977

A. Krasoulis, S. Vijayakumar, and K. Nazarpour, “Evaluation of regres-
sion methods for the continuous decoding of finger movement from
surface EMG and accelerometry,” in Proc. 7th Int. IEEE/EMBS Conf.
Neural Eng. (NER), Apr. 2015, pp. 631-634.

W. Chang, L. Dai, S. Sheng, J. T. C. Tan, C. Zhu, and F. Duan, ““A hierar-
chical hand motions recognition method based on IMU and sEMG sen-
sors,” in Proc. IEEE Int. Conf. Robot. Biomimetics (ROBIO), Dec. 2015,
pp. 1024-1029.

J. Wu, Z. Tian, L. Sun, L. Estevez, and R. Jafari, “Real-time American
Sign Language Recognition Using Wrist-worn Motion and Surface EMG
Sensors,” in Proc. IEEE 12th Int. Conf. Wearable Implant. Body Sensor
Netw. (BSN), Jun. 2015, pp. 1-6.

R. Meattini, S. Benatti, U. Scarcia, L. Benini, and C. Melchiorri,
“Experimental evaluation of a SEMG-based human-robot interface for
human-like grasping tasks,” in Proc. IEEE Int. Conf. Robot. Biomimet-
ics (ROBIO), Dec. 2015, pp. 1030-1035.

J. L. Betthauser et al., “Limb position tolerant pattern recognition
for myoelectric prosthesis control with adaptive sparse representations
from extreme learning,” IEEE Trans. Biomed. Eng., vol. 65, no. 4,
pp. 770-778, Apr. 2018.

C. Hartmann, S. Dosen, S. Amsuess, and D. Farina, “Closed-loop control
of myoelectric prostheses with electrotactile feedback: Influence of stim-
ulation artifact and blanking,” IEEE Trans. Neural Syst. Rehabil. Eng.,
vol. 23, no. 5, pp. 807-816, Sep. 2015.

A. Ajoudani, N. Tsagarakis, and A. Bicchi, “Tele-impedance: Teleoper-
ation with impedance regulation using a body—machine interface,” Int.
J. Robot. Res., vol. 31, no. 3, pp. 1642-1656, 2012. [Online]. Available:
http://ijr.sagepub.com/content/early/2012/10/31/0278364912464668.
abstract

J. A. Spanias, A. M. Simon, K. A. Ingraham, and L. J. Hargrove, “Effect
of additional mechanical sensor data on an EMG-based pattern recogni-
tion system for a powered leg prosthesis,” in Proc. 7th Int. IEEE/EMBS
Conf. Neural Eng. (NER), Apr. 2015, pp. 639-642.

VOLUME 7, 2019

[95]

[96]

[97]

[98]

[99]

[100]

[101]

D. Hofmann, N. Jiang, I. Vujaklija, and D. Farina, ‘“Bayesian
filtering of surface EMG for accurate simultaneous and propor-
tional prosthetic control,” IEEE Trans. Neural Syst. Rehabil. Eng.,
vol. 24, no. 12, pp. 1333-1341, Dec. 2016. [Online]. Available: http://
ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=7332757

E. Scheme, B. Lock, L. Hargrove, W. Hill, U. Kuruganti, and
K. Englehart, “Motion normalized proportional control for improved
pattern recognition-based myoelectric control,” IEEE Trans. Neural Syst.
Rehabil. Eng., vol. 22, no. 1, pp. 149-157, Jan. 2014.

G. Rasool, K. Igbal, N. Bouaynaya, and G. White, “Real-time task
discrimination for myoelectric control employing task-specific mus-
cle synergies,” IEEE Trans. Neural Syst. Rehabil. Eng., vol. 24,
no. 1, pp.98-108, Jan. 2016. [Online]. Available: http://www.ncbi.
nlm.nih.gov/pubmed/25769166

A. Subasi, “Classification of EMG signals using PSO optimized
SVM for diagnosis of neuromuscular disorders,” Comput. Biol.
Med., vol. 43, no. 5, pp.576-586, Jun. 2013. [Online]. Available:
http://dx.doi.org/10.1016/j.compbiomed.2013.01.020

J. Liu, D. Ying, and P. Zhou, “Wiener filtering of surface EMG with
a priori SNR estimation toward myoelectric control for neurological
injury patients,” Med. Eng. Phys., vol. 36, no. 12, pp. 1711-1715,
2014. [Online]. Available: http://linkinghub.elsevier.com/retrieve/pii/
S$1350453314002410

S. W.R. Nijmeijer et al., “EMG coherence and spectral analysis in cervi-
cal dystonia: Discriminative tools to identify dystonic muscles?” J. Neu-
rological Sci., vol. 347, nos. 1-2, pp. 167-173, 2014. [Online]. Available:
http://linkinghub.elsevier.com/retrieve/pii/S0022510X1400639X

W. De Armas, K. A. Mamun, and T. Chau, “Vocal frequency
estimation and voicing state prediction with surface EMG pattern
recognition,” Speech Commun., vols. 63—64, pp. 15-26, Sep./Oct. 2014.
[Online]. Available: http://linkinghub.elsevier.com/retrieve/pii/
S0167639314000296

MIGUEL SIMAO received the Ph.D. degree in
mechanical engineering from the University of
Coimbra, Coimbra, Portugal, and Arts et Métiers,
Lille, France, in 2018.

He was a Visiting Researcher at the Jet
Propulsion Laboratory, NASA, California Insti-
tute of Technology, Pasadena, CA, USA, in 2015.
He is currently a Researcher with the Collabora-
tive Robotics Laboratory, University of Coimbra,
where he develops novel human-robot interfaces

based on deep learning. His research interests include collaborative robotics,
gesture recognition, and pattern classification.

NUNO MENDES received the master’s degree
in mechanical engineering and the Ph.D. degree
in mechanical engineering (robotics) from the
University of Coimbra, in 2009 and 2014,
respectively, where he has been a member of
the Centre for Mechanical Engineering, Materials
and Processes (CEMMPRE), since 2008. He has
authored several international journal and con-
ference publications and has participated in sev-
eral European-funded Research and Development

flagship projects under FP6, FP7, and HORIZON 2020 framework. His
research interests include human-robot interaction, human-robot collabo-
ration, advanced manufacturing, friction-stir welding, industrial robotics,
control systems, and CAD-based robotics.

39581



IEEE Access

M. Simdo et al.: Review on EMG Decoding and Pattern Recognition for HMI

OLIVIER GIBARU received the Ph.D. degree
in applied mathematics from ParisTech, Paris,
France, in 1997.

He is currently the Director of the Labora-
tory of Information Technology and Systems in
the Lille campus, CNRS, and a Full Profes-
sor with the Department of Mathematics and
Computer Science, Ecole Nationale Supérieure
d’Arts et Métiers, Lille campus, France. He has
authored several papers in refereed journals and

international conference proceedings. His research interests include applied
mathematics, estimation for robotic applications, geometry, control engi-
neering, and high-precision mechanical systems.

Prof. Gibaru is an active member of the SMAI-SIGMA group, a national
learning society dedicated to applied mathematics for industrial applications.

39582

PEDRO NETO received the Ph.D. degree in
mechanical engineering from the University of
Coimbra, Coimbra, Portugal, in 2012.

He is currently an Assistant Professor with
the University of Coimbra and the Director of
the Collaborative Robotics Laboratory. He has
authored several journal and conference pub-
lications, and participated in three European
HORIZON 2020 flagship projects.

His research interests include human-robot

collaborative robotics, pattern classification, and smart

VOLUME 7, 2019



	INTRODUCTION
	ELECTROMYOGRAPHY
	SIGNAL OVERVIEW
	SIGNAL FILTERING
	ELECTRODE ARRAYS

	PATTERN RECOGNITION
	SIGNAL PROCESSING AND FEATURE SELECTION
	DIMENSIONALITY REDUCTION
	CLASSIFICATION
	NOVELTY DETECTION
	REGRESSION
	MULTI-MODAL SENSING

	APPLICATIONS
	CONCLUSION
	REFERENCES
	Biographies
	MIGUEL SIMÃO
	NUNO MENDES
	OLIVIER GIBARU
	PEDRO NETO


