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A B S T R A C T   

As deep learning is increasingly applied to segmentation of organs from Computed Tomography (CT) and 
Magnetic Resonance Imaging (MRI) sequences, we should understand the importance of certain operations that 
can improve the quality of results. For segmentation of the liver from those sequences, we quantify the 
improvement achieved with segmentation network, loss function and post-processing steps. Our results on a 
publicly available dataset show an improvement of 11% points (pp) by using DeepLabV3 instead of UNet or FCN, 
4 pp by applying post-processing operations and 2pp using the top-performing loss function. The conclusions of 
this work help researchers and practitioners choosing the network and loss function and implementing effective 
post-processing operations.   

1. Introduction 

To enrich the level of understanding prior or during complicated 
medical procedures, physicians use advanced tools such as three- 
dimensional visualization and printing, which require extraction of 
the object(s) of interest from images. The precise segmentation of 
abdominal organs such as the liver is useful in those procedures, which 
motivates ongoing research to achieve better segmentation results and 
overcoming challenges originating from both highly flexible anatomical 
properties of abdomen and limitations of modalities reflected in image 
characteristics. In this context, image segmentation is the process of 
partitioning a digital image into multiple segments, where a segment is a 
contiguous set of pixels. It must identify the location and the precise 
boundaries of each object of interest, assigning a label to each pixel such 
that pixels with the same label belong to the same segmented object. 
Typical segmentation algorithms search for communalities in colour, 
intensity and texture to separate the image into regions. They face dif-
ficulties when there is lack of contrast with neighbouring regions and 
similarity between regions that are supposed to be segmented into 
different objects. For instance, in segmentation of liver from abdominal 
CT or MRI sequences, there is often lack of contrast between the liver 
and neighbour regions, and there are other organs with similar colour 
and texture. Some preprocessing operations can also be applied to 
enhance contrast or equalize histograms prior to segmentation. 

CT is an imaging technique frequently used in medical diagnosis. The 
non-invasive procedure uses computer-processed combinations of many 
X-ray measurements taken from different angles to produce cross- 
sectional (tomographic) images (virtual “slices”) of specific areas of a 
body part. The CT output is post-processed to reveal body structures 
based on their ability to absorb the X-ray beam. After acquisition the 
images of slices obtained by CT can be further processed by automatic 
computerized procedures to reveal, measure and analyze specific de-
tails. Already in the seventies, Stephens et al. [1] was reporting expe-
riences with analysis of the liver using CT, describing the appearance of 
the normal liver and various hepatic abnormalities, the conduct of the 
examination itself and some of the problems that reduce the technical 
quality of the examination. Also, around the same time, Alfidi et al. [2] 
was examining the scope and accuracy of CT in detection of tumors, 
abscesses, cysts, and parenchymal disorders of the liver. Fast-forwarding 
to recent times, Chang et al. [3] analyzed computer-aided diagnosis of 
liver tumors on CT images, and Fuller et al. [4] studied the tumor growth 
rate in metastatic adrenocortical carcinoma using two-dimensional CT 
scans. 

Traditionally, atlas-based segmentation separates the organs from 
background based on shape, edges and texture. Deep learning (DL) 
revolutionized the segmentation procedure. Instead of hand-coded and 
fixed organ extracting code, DL segmentation networks learn how to 
extract the organs and other objects of interest directly from a set of 
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images and corresponding segmentation groundtruths. The network 
iteratively modifies its own inner coefficients based on the amount of 
error (loss) along a large number of improvement iterations (back-
propagation learning), until it optimizes the quality of segmentation. 
Typically, top performing segmentation networks are very accurate, 
scoring in the range of 0.85–0.95 Jaccard Index (JI) segmenting the 
liver. But the fraction of misclassified pixels is still quite visible, as errors 
are mostly concentrated near border regions, and sometimes there are 
also some incorrect small regions away from the main volume. The 
amount of errors also depends on factors such as acquisition conditions, 
contrast, variability in morphology and tissue specifics. How much 
could we expect to gain from using alternative networks, loss functions 
and from defining adequate post-processing steps in the context of 
segmentation of an organ such as the liver from CT and MRI scans? We 
concentrate on those major issues: describing networks, loss and post- 
processing mechanisms, and quantifying the improvement of specific 
choices. To achieve our goal, in this work we define and quantify the 
effect of each. 

1.1. Backpropagation, loss, post-processing and networks 

Deep learning uses convolution neural networks (CNN) to classify or 
segment (i.e. classify each pixel of) images. In its essence, a CNN is made 
of a sequence of layers, which compute feature maps. Feature maps are 
matrices of coefficients, the first one being the image itself with pixels as 
coefficients. Given those matrices (X), convolutions are mathematical 
product-sum operations with square filters (W) that move over the 
feature map and compute, at each point, the value r = b0+w0 x0 + w1 x1 
+ … + wn xn, where wi are the weights of the filters W, xi are matrix 
coefficients, and b0 is a bias factor. This output is then submitted to an 
activation function (A), and there are also pooling layers to down sample 
feature maps. Backpropagation is at the heart of weight learning to learn 
how to represent any data. Given a forward pass of the CNN through a 
batch of images, an error or loss is computed by comparing the output of 
the final layer with groundtruth data. Backpropagation propagates the 
error backwards from the last layer to the first, slightly adjusting 
network weights and bias at each iteration (using a learning rate). This 
process is repeated thousands of times with multiple training images and 
through multiple epochs (passes through all images) to successively 
reduce the error (loss). 

In this process the loss function is the function that computes the 
error. At each iteration, given a set of groundtruth segmentations (GND) 
and the current segmentations (SEG), the loss is a measure of the dif-
ference between the two. This loss is used to determine a delta change 
that is backpropagated to incrementally change weights. Cross entropy 
(crossE) is most frequent, but dice (a.k.a. DSC) and intersect-over-the- 
union (IoU, a. k.a jaccard index) and variations of it are also popular 
choices. Both are also metrics used for evaluation of approaches, but 
accurate evaluation should consider those metrics over individual or-
gans instead of over all image pixels (because more than 90% of all 
pixels are background). This detail is also important in the loss function, 
because it should balance the classes properly to avoid over-representing 
the background. Class balancing is achieved by multiplying influence of 
each pixel by inverse class frequency, or by computing the loss of each 
class and then averaging over all classes with equal weights for each 
class. 

Post-processing is actually a very relevant and often overlooked tool 
to improve segmentation quality. It concerns image processing algo-
rithms that apply properties and invariants of objects to improve a 
possibly noisy segmentation. Given an output of segmentation S and 
some knowledge K about the domain, post-processing computes an 
improved output P = f (S,K). The mechanisms of post-processing are not 
well described and its contribution to quality of segmentation is not well 
quantified in prior work. Yet, we show that it contributes to a sensible 
improvement of the quality of segmentation in the case of organs. The 
properties used to implement post-processing in our proposal include 

the following: (1) an organ should be a single volume (3D) or area (2D); 
(2) it should be the maximum sized label region; (3) noisy pixels on 
borders or further away from the main volume can be isolated by 
eroding operations and removed; (4) edges/surfaces of organ are smooth 
(smoothing operator), and non-anatomical holes inside organs segments 
should be removed. 

The segmentation network characteristics is also a relevant quality 
factor. A segmentation network has two main parts, the encoder and the 
decoder. The encoder is a CNN that extracts and successively compresses 
features from the image until it arrives at a compressed latent space 
using successive convolutions, activations and pooling layers. The 
decoder reinstates the full image size using an inverse operation, 
deconvolution. We focus on three main architectures, U-Net [5], FCN 
[6] and DeepLabV3 [7], because these represent the most popular net-
works and allow us to compare different architecture details. U-Net is a 
very popular network in medical imaging, made of symmetrical 
conv-deconv blocks of layers and a few direct forwarding connections 
in-between symmetrical layers. While U-Net trains deconvolution layers 
symmetric to the convolution layers, FCN has a similar encoder but uses 
simple non-trainable interpolation as decoder. The encoder used in 
U-Net is VGG-16, a dense CNN, while DeepLabV3 uses Resnet-18. The 
advantage of Resnet is that its residual blocks allow layers to feed into 
the next layer and directly into the layers about 2–3 hops away simul-
taneously. This operation helps avoid the vanishing gradients problem 
that occurs in deep networks such as these ones (vanishing means that, 
as more layers are added to neural networks, the gradients of the loss 
function tend to approach zero, making the network hard to train). 
DeepLabV3 also adds Atrous Spatial Pyramid Pooling (ASPP), a semantic 
segmentation module for resampling a given feature layer at multiple 
rates prior to convolution. This way the original image if probed with 
multiple filters that have complementary effective fields of view, thus 
capturing objects as well as useful image context at multiple scales. We 
compare the performance achieved by these three distinct network ar-
chitectures (U-Net and FCN with VGG-16 and DeepLabV3 with 
Resenet-18 as encoder) in the context of organ segmentation from the CT 
and MRI images. 

For experimentation, we take publicly available CT and MRI seg-
mentation datasets with liver segmentation data, set training optimi-
zations and data augmentation, to evaluate the effect of applying the 
defined post-processing algorithms, alternative loss functions and 
alternative network architectures. This allowed us to conclude that post- 
processing improves segmentation quality by 2–5 pp, depending on the 
CT or MRI sequences, DeepLabV3, with its Resnet-18 encoder and ASPP 
multiscale capabilities surpasses FCN and UNet by 11% points (pp), and 
a best choice of loss function improved segmentation quality by 2 pp. 

1.2. State-of-the-art in segmentation of CT and MRI 

Prior to the use of DL, segmentation would be based on more tradi-
tional image processing approaches exploring organs and abdomen 
characteristics, e.g. multi-atlas approaches. For instance, the approach 
proposed by Bereciartua et al. [8] uses 3D models of the liver and 
probability maps. Le’s proposal [9] is based on histograms to segment 
the liver, followed by active contours for refinement, while Huynh et al. 
[10] applies watershed together with active contours. Statistics con-
cerning the volumes and locations of organs are used in most such ap-
proaches. With the advent of deep learning (DL), convolution neural 
networks (CNN) and segmentation networks, those traditional tech-
niques were replaced by segmentation networks that learn based on 
training images and corresponding segmentation groundtruths. Zhou 
et al. [11] used fully convolutional networks (FCN), achieving top scores 
for the problem of segmenting abdominal organs from CT sequences. 
The approach takes 3-D CT images and applies a majority voting scheme 
on the output of segmentation of 2D slices taken from different image 
orientations, plus localization of organs. The steps are: (1) localize in-
dividual organs, i.e. determine bounding boxes for target organs using 
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sliding windows and pattern matching over Haar-like and LBP features; 
(2) calibrate and correct results using Hough voting for organ locations. 
Following that work, Bobo et al. [12] applied it to abdomen segmen-
tation from MRI sequences. The work shows significant improvement for 
the segmentation compared to multi-atlas methods. In another work, 
Larsson et al. [13] presented SeepSeg, which segments abdominal or-
gans using 3 steps: 1) Localize region of interest with a multi-atlas 
technique; 2) Use a CNN for pixel binary classification; 3) Post-process 
using thresholding, then remove positive samples except those of the 
largest connected region. Network architecture, ensembles and voting 
are some of the recent trends in research [14]. proposes ALAMO (Auto 
deep Learning based Abdominal Multi-Organ segmentation), a 
multi-slice 2D neural network. Groza [15] presents an ensemble of DL 
networks with voting to achieve improved segmentation scores for MRI 
scans. 

Modifications of the loss function was used in Cai et al. [16] for 
improved segmentation for the pancreas in CT and MRI images. The 
authors used a “direct” loss function. They propose a Jaccard Loss 
(JACLoss) for training neural network image segmentation model. As 
explained by the authors, “to optimize the Jackard Index (JI) (a main 
segmentation metric) directly in network training makes the learning 
and inference procedures consistent. It empirically works better than the 
cross-entropy loss or the class-balanced cross-entropy loss when seg-
menting small objects, such as pancreas in CT/MRI images”. Conze et al. 
[17] also replaces cross-entropy by dice. Finally, Salehi et al. [28] pro-
posed a generalized loss function, based on differently weighting false 
positives and negatives. Loss is a metric, and there is a limitation with 
many metrics used in evaluation of segmentation quality, mentioned for 
instance in Zhang et al. [18]: “many scores are artificially high simply 
because the background is huge, hence the term TN (true negatives) is 
also huge, making specificity, ROC and AUC inviable as scores”. 

In spite of all the work in advanced architectures, literature is still 
missing a quantitative evaluation of the impact of loss and post-
processing. In this work we take standard network architectures, but 
including DeepLabv3, and focus on defining and evaluating the contri-
bution of the network, loss and post-processing improvements on the 
quality of segmentation of liver in CT images. Table 1 summarizes the 
scores achieved by recent related work on segmentation of the liver and 
other abdominal organs. Those works use different datasets from ours 
and explore advanced techniques such as multi-views, ensembles of 
networks and voting. All of them use some base network (most 
frequently UNet) that is then extended to integrate their advances. Hu 
et al. [23] and Wang et al. [24] obtained the best scores for CT in those 
works. Our best scores in this work (DeepLabV3, dice, post-processed), 
which we include here for comparison, were slightly lower but still 
competitive, even though we did not use ensembles of networks or 
multi-views. 

1.3. Structure of the document 

The remainder of the work is organized as follows: section 2 dis-
cusses materials and methods. First, section 2.1 describes our method-
ology and the data processing sequence of our setup. Section 2.2 
introduces the datasets used for our experimental work, including CT 
and MRI data. Then sections 2.3, 2.4 and 2.5 describe the relevant de-
tails of the loss, post-processing and architecture features that we define 
and experiment with, and section 2.6 describes the setup for our 
experimental work. Section 3 contains experimental results and analysis 
and section 4 concludes the paper. 

2. Materials and methods 

2.1. Methodology and data processing 

Fig. 1 shows the methodology we follow to define and evaluate post- 
processing, loss and architectures. We first define the post-processing 
algorithms (1), then loss (2) and architectural alternatives (3). After 
that we resort to experimentation to find the best combination of those 
features. To do that we choose CT and MRI datasets segmenting the 
liver, define experimental setup and options and run experiments. The 
results of those experiments, analyzed based on a set of metrics, allows 
us to conclude regarding improvement of segmentation quality 
depending on the choices and alternatives defined. 

Figs. 2 and 3 show a data processing view of the systems that we 
implemented. The training setup in Fig. 2 is shows the training images as 
inputs, the network that is trained (with alternative structures and fea-
tures) and the loss function (with defined alternatives) that is used in 
backpropagation learning. Fig. 3 then shows the pipeline used with an 
already trained network to process new images and to evaluate quality, 
where the trained network is applied on new images and the post- 
processing operations improve the segmentation output after the 
network has processed the images. 

2.2. The Computed Tomography and magnetic resonance datasets used 

CT upper abdomen sequences from 40 different patients are used in 
this study (CT dataset). The images were acquired using equipments 
Philips SecuraCT, 16 detectors, Philips Mx8000, 64 detectors, Toshiba 
AquilionOne, 320 detectors (equipped with spiral CT). Subjects were all 
healthy (livers did not exhibit lesions or disease). A contrast agent was 
used, the abdomen sequences obtained at hepatic phase, i.e. 70-80 s 
pelvic incidence (p.i.) or 50–60 s after bolus tracking. In this phase the 
liver parenchyma enhances through blood supply by the portal vein, 
resulting in some potential enhancement of the hepatic veins. The 
resulting 2874 slices have a resolution of 512 × 512, XY spacing 0.7–0.8 
mm and inter slice distance 3–3.2 mm. For our experiments the acqui-
sitions were divided 80/20 into independent train and test datasets 
using 5-fold cross-validation. 

Slices are cross-section images taken from the CT sequences. Fig. 4 
shows a 3D model of the liver (a) and also a 3D model created by 
stacking successive slices of a CT sequence. 

Fig. 5 shows CT slices and their segmentation results. In each one we 
can see the groundtruth on the left, with the CT slice and a superimposed 
region representing the liver on the right. In these examples the first slice 
was pretty well segmented, with few differences between the actual 
groundtruth and the segmentation outcome, while the second slice has 
some imperfections when compared to the groundtruth. 

While our main experimentation in this work concerns the CT dataset 
just described, for added experimental variation we also include MRI 
scenario (MRI dataset) from Ref. [27]. It consists of 120 MRI sequences 
capturing abdominal organs obtained using T1-DUAL fat suppression 
protocol. The dataset contains both images and organs groundtruths, 
from which we selected liver groundtruth data. The sequences were 
acquired by a 1.5T Philips MRI, which produces 12-bit DICOM images 

Table 1 
Summary of scores by other authors.  

JI = IoU Liver spleen R Kidney L kidney 

[25] 0.85 –   
[11] 0.88 0.77   
[23] 0.92 0.89   
[24] 0.96 0.94 0.96 0.94 
[26] 0.9 – 0.84 0.80 
[15]     
F-net 0.86 0.79 0.79 0.80 
BRIEF 0.74 0.60 0.60 0.60 
U-Net 0.89 0.80 0.77 0.78 
[13] 0.90 0.87 0.76 0.84 
[12] 0.84 0.87 0.64  
[29] 0.90(LiverNet) – – – 
[30] 0.91 – 0.87   
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with a resolution of 256 × 256. The inter-slice distance was 5.5–9 mm 
(average 7.84 mm), x-y spacing is between 1.36 and 1.89 mm (average 
1.61 mm) and the number of slices is between 26 and 50 (average 36). In 
total there are 1594 slices (532 slice per sequence) used for training and 
testing, with the testing sequences being chosen randomly to include 
20% of all sequences. The same data augmentation and training options 
were applied in this case. 

2.3. Post-processing algorithms 

Consider a CT sequence ims. The sequence (ims) is a (m× n× s) 
volume made of s stacked slices (im), where each slice is a 2D image (im) 
with (m× n) pixels. Segmentation of a slice creates a (m× n) labelmap 
(lmap) where each pixel contains a label corresponding to the segment 
the pixel belongs to, either background (0) or liver (1). The sequence of 
stacked labelmaps (m× n× s) creates labelmap sequence (lmaps) con-

Fig. 1. Methodology followed in this work.  

Fig. 2. Training and testing - data processing sequence.  

Fig. 3. Segmenting a new image - data processing sequence.  

Fig. 4. Model and stacked slices of the liver. (a) a typical model of the liver; (b) a segmentation output organized as stacked slices on top of each other, resulting in 
3D model that compares with (a). 
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taining the segmented organs. 
Given both each labelmap (lmap) and the lmaps volume, post- 

processing removes imperfections, noisy pixels and in corrections by 
image processing operations. It uses simple morphological operations 
(some popular references on image processing and morphological op-
erations include [19–22]) to remove errors resulting from the segmen-
tation process. Errors are identified based on simple invariants, such as 
the fact that the liver is a single big volume and borders are smooth. The 
following operations are done in the 3D volume: 

Algorithm 1. Post-process improvements 3D   

Algorithm 1 removes all except the largest region, which is the liver 
itself, but since the border regions often have significant erroneous pixel 
classifications (noise), it is preceded by an erosion to disconnect most of 
those erroneous pixels from the main volume representing the liver. 
Fig. 6 shows how Algorithm 1 removes segmentation errors. In (a) the 
organ volume is initially surrounded by some wrong classifications that 
are represented in the figure by some extra regions; in (a) to (b) imerode 
isolates those previously connected protruding regions; in (b) to (c) only 
the largest region is kept; in (c) to (d) imdilate restores the volume, but 
now without the erroneous parts. 

The 2D algorithm (algorithm 2 shown next), applies first the erode- 
keepLargest-dilate operations as well, but this time on sequences of 2D 
slices obtained considering each one of the three main 3D axis, and then 
it also applies an operation to fill holes and an operation to smooth 
edges. Algorithms 1 and 2 apply those operations in a certain sequence 
to clean the estimations and obtain a single liver region: (1) first they 
apply an erosion operator (imerode [20]) to decouple small noises from 
the main volume; (2) 2D or 3D connected components are identified 
(bwlabel function [20]) and their sizes calculated as the number of times 
each identifier appears in the labeled mask; (3) only the largest 
remaining region is kept (by zeroing all except the label of the largest 

region found); (4) Next, imdilate [20] is applied to dilate the previously 
eroded image; (5) Finally, in the case of algorithm 2, edge smoothing 
(detailed in Algorithm 3) is applied. Given the binary labeled mask (a 
mask where liver is 1 and not liver is 0), a 2-D convolution with a uni-
form square filter is used to blur the image. From blurred image, pixels 
with value lower than threshold (default = 0.5) are zeroed, those with 
threshold larger or equal to 0.5 are liver. This procedure results in a 
much smoother surface. 

Algorithm 2. Post-process improvements on 2D   
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Algorithm 3. Smoothedges(lmapi)   

Table 2 shows the parameters used in our experimental work for 
these algorithms. 

2.4. Loss functions 

Besides the default loss function (cross entropy), we also experiment 
with iou, dice and variations that include a generalized loss function. 

Cross entropy (crossE, the default to compare with): cross-entropy is 
well-known and the default loss function. Given the set of probabilities p 
of a single pixel of the segmentation output to be of each possible class, 
and the real probabilities (one-hot encoding of the class), cross entropy 
measures dissimilarity between p and q. If ti and si are the groundtruth 
and the CNN score of each pixel for each class i respectively, 

crossE = −
∑C

i
ti log si (1) 

By applying a class frequency inverse weight to the value for each 
pixel we obtain class-weighted cross-entropy, which is the variant we 
use and denote as “crossE”. 

Intersect over the Union (IoU): IoU is a convenient measure of the 
degree of overlap or match between segmentation-obtained regions and 
the corresponding groundtruth regions. Given the number of true posi-
tives (TP), false positives (FP) and false negatives (FN) in the classifi-
cation of pixels, loss is (1-IoU), 

IoU(loss)= 1 − IoU = 1 −
TP

TP + FP + FN
(2) 

But since this IoU averages over all pixels and we identified the 
problem with that measurement, IoU averaged over the classes is used 
instead, 

IoU(loss)= 1 −
∑C

I=1IoUi

C
, IoUi = 1 −

TPi

TPi + FPi + FNi
(3) 

Dice (dice): The dice or Dice Similarity Coefficient (DSC) is a metric 
that is highly correlated and can be obtained from IoU directly. The loss 
formula for the dice is: 

dice(loss)= 1 − DSC = 1 −
2TP

2TP + FP + FN
(4) 

As with IoU we use an average over classes, 

dice(loss)= 1 −
∑C

I=1dicei

C
, dicei = 1 −

2TPi

2TPi + FPi + FNi
(5) 

Tversky loss (Tloss): Tversky loss is a generalization of IoU loss 
where more weight can be given to either false positives or to false 
negatives by including a multiplier factor: 

T(loss)= 1 −
TP

TP + αFP + βFN
, 0≤α, β≤ 2, α+ β= 2, (6) 

Loss without considering the background (dice noBK): Since the 
background is easier to segment than the remaining classes and is also 
huge, dice noBK is an alternative that removes the background from the 
loss formula (i.e. it averages loss over all classes except the background). 
The objective is to try to emphasize the need to segment the other classes 
well. An experimental approach is necessary to evaluate if this alter-
native improves the outcome. 

2.5. Segmentation networks 

Figs. 7–9 shows block diagrams of the segmentation networks U-Net, 

Fig. 5. Segmentation of liver slices. (a) a well segmented slice with a great liver area; (b) a segmented slice of a smaller liver area near the liver extremity, shows a 
significant overflow into neighbour regions. 

Fig. 6. Post-processing to remove noise.  
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FCN and DeepLabV3 that we build and experiment with. The legend of 
Figs. 7–9 also summarizes the contents of the block of layers that are 
shown. At the same time Tables 3, 4 and 5 list the layers, divided into 
three main regions corresponding to encoder, decoder and input/output 
layers, plus bridge layers (UNet) and ASPP layers (DeepLabV3). In Ta-
bles 3,4 and 5 U-Net has 58 layers, FCN has 51 layers and DeepLabV3 
has 100 layers. U-Net and FCN (Figs. 7 and 8) are both using VGG-16 
encoder, while DeepLabV3 (Fig. 9) uses a Resnet-18. Comparing FCN 
to UNet, FCN uses interpolation layers to decode, while U-Net uses a 
sequence of de-convolution layers that is symmetric to the encoder 
layers. From Table 3 we see that layers 1 to 22 of UNet are VGG-16 
encoder, layers 23 to 27 are bridge layers and layers 28 to 55 are sym-
metric decoder layers. In Table 4 we see that, in FCN, layers 2 to 31 are 
VGG-16 encoder layers, layers 40 to 45 are the decoder layers and the 
remaining layers are input, bridge and output layers. DeepLabV3 is 

deeper, with layers 2 to 64 being Resnet-18 encoder layers (Table 5). 
The residue blocks of Resnet-18 encoder, also depicted in Fig. 9, are 
important to avoid the vanishing gradients problem of deep networks. 
The next sequence of layers of DeepLabV3 after Resnet-18 layers, also 
depicted in Fig. 9 and listed in Table 5, is the “ASPP” layers. ASPP 
resamples a feature layer at multiple rates prior to convolution, so that 
the original image if probed with multiple filters that have comple-
mentary effective fields of view, thus capturing objects as well as useful 
image context at multiple scales. In this case 4 atrous convolutions are 
applied in parallel with 4 different rates (dilation factors) of 1, 6, 12 and 
18, as shown in Fig. 9. In what concerns the decoder, UNet’s decoder has 
many layers (layers 28 to 55) that are symmetric to the corresponding 
encoder layers, while FCN uses a small set of interpolation layers (layers 
40 to 45) shown in Table 4. Although not detailed, all the three networks 
include forwarding connections from certain encoder to certain decoder 
layers. 

2.6. Data augmentation, training options and metrics 

Data augmentation is a standard mechanism to enrich the dataset 
with further diversity and also quantity, by adding randomly trans-
formed versions of existing training images. We defined transformations 
that translate the organ, scale up and down and rotate slightly as well. 
Those consisted in translations of up to 10 pixels and random rotations 
up to 10◦, both in any direction, as well as shearing up to 10 pixels and 
scaling to 10% up and down as well. For the experiments we used a PC 
with an intel core i5 at 3.4 GHz, with 16 GB RAM, an NVIDEA GForce 
GTX 1070 GPU Pascal architecture with 1920 cores, 8 GB GDDR5, 8 
Gbps memory speed, and an SSD disk of 1 TB. The PC runs windows and 
Matlab 2018b was used for the coding and experimentation. The ex-
periments themselves involved training each of the networks (FCN, 
DeepLabV3, U-Net) and then using the networks to classify independent 
test images. The dataset was split into 80% train and 20% test sequences. 
Training was configured to 500 training epochs. Table 6 has a summary 
of training parameters. 

For the experiments, we report first training runtimes and training 
evolution. Then we compare segmentation networks and alternative loss 

Fig. 8. FCN segmentation network.  

Table 2 
Post-processing parameters used.  

Operation Matlab function parameters 

Erode (2D and 3D) J = imerode (labelmap, 
SE) 
SE = strel (‘disk’,r) (2D) 
SE = strel (‘sphere’,r) 
(3D) 

r = 3 

Bwlabel L = bwlabel (labelmap, 
conn) 

conn = 8 

dilate (2D and 3D) J = imdilate (labelmao, 
SE) 
SE = strel (‘disk’,r) (2D) 
SE = strel (‘sphere’,r) 
(3D) 

r = 3 

Fill holes imfill imfill 
(labelmap,’holes’) 

Smoothedges conv2D and 
threshold 

windowSize = 5; 
kernel = ones(w)/w∧2; 
blurryImage = conv 2 (single (binaryLabelmap), 
kernel, ‘same’); 
binaryImage = blurryImage > 0.5; % Rethreshold  

Fig. 7. UNet segmentation network.  
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functions. Our next experiment compares quantitatively and visually the 
results with and without post-processing. Then we also include results 
on MRi dataset for added variation. The most important metric we use is 
IoU of the liver, but other metrics are also reported that include global 
accuracy, mean accuracy, weighted IoU, mean IoU and meanBFScore, a 
measurement of the degree of match between boundaries of segments 

and groundtruths. One important detail in what concerns metrics is that 
we include percentage points increase (pp) as a way to evaluate the 
improvement brought by a certain approach. Given a metric expressed 
as percentage (0–100%), in our case we used IoU, pp is the difference 
between the value achieved by the metric in one scenario/configuration, 
minus the value achieved in the other scenario/configuration. An IoU of 

Fig. 9. DeepLabV3 segmentation network.  

Table 3 
UNet layers (VGG-16 encoder; In, Bridge and last layers; Symmetrical decoder). 
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Table 4 
FCN layers (VGG-16 encoder; in, bridge layers; decoder; out layers). 

Table 5 
DeepLabV3 layers (Resnet 18 encoder; ASPP layers; decoder; in/out layers). 

Table 6 
Experimental configurations.  

Configuration Parameter value 

Data augmentation Translation rand 0 to 10 pixels  
Rotation rand 0–10◦

Shearing rand 0 to 10 pixels  
Scaling rand 0–10% up or down 

Train/test Division of CT + MRI sequences 80% train, 20% test  
Epochs 500  
Learn rate schedule piecewise  
LearnRateDropPeriod 10  
LearnRateDropFactor 0.8  
Momentum 0.9  
InitialLearnRate 0.0005  
MiniBatchSize 8  
Shuffle ‘every-epoch’  
ValidationPatience Inf 

Datasets Classes Background + liver  

Table 7 
Times and memory.  

Architecture Training 
time 
(mins) 

epochs (and 
iterations) 

Final 
validation 
accuracy 

Segmentation time 
(one slice, in secs) 

DeepLabV3 159 5 (2600) 99.25% 0.093 (±0.005)
FCN 864 30 (16260) 93.92% 0.093 (±0.004)
U-Net 789 30 (16260) 92.81% 0.081 (±0.007)
Post-processing time  8.7 (±0.87)  
GPU Memory used (DeepLabV3)  8014 MB  

Table 8 
Global metrics.  

Approach Global Accuracy Mean Accuracy Weighted IoU Mean IoU 

Simple 0.84 0.90 0.79 0.56 
DeeplabV3 0.98 0.98 0.96 0.88 
FCN 0.95 0.97 0.92 0.77 
UNet 0.86 0.91 0.89 0.75  

P. Furtado                                                                                                                                                                                                                                        



Informatics in Medicine Unlocked 24 (2021) 100585

10

0% means IoU = 0 and corresponds to zero quality of segmentation, 
while an IoU of 100% means IoU = 1 (IoU varies between 0 and 1), 
corresponding to perfect match between the segmentation output and 
the corresponding groundtruth. As an example, if IoU increases from 
86% to 92%, then pp is 6, meaning that segmentation quality improved 
by 6% points. 

3. Results and analysis 

This section shows the experimental results, which are analyzed in 
detail in the next section. 

3.1. Timing and memory consumption 

Table 7 shows the (minimum) training times for DeepLabV3, FCN 
and UNet to converge to a final validation accuracy (+-2%) on the CT 
dataset. It also shows the corresponding number of epochs, the final 
validation accuracy and the time taken to segment a new image 
(including also standard deviation). Additionally, Table 7 shows GPU 
memory used and post-processing time. 

According to Table 7, segmentation training using training images 
and groundtruths took 159 min for the fastest approach (DeepLabV3). 
GPU memory consumption for DeepLabV3 (which was measured using 
Asus™ GPU TWEAK II tool™) was 7604 MB (average consumption; 
maximum consumption was 8014 MB, and minimum was 810 MB along 
the training session). After training, the time needed to segment a new 

Table 9 
Global metrics vs losses (CT data).   

Global Mean Weighted Mean 
BFScore 

Mean IoU 
liver 

Accuracy Accuracy IoU IoU 

crossE 0.99 0.97 0.97 0.88 0.90 0.82 
iou 0.98 0.96 0.97 0.89 0.89 0.80 
Tloss 

(α1.5,
β0.5)

0.97 0.95 0.97 0.87 0.88 0.78 

Tloss 
(α0.5,
β1.5)  

0.97 0.97 0.97 0.88 0.87 0.76 

dice 0.99 0.97 0.98 0.90 0.91 0.84 
dice noBK 0.98 0.92 0.97 0.84 0.89 0.79  

Table 10 
Summary of post-processing improvements (CT data, pp = percentage points).  

Step IoU 
liver 

IoU Seq 
1 

IoU Seq 
2 

IoU Seq 
3 

IoU Seq 
4 

Segmentation 
Output 

0.88 0.915 0.802 0.887 0.860 

3D Postprocessing 0.91 0.928 0.845 0.898 0.895 
2D Postprocessing 0.92 0.930 0.848 0.902 0.896 
Total improvement 4 pp 1.5 pp 4.6 pp 1.5 pp 3.6 pp  

Fig. 10. Test liver 1 post-processing.  

Fig. 11. Test liver 2 post-processing.  

Fig. 12. Test liver 3 post-processing.  

Fig. 13. Test liver 4 post-processing.  
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image using DeepLabV3 was 0.093 (±0.005) secs. Post-processing time 
for an individual liver, which involves running the sequence of algo-
rithms described in this work, was 8.7 (±0.9) secs. 

3.2. Comparing networks 

Table 8 shows the CT scores achieved by different networks using 
accuracy and IoU-based metrics. 

DeepLabV3 converged much faster than the other networks, as 
shown in the converge times shown in Table 7, and also scored higher 
than the remaining network architectures, as shown in Table 8. In 
Table 8 metrics averaging over all pixels (global accuracy and weighted 
IoU) have very high scores for all networks, and the same happens with 
ROC and AUC of DeepLabV3 shown in Fig. 3. That is because more than 
90% of all pixels are background, and a large fraction of the background 
is always well segmented because it includes all the parts of the image 
that are fairly constant. The conclusion is that global metrics should be 
avoided, instead we should analyze metrics that quantify the scores of 
the liver only. Also, we should not use accuracy, also shown in Table 8, 
because it does not consider false positives (background pixels classified 
as liver), a frequent occurrence. 

Focusing on mean IoU in Table 8, we can see that DeepLabV3 is the 
top performing segmentation network (IoU score 88%). It achieves 28% 
points (pp) above Simple, which means that the advantage of using 
DeepLabV3 instead of the very basic one (Simple) is large. Most 
importantly also, FCN and UNet scored lower than DeepLabV3 (77% and 
75%), but still 17 pp above Simple. The reason why DeepLabV3 is better 
is most probably related to its use of Resnet-18 as encoder instead of 
VGG-16 in the other two networks that we used, and also the in-
novations of ASPP and CRF that we discussed before in this work. As part 
of future work, we are currently investigating the details that lead to this 
difference. 

3.3. Loss functions 

Table 9 shows the scores of DeepLabV3 on CT data considering four 
different loss functions. Global metrics (metrics over all pixels) are re-
ported together with mean metrics (average over the two classes liver 
and background) and also the IoU of the liver. 

Table 9 shows the scores obtained by different loss functions. We can 
see again that global (pixel averaged) and accuracy metrics score very 
high usually, but as we explained those are reflecting quality of seg-
mentation of the background mainly. Instead, we must focus on IoU of 
liver. We conclude from IoU of the liver that modification of the loss 
function to dice improved the liver score (84%) by 2pp when compared 
with the default cross entropy function (82%). The remaining loss 
functions, IoU, dice noBK and Tloss, did not improve compared to cross 
entropy (79 and 80% respectively). 

3.4. Postprocessing 

Table 10 shows the liver IoU achieved by each post-processing step. 
It also shows the improvement in four different test sequences (complete 
patient scans). 

Table 10 shows the improvements that were obtained by running the 
post-processing steps, and Figs. 10–13 visualize those improvements. From 
the Figures it is very clear what post-processing does and why it contributed 
around 4% to improve the quality of segmentation. There are many im-
perfections new borders of the 3D models, the post-processing steps remove 
many of those imperfections by isolating the main volume effectively, also 
smoothing and filling holes. Table 10 shows that the total improvement was 
4% points (pp) in average over all patient sequences, with the first 3D 
postprocessing improving 3 pp and 2D postprocessing improving an addi-
tional 1 pp. Since most errors and improvements are near borders, these 
improvements are very visible in the images. The results for four test liver 
scans in Table 10 and the corresponding images in Figs. 10–13 also show 
that some sequences are much better segmented than others (scores varied 
between 80% and 91.5%), consequently the post-processing operations also 
correct a lot more in some scans (4.6 pp and 3.6 pp) than in others (1.5 pp in 
two other liver scans). 

Figs. 10–13 shows the corrections achieved by the post-processing 
algorithm for the same four test sequences visually, where the im-
provements are quite apparent. 

Table 11 shows our result applying the same loss and post-processing 
steps to the MRI dataset. We reach similar conclusions on this data. 

3.5. Experimental conclusions 

The previous experiments have tested network architectures and 
modifications to improve quality of segmentation of liver CT scans. The 
improvements were the use of DeepLabV3 segmentation network, fol-
lowed by testing different loss functions and post-processing operations 
to remove noise. These have improved IoU scores by 11 pp, 2 pp and 4 
pp in average, respectively. DeepLabV3 was also able to converge much 
faster to a good solution. 

4. Conclusions 

In this work we have defined and evaluated different post- 
processing, loss and network architectures for segmentation of the 
liver in CT and MRI. We defined the precise post-processing operations 
that improve the quality of segmentation of organs. We also defined 
alternative loss functions and network architectures. Through experi-
mental work we were able to show that the network architecture ach-
ieved an improvement of 11 pp by using DeepLabV3 instead of the more 
common UNet and FCN, choice of dice loss function improved 2 pp and 
post-processing improved 4 pp. Many works on advanced segmentation 
network architectures, including ensembles, are using UNet or other 
VGG-based networks as their basic building blocks. We conclude that 
DeepLabV3 with its residue-based encoders and ASPP features should be 
used as base architectures for future improvements. Dice should be used 
as loss function (2 pp improvement), and the post-processing algorithms 
that we defined in this work should be applied after segmentation of 
organs to achieve a further (4pp) improvement. 

Future work challenges include integrating the post-processing steps 
as part of the final deconvolution stages and using DeepLabV3 as the 
base architecture for more advanced ensemble-based solutions, and 
testing the advanced solutions using DeepLabV3 as base network, dice as 
loss function and the postprocessing operations we defined in this work. 
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Table 11 
Loss and post-processing improvements CT vs MRI data (pp = percentage 
points).     

Loss CT IoU liver MRI IoU liver 

crossE 0.88 0.86 
Iou 0.9 0.88 
Dice 0.91 0.88  

Step CT IoU liver MRI IoU liver 

Segmentation Output 0.88 0.86 
3D Postprocessing 0.91 0.89 
2D Postprocessing 0.92 0.91 
Total improvement 4 pp 5 pp  
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