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Abstract 

Production scheduling is one of the most critical activities in manufacturing. Under the context of Industry 4.0 paradigm, shop 
scheduling becomes even more complex. Metaheuristics present the potential to solve these harder problems but demand substantial 
computational power. The use of high-performance parallel architectures, present in cloud computing and edge computing, may 
support the develop of better metaheuristics, enabling Industry 4.0 with solution techniques to deal with their scheduling 
complexity. This study provides an overview of parallel metaheuristics for shop scheduling in recent literature. We reviewed 28 
papers and classified them, according to parallel architectures, shop configuration, metaheuristics and optimization criteria. The 
results support that parallel metaheuristic have potential to tackle Industry 4.0 scheduling problems. However, it is essential to 
extend the research to the cloud and edge computing, flexible shop configurations, dynamic problems with multi-resource, and 
multi-objective optimization. Future studies should consider the use of real-world data instances. 
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1. Introduction 

Production scheduling is one of the most critical activities of a company at the operational level for it to remain 
competitive in demanding consumer markets. According to Pinedo [1], scheduling is a decision-making process that 
deals with the allocation of resources (e.g. human, machine, money) to tasks in a specific sequence and over given 
periods. This process is complex and aims to optimise operational activities by using available production data, which 
may also include previous scheduling results (i.e. scheduling and rescheduling). In recent years, a new manufacturing 
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periods. This process is complex and aims to optimise operational activities by using available production data, which 
may also include previous scheduling results (i.e. scheduling and rescheduling). In recent years, a new manufacturing 

 

 
* Corresponding author. Tel.: +351 239790733 

E-mail address: pedro.coelho@dem.uc.pt 

2 Author name / Procedia Computer Science 00 (2019) 000–000 

paradigm was introduced: Industry 4.0 (I4.0). This paradigm is considered a fourth industrial revolution characterised 
by increased flexibility, productivity, efficiency, and sustainability, ultimately ensuring competitiveness in the global 
market. I4.0 is promoting the emergence of smart manufacturing environment system supported by novel and emerging 
technologies. These technologies include cloud computing, Mobile devices, IoT platforms, Fog/Edge computing, 
location detection technologies, advanced human-machine interfaces, Authentication & fraud detection, 3D printing, 
smart sensors, big data analytics and advanced algorithms, multilevel customer interaction and customer profiling and 
augmented reality/wearables [2]. According to Oztemel and Gursev [2], the I4.0 components are: Cyber-physical 
systems (CPS), Cloud systems (cloud computing and cloud manufacturing), Machine to machine (M2M) 
communication, Smart factories, Augmented reality and simulation, Data mining, Internet of things, Enterprise 
resource planning (ERP) and business intelligence, Virtual manufacturing and Intelligent robotics. 

This new paradigm changes also impacts the scheduling request that needs a holistic perspective; they should be 
online, real-time, and reactive [3]. Decentralisation and autonomous decision-making are pointed as strategies to tackle 
the elevated production flexibility and complexity requirement [4]. The impact of this decentralisation in shop 
scheduling implies the use of local autonomous agents to solve less complex optimisation problems. Potential 
techniques that may contribute to address these new scheduling requirements may be metaheuristics,  machine 
learning, and hyper-heuristics [3]. Meantime, the implementation of those techniques required high-performance 
computing systems due to the complexity of the problems. 

The present work was driven by a preliminary study of the authors focused on the Flexible Job Shop Scheduling 
Problem – one of the base models used to research the flexible shop environments under I4.0 [5]. This study concludes 
that metaheuristics are the most used approach used to tackle this problem but none of the new technologies related to 
I4.0. outstand. Cloud computing is one of the key components of this new paradigm; the use of their high-performance 
parallel architectures can be an opportunity to develop new parallel metaheuristics and outperform the sequential ones. 
These high-performance algorithms would enable I4.0 with the solution techniques needed to deal with their 
scheduling complexity. 

Although extend literature review had been devoted to the topics of I4.0 and Scheduling, no comprehensive review 
has been conducted to clarify how parallel metaheuristics are used in shop scheduling. This clarification would allow 
to identify current trends, significant objective functions and solutions methods, and to suggest meaningful directions 
for further research. Luo and El Baz [6] addressed the subject but limited to parallel genetic algorithms. Therefore, in 
this paper, we provide a review of parallel metaheuristics applied to shop scheduling and indicate further research 
potential. To the best of our knowledge, this is the first attempt to provide a systematic overview of these approaches. 
This study may guide researchers and practitioners towards the efficient implementation of these methods. Within this 
context, we attempt to answer the following research question: How are parallel metaheuristics being used to solve 
shop scheduling problems? What have characterised the most recent studies, namely, their parallel architectures, shop 
configuration, metaheuristics and optimisation criteria? 

The following sections present the methodology applied (Section 2). Section 3 presents the results and discussion 
of the information abstracted from the articles. Lastly, the final conclusions of the study are presented (Section 4). 

2. Research Methodology 

This study seeks to provide an overview of works related to metaheuristics implementations in parallel computing 
systems to solve shop scheduling problems. The main goal is to overview the extension of those approaches in the 
current literature, expose gaps and unveil research opportunities. For that purpose, it follows a methodology based on 
the one proposed by Zupic and Carter [7], which can be summarised in five-steps: i) study design, ii) data collection, 
iii) data analysis, iv) data visualisation, and v) interpretation. 

The literature review analysis has followed a two-stages cascade approach. On the first stage, data collected from 
the database were selected according to their title and abstract. This rough selection was followed by a more in-depth 
analysis where the selected papers were read in full, and their characteristics systematised. 

The Web of Science (WoS) database was used for the data collection. Being one of the primary bibliographic 
sources of information, WoS uses the Web of Science Core Collection database. The database has more than 21.100 
peer-reviewed high-quality scholarly journals published worldwide in over 250 disciplines. The access to the database 
took place in June 2020, and a general search by topic was performed using the keywords: "scheduling" AND 
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paradigm was introduced: Industry 4.0 (I4.0). This paradigm is considered a fourth industrial revolution characterised 
by increased flexibility, productivity, efficiency, and sustainability, ultimately ensuring competitiveness in the global 
market. I4.0 is promoting the emergence of smart manufacturing environment system supported by novel and emerging 
technologies. These technologies include cloud computing, Mobile devices, IoT platforms, Fog/Edge computing, 
location detection technologies, advanced human-machine interfaces, Authentication & fraud detection, 3D printing, 
smart sensors, big data analytics and advanced algorithms, multilevel customer interaction and customer profiling and 
augmented reality/wearables [2]. According to Oztemel and Gursev [2], the I4.0 components are: Cyber-physical 
systems (CPS), Cloud systems (cloud computing and cloud manufacturing), Machine to machine (M2M) 
communication, Smart factories, Augmented reality and simulation, Data mining, Internet of things, Enterprise 
resource planning (ERP) and business intelligence, Virtual manufacturing and Intelligent robotics. 

This new paradigm changes also impacts the scheduling request that needs a holistic perspective; they should be 
online, real-time, and reactive [3]. Decentralisation and autonomous decision-making are pointed as strategies to tackle 
the elevated production flexibility and complexity requirement [4]. The impact of this decentralisation in shop 
scheduling implies the use of local autonomous agents to solve less complex optimisation problems. Potential 
techniques that may contribute to address these new scheduling requirements may be metaheuristics,  machine 
learning, and hyper-heuristics [3]. Meantime, the implementation of those techniques required high-performance 
computing systems due to the complexity of the problems. 

The present work was driven by a preliminary study of the authors focused on the Flexible Job Shop Scheduling 
Problem – one of the base models used to research the flexible shop environments under I4.0 [5]. This study concludes 
that metaheuristics are the most used approach used to tackle this problem but none of the new technologies related to 
I4.0. outstand. Cloud computing is one of the key components of this new paradigm; the use of their high-performance 
parallel architectures can be an opportunity to develop new parallel metaheuristics and outperform the sequential ones. 
These high-performance algorithms would enable I4.0 with the solution techniques needed to deal with their 
scheduling complexity. 

Although extend literature review had been devoted to the topics of I4.0 and Scheduling, no comprehensive review 
has been conducted to clarify how parallel metaheuristics are used in shop scheduling. This clarification would allow 
to identify current trends, significant objective functions and solutions methods, and to suggest meaningful directions 
for further research. Luo and El Baz [6] addressed the subject but limited to parallel genetic algorithms. Therefore, in 
this paper, we provide a review of parallel metaheuristics applied to shop scheduling and indicate further research 
potential. To the best of our knowledge, this is the first attempt to provide a systematic overview of these approaches. 
This study may guide researchers and practitioners towards the efficient implementation of these methods. Within this 
context, we attempt to answer the following research question: How are parallel metaheuristics being used to solve 
shop scheduling problems? What have characterised the most recent studies, namely, their parallel architectures, shop 
configuration, metaheuristics and optimisation criteria? 

The following sections present the methodology applied (Section 2). Section 3 presents the results and discussion 
of the information abstracted from the articles. Lastly, the final conclusions of the study are presented (Section 4). 

2. Research Methodology 

This study seeks to provide an overview of works related to metaheuristics implementations in parallel computing 
systems to solve shop scheduling problems. The main goal is to overview the extension of those approaches in the 
current literature, expose gaps and unveil research opportunities. For that purpose, it follows a methodology based on 
the one proposed by Zupic and Carter [7], which can be summarised in five-steps: i) study design, ii) data collection, 
iii) data analysis, iv) data visualisation, and v) interpretation. 

The literature review analysis has followed a two-stages cascade approach. On the first stage, data collected from 
the database were selected according to their title and abstract. This rough selection was followed by a more in-depth 
analysis where the selected papers were read in full, and their characteristics systematised. 

The Web of Science (WoS) database was used for the data collection. Being one of the primary bibliographic 
sources of information, WoS uses the Web of Science Core Collection database. The database has more than 21.100 
peer-reviewed high-quality scholarly journals published worldwide in over 250 disciplines. The access to the database 
took place in June 2020, and a general search by topic was performed using the keywords: "scheduling" AND 
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"parallel" AND "shop". The general search by topic retrieved all the published documents with the keywords on the 
title, abstract, author keywords, or Keywords Plus. The WoS search resulted in 1209 documents classified as follows: 
914 of the documents were classified as articles, and 335 as proceedings papers. The remaining minor categories were 
review (27), book chapter (20), early access (10), editorial material (2), meeting abstracts (1) and books (1). Some of 
the documents have more than one classification. For this study, were only considered the English language articles. 
The study focused on parallel algorithms implemented on parallel computing architectures. Those architectures had 
extensive developments in recent years. To expose that novelty only documents published between 2010 and 2020 
were considered. Thus, of the 1209 documents retrieved, only 563 have been included in the analysis. 

The initial set of articles had the first stage review, based on their title and abstract and became reduced to 57. This 
significative reduction was due to bias in the search caused by the use of the word "parallel" to describe some shop 
configurations - the ones that use parallel machines. After a more in-depth analysis with a full paper reading, the 
papers collection was reduced to 28. Most of those exclusions were works using parallel algorithms but with a 
sequential implementation or lack of clarity in the implementation. That collection of 28 papers was the base for 
abstracting and processing information. 

The gathered information was organised on a table, and the main characteristics synthesised statistically and 
represented with graphs. The next section presents the main findings and discusses them. 

3. Results and Discussion 

The objective of this review is to provide an overview of the use of parallel metaheuristic approaches in shop 
scheduling problems. The collection of 28 articles, selected according to the protocol defined in Section 2, were 
organised in chronological order, and their main characteristics summarised in Table 1. For each paper, the authors, 
year, parallel architecture, shop configuration, metaheuristic and optimisation criterion are presented. In the following 
sections, details for each characteristic are shown with a brief discussion under the context of I4.0. 

3.1. Parallel Architecture 

In the last years, parallel computing architectures systems experienced an evolution. This parallelism is achieved 
by architectures based on shared or based on distributed memory. Distributed memory was the first architecture 
developed and consisted of the use of clusters of a single central processing unit (CPU) computers communicating 
through a network [8]. In this work, this system is referred to as "Distributed CPU". At the beginning of this 
millennium, shared memory systems have been introduced and are now widely used. Shared memory architectures 
consist of multiple CPU cores on the same integrated circuit having access to the same global memory. According to 
the number of cores, these architectures may be classified as Multi-core processors in the case of a lower number of 
cores processors (two, four, eight, twelve, sixteen...) or Many-core processors, in the case of a larger number of cores. 
Xeon Phi is considered an example of a many-core processor and may have till 72 cores [8]. Those systems are here 
referred to "Multi-core CPU" and "Many-Core CPU" respectively. One particular case of many-core CPU is the 
Graphics Processing Unit (GPU). GPU hardware has a particular architecture and memory management. For that 
reason, it will be separated into another category and here referred to as "GPU". Programming parallel computing 
systems, especially heterogeneous ones, is more difficult than sequential programming processors because it depended 
on the number of cores and communication technologies. In order to take advantage of parallel architectures, 
algorithms must be adapted and redesigned to allow task and data parallelism. 

The evolution from distributed to shared memory systems can be seen in Table 1. The earliest studies made use of 
distributed CPU systems and had been progressively changing to multi-core and many-core systems over time. Multi-
core and many-core systems provide a higher computational power with low latency communication. Meanwhile, in 
the last years, the work of Dabah et al. [9] uses distributed systems but combined with multi-core processors.  

Regarding the use of the architectures, Figure 1(b) details the percentage of papers for each class. The leading 
architecture is Multi-core CPU, used in 39% of the papers; followed by Distributed CPU (25%) and GPU (15%). Less 
expressive is the many-core architecture used in two papers (7%). The hybridisation of distributed with multi-core is 
present in two papers (7%). The multi-core CPU with GPU also receives the attention of two papers (7%). 
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Table 1. Summary of the information abstracted from the papers collection 

Author (Year) Parallel Architecture Shop Configuration Metaheuristic Optimization Criteria 

Defersha and Chen (2010) [10] Distributed CPU Flexible job shop GA Min makespan 

Cruz-Chávez et al. (2010) [11] Distributed CPU Job Shop Hybrid SA-GA Min makespan 

Bozejko et al. (2010) [12] GPU (CUDA) Flexible job shop Hybrid TS-  Min makespan 

Yusof et al. (2011) [13] Distributed CPU Job Shop GA Min makespan 

Defersha and Chen, (2012) [14] Distributed CPU 

Multi-core CPU 

Flexible job shop GA Min makespan 

Huang et al. (2012) [15] GPU (CUDA) Flow Shop GA Min maximum earliness 

Min maximum tardiness 

Defersha and Chen, (2012) [16] Distributed CPU Flexible Flow Shop GA Min makespan 

Bozejko et al. (2013) [17] Multi-core CPU Flexible Flow Shop TS Min makespan 

Juan et al. (2014) [18] Multi-core CPU Flow Shop ILS Min makespan 

Türkylmaz and Bulkan (2015) [19] Multi-core CPU Flexible job shop Hybrid GA-VNS Min total tardiness 

Defersha (2015) [20] Distributed CPU Flexible Flow Shop SA Min makespan 

Kurdi ( 2015) [21] Multi-core CPU Job Shop GA Min makespan 

Sun et al. (2016) [22] Distributed CPU Job Shop Hybrid BFOA-PSO Min makespan 

Kurdi (2016) [23]  Multi-core CPU Job Shop GA Min makespan 

Bozejko et al. (2016) [24] Multi-core CPU Flow Shop Hybrid TS-SA Min makespan 

Asadzadeh (2016) [25] Distributed CPU Job Shop ABC Min makespan 

Sobeyko and Mönch, (2017) [26]  Multi-core CPU Flexible job shop         VSN Min total weighted tardiness 

Alekseeva et al. (2017) [27] Multi-core CPU Flow Shop GRASP Min makespan 

Bozejko et al., (2017) [28] Many-core GPU Flow Shop TS Min cycle-time 

Wei et al. (2017) [29] GPU (CUDA) Flow Shop TS Min makespan 

Bożejko et al. (2017) [30] Many-core CPU Job Shop TS Min cycle-time 

Dao et al. (2018) [31] Multi-core CPU Job Shop BA Min makespan 

Luo and El Baz (2019) [32] Multi-core CPU 

GPU (CUDA) 

Flexible Flow Shop GA Min makespan 

Min total tardiness 

Cruz-Chávez et al. (2019) [33] Multi-core CPU Job Shop SA Min makespan 

Luo et al. (2019) [34] Multi-core CPU 

GPU (CUDA) 

Flexible Flow Shop    GA    Min makespan 

    Min total tardiness 

Dabah et al. (2019) [9] Distributed CPU 

Multi-core CPU 

Job Shop TS Min makespan 

Kawaguchi and Fukuyama (2020) 
[35] 

Multi-core CPU Job Shop Hybrid TS-PSO Min makespan 

Min Energy cost 

Luo et al. (2020) [36] Multi-core CPU 

GPU (CUDA) 

Job Shop GA Min total tardiness 

Min total energy cost 

ABC – Artificial Bee Colony Algorithm; BA – Bat Algorithm; BFOA – Bacterial Foraging Optimization Algorithm; GA – Genetic Algorithm; 
GRASP – Greedy Randomized Adaptive Search Procedure; ILS – Iterated Local Search; MA – Memetic Algorithms; PBM2h – Population-Based 
Meta2heuristics; PSO – Particle Swarm Optimization; SA – Simulating Annealing; TS – Tabu Search; VNS – Variable Neighborhood Search. 
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Xeon Phi is considered an example of a many-core processor and may have till 72 cores [8]. Those systems are here 
referred to "Multi-core CPU" and "Many-Core CPU" respectively. One particular case of many-core CPU is the 
Graphics Processing Unit (GPU). GPU hardware has a particular architecture and memory management. For that 
reason, it will be separated into another category and here referred to as "GPU". Programming parallel computing 
systems, especially heterogeneous ones, is more difficult than sequential programming processors because it depended 
on the number of cores and communication technologies. In order to take advantage of parallel architectures, 
algorithms must be adapted and redesigned to allow task and data parallelism. 

The evolution from distributed to shared memory systems can be seen in Table 1. The earliest studies made use of 
distributed CPU systems and had been progressively changing to multi-core and many-core systems over time. Multi-
core and many-core systems provide a higher computational power with low latency communication. Meanwhile, in 
the last years, the work of Dabah et al. [9] uses distributed systems but combined with multi-core processors.  

Regarding the use of the architectures, Figure 1(b) details the percentage of papers for each class. The leading 
architecture is Multi-core CPU, used in 39% of the papers; followed by Distributed CPU (25%) and GPU (15%). Less 
expressive is the many-core architecture used in two papers (7%). The hybridisation of distributed with multi-core is 
present in two papers (7%). The multi-core CPU with GPU also receives the attention of two papers (7%). 
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Table 1. Summary of the information abstracted from the papers collection 

Author (Year) Parallel Architecture Shop Configuration Metaheuristic Optimization Criteria 

Defersha and Chen (2010) [10] Distributed CPU Flexible job shop GA Min makespan 

Cruz-Chávez et al. (2010) [11] Distributed CPU Job Shop Hybrid SA-GA Min makespan 

Bozejko et al. (2010) [12] GPU (CUDA) Flexible job shop Hybrid TS-  Min makespan 

Yusof et al. (2011) [13] Distributed CPU Job Shop GA Min makespan 

Defersha and Chen, (2012) [14] Distributed CPU 

Multi-core CPU 

Flexible job shop GA Min makespan 

Huang et al. (2012) [15] GPU (CUDA) Flow Shop GA Min maximum earliness 

Min maximum tardiness 

Defersha and Chen, (2012) [16] Distributed CPU Flexible Flow Shop GA Min makespan 

Bozejko et al. (2013) [17] Multi-core CPU Flexible Flow Shop TS Min makespan 

Juan et al. (2014) [18] Multi-core CPU Flow Shop ILS Min makespan 

Türkylmaz and Bulkan (2015) [19] Multi-core CPU Flexible job shop Hybrid GA-VNS Min total tardiness 

Defersha (2015) [20] Distributed CPU Flexible Flow Shop SA Min makespan 

Kurdi ( 2015) [21] Multi-core CPU Job Shop GA Min makespan 

Sun et al. (2016) [22] Distributed CPU Job Shop Hybrid BFOA-PSO Min makespan 

Kurdi (2016) [23]  Multi-core CPU Job Shop GA Min makespan 

Bozejko et al. (2016) [24] Multi-core CPU Flow Shop Hybrid TS-SA Min makespan 

Asadzadeh (2016) [25] Distributed CPU Job Shop ABC Min makespan 

Sobeyko and Mönch, (2017) [26]  Multi-core CPU Flexible job shop         VSN Min total weighted tardiness 

Alekseeva et al. (2017) [27] Multi-core CPU Flow Shop GRASP Min makespan 

Bozejko et al., (2017) [28] Many-core GPU Flow Shop TS Min cycle-time 

Wei et al. (2017) [29] GPU (CUDA) Flow Shop TS Min makespan 

Bożejko et al. (2017) [30] Many-core CPU Job Shop TS Min cycle-time 

Dao et al. (2018) [31] Multi-core CPU Job Shop BA Min makespan 

Luo and El Baz (2019) [32] Multi-core CPU 

GPU (CUDA) 

Flexible Flow Shop GA Min makespan 

Min total tardiness 

Cruz-Chávez et al. (2019) [33] Multi-core CPU Job Shop SA Min makespan 

Luo et al. (2019) [34] Multi-core CPU 

GPU (CUDA) 

Flexible Flow Shop    GA    Min makespan 

    Min total tardiness 

Dabah et al. (2019) [9] Distributed CPU 

Multi-core CPU 

Job Shop TS Min makespan 

Kawaguchi and Fukuyama (2020) 
[35] 

Multi-core CPU Job Shop Hybrid TS-PSO Min makespan 

Min Energy cost 

Luo et al. (2020) [36] Multi-core CPU 

GPU (CUDA) 

Job Shop GA Min total tardiness 

Min total energy cost 

ABC – Artificial Bee Colony Algorithm; BA – Bat Algorithm; BFOA – Bacterial Foraging Optimization Algorithm; GA – Genetic Algorithm; 
GRASP – Greedy Randomized Adaptive Search Procedure; ILS – Iterated Local Search; MA – Memetic Algorithms; PBM2h – Population-Based 
Meta2heuristics; PSO – Particle Swarm Optimization; SA – Simulating Annealing; TS – Tabu Search; VNS – Variable Neighborhood Search. 
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Fig. 1. (a) Percentage of papers by shop configuration; (b) Percentage of papers by parallel architecture 

The hybridisation of architecture became an attractive option because shared memory systems have shown limited 
scalability [8], but that brings a cost. Hybridisation turns the systems more heterogeneous and finding the optimal 
system configuration that results in the highest performance is challenging. Most of the algorithms were implemented 
in low-level general-purpose programming languages such as C / C++.  These low-level languages allow more 
granular control over memory transferences. All the works using GPU used Compute Unified Device Architecture 
(CUDA), an architecture developed by Nvidia for their hardware. The use of CUDA instead of other generic parallel 
programming architectures like OpenCL, expose the dominance of this hardware company on the GPGPU market. 
From low cost embedded devices to high-performance GPUs, connected with low latency, their hardware 
development may have a crucial role in the parallel architectures of I4.0. 

Although some of the algorithms run on regular desktop configurations systems, most of them run on scientific 
grids or in high-end server systems. The need for such specific hardware to run the algorithms may limit their practical 
application. Such hardware may not be available for most of the companies. Yet, none of the works makes use of 
Cloud or Edge Computing, technologies that support I4.0. The use of resources from Cloud Computing can lower 
costs and enable access to the computational requirements. The implementation of the parallel metaheuristics on the 
cloud should be targeted for further research. As previously referred, decentralised scheduling is a possible mean to 
tackle the high flexibility of guidance and complexity of requirements that results from the introduction of I4.0 [3]. 
Bringing the scheduling process to the shop-floor, using a network of low-cost embedded devices may provide the 
needed solutions. In this case of decentralised scheduling, it is crucial to consider the use of edge computing resources. 
Meantime, there the need to carry out studies in order to verify the applicability of the algorithms. They must prove 
able to provide real-time results. Besides, it is essential to study the quality of the required solution. Spending resources 
on optimal solutions in such dynamic environments is a waste [1]. 

3.2. Shop Configuration 

The shop configurations presented in the papers were classified according to Pinedo [1]. Four shop configurations 
were identified: Flow shop, Flexible flow shop, Job shop and Flexible job shop. In a Flow Shop, there are m machines 
in series, and each job has to be processed on each one of the m machines following the same route. In some of the 
collection paper, this environment is also referred to as a permutation flow shop. The flexible flow shop is a 
generalisation of the flow shop and the parallel shop configurations. There are c stages in series with at each stage 
several identical machines in parallel, and each job has to be processed on one of the machines per stage. This 
configuration is also mentioned as a hybrid flow shop in some papers.  The job shop environment has m machines, 
and each job has its predetermined route to follow on all our just a set of those machines. The flexible job shop is a 
generalisation of the job shop and the parallel shop configurations. Each job has its route to follow, but, in some stages, 
there is more than one possible machine where it can be processed. 
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The Job shop is the shop configuration most used, in 12 papers, 43% of the total as it can be seen in Figure 1(a). 
Next, the flow shop systems in six cases or 21% of the papers. The hybrid Flow Shop has the same number of cases 
as the Flexible job shop; both with five cases, or 18% of the total. 

Considering that scheduling environment, under I4.0, is mainly described by shop configurations like Flexible job 
shop or Flexible job shop problems [5], 36% of the studies may provide useful insight to the application of parallel 
metaheuristics under this context. Further research should be made do adapt the approaches used in the flow shop and 
job shop environments. Besides flexibility, I4.0 brings more dynamism. Jobs arrive after the initial scheduling [4]. 
And not only can a job be allocated to several machines but sometimes also request to be addressed by several 
resources simultaneously. Only Luo et al. [34] considers a dynamic model with uncertain new arrival jobs after the 
scheduling execution time; all the other papers focus on static problems. Considered as one of the new scheduling 
perspectives under I4.0 [4], multi-resource constrains (the use of other resources beside machines) is not considered 
in any of the papers. This highlight another critical gap that should be reduced in future research. 

3.3. Metaheuristics  

In operation research, a metaheuristic is a general solution method that provides both a general structure and 
strategy guidelines for developing a specific heuristic method to fit a particular kind of problem [37]. Due to the 
number of steps, and the amount of data involved, the implementation of metaheuristics algorithms requires 
computational resources. And the more complex the problem, the higher the computational need. Metaheuristics can 
have a sequential process implementation, but parallel computing brings the opportunity of performance-enhancing 
by running several tasks of the algorithm in parallel. 

Figure 2(a) shows that the Genetic Algorithm (GA) is the most present metaheuristic in the collection. As a single 
procedure, it is present in 11 of the analysed papers, 40%.  The Tabu Search (TS) is the second single procedure most 
used, present in five papers (18%). The hybrid metaheuristics are used in six studies (22%). Most of those hybrid 
algorithms have GA or TS as a base. Showing only in one case as single metaheuristics there are Greedy Randomized 
Adaptive Search Procedure, Iterated Local Search, Simulating Annealing, Variable Neighbourhood Search and 
Artificial Bee Colony Algorithm. GA is the most used metaheuristics on shop scheduling. Besides academic works, 
this metaheuristic is also used in commercial scheduling software's and his base procedure is used to solves some of 
the biggest problem size instances [1]. It is a population-based metaheuristic and due to is natural parallelism is a 
suitable candidate for parallel implementations [6]. GA also allow a solution representation beneficial to data 
parallelism. Beside task parallelism, algorithms that use data parallelism may take full advantage of the many-core 
architectures. TS is a single solution-based metaheuristic considered as also one of the most effective solution methods 
for shop scheduling problems [17], and that explains it vast use in the collection papers. The most time-consuming 
step of TS is the objective function value calculation; therefore, it is on this step of the algorithm that parallelisation 
improves the TS performance [28].   

The hybridisation of these algorithms allows to overcome local optimum traps and expand solution search space 
while maintaining or improving the solution quality.  

Fig. 2. (a) Percentage of papers by meta-heuristics; (b) Percentage of papers by optimization criteria  
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The hybridisation of architecture became an attractive option because shared memory systems have shown limited 
scalability [8], but that brings a cost. Hybridisation turns the systems more heterogeneous and finding the optimal 
system configuration that results in the highest performance is challenging. Most of the algorithms were implemented 
in low-level general-purpose programming languages such as C / C++.  These low-level languages allow more 
granular control over memory transferences. All the works using GPU used Compute Unified Device Architecture 
(CUDA), an architecture developed by Nvidia for their hardware. The use of CUDA instead of other generic parallel 
programming architectures like OpenCL, expose the dominance of this hardware company on the GPGPU market. 
From low cost embedded devices to high-performance GPUs, connected with low latency, their hardware 
development may have a crucial role in the parallel architectures of I4.0. 

Although some of the algorithms run on regular desktop configurations systems, most of them run on scientific 
grids or in high-end server systems. The need for such specific hardware to run the algorithms may limit their practical 
application. Such hardware may not be available for most of the companies. Yet, none of the works makes use of 
Cloud or Edge Computing, technologies that support I4.0. The use of resources from Cloud Computing can lower 
costs and enable access to the computational requirements. The implementation of the parallel metaheuristics on the 
cloud should be targeted for further research. As previously referred, decentralised scheduling is a possible mean to 
tackle the high flexibility of guidance and complexity of requirements that results from the introduction of I4.0 [3]. 
Bringing the scheduling process to the shop-floor, using a network of low-cost embedded devices may provide the 
needed solutions. In this case of decentralised scheduling, it is crucial to consider the use of edge computing resources. 
Meantime, there the need to carry out studies in order to verify the applicability of the algorithms. They must prove 
able to provide real-time results. Besides, it is essential to study the quality of the required solution. Spending resources 
on optimal solutions in such dynamic environments is a waste [1]. 

3.2. Shop Configuration 

The shop configurations presented in the papers were classified according to Pinedo [1]. Four shop configurations 
were identified: Flow shop, Flexible flow shop, Job shop and Flexible job shop. In a Flow Shop, there are m machines 
in series, and each job has to be processed on each one of the m machines following the same route. In some of the 
collection paper, this environment is also referred to as a permutation flow shop. The flexible flow shop is a 
generalisation of the flow shop and the parallel shop configurations. There are c stages in series with at each stage 
several identical machines in parallel, and each job has to be processed on one of the machines per stage. This 
configuration is also mentioned as a hybrid flow shop in some papers.  The job shop environment has m machines, 
and each job has its predetermined route to follow on all our just a set of those machines. The flexible job shop is a 
generalisation of the job shop and the parallel shop configurations. Each job has its route to follow, but, in some stages, 
there is more than one possible machine where it can be processed. 
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The Job shop is the shop configuration most used, in 12 papers, 43% of the total as it can be seen in Figure 1(a). 
Next, the flow shop systems in six cases or 21% of the papers. The hybrid Flow Shop has the same number of cases 
as the Flexible job shop; both with five cases, or 18% of the total. 

Considering that scheduling environment, under I4.0, is mainly described by shop configurations like Flexible job 
shop or Flexible job shop problems [5], 36% of the studies may provide useful insight to the application of parallel 
metaheuristics under this context. Further research should be made do adapt the approaches used in the flow shop and 
job shop environments. Besides flexibility, I4.0 brings more dynamism. Jobs arrive after the initial scheduling [4]. 
And not only can a job be allocated to several machines but sometimes also request to be addressed by several 
resources simultaneously. Only Luo et al. [34] considers a dynamic model with uncertain new arrival jobs after the 
scheduling execution time; all the other papers focus on static problems. Considered as one of the new scheduling 
perspectives under I4.0 [4], multi-resource constrains (the use of other resources beside machines) is not considered 
in any of the papers. This highlight another critical gap that should be reduced in future research. 

3.3. Metaheuristics  

In operation research, a metaheuristic is a general solution method that provides both a general structure and 
strategy guidelines for developing a specific heuristic method to fit a particular kind of problem [37]. Due to the 
number of steps, and the amount of data involved, the implementation of metaheuristics algorithms requires 
computational resources. And the more complex the problem, the higher the computational need. Metaheuristics can 
have a sequential process implementation, but parallel computing brings the opportunity of performance-enhancing 
by running several tasks of the algorithm in parallel. 

Figure 2(a) shows that the Genetic Algorithm (GA) is the most present metaheuristic in the collection. As a single 
procedure, it is present in 11 of the analysed papers, 40%.  The Tabu Search (TS) is the second single procedure most 
used, present in five papers (18%). The hybrid metaheuristics are used in six studies (22%). Most of those hybrid 
algorithms have GA or TS as a base. Showing only in one case as single metaheuristics there are Greedy Randomized 
Adaptive Search Procedure, Iterated Local Search, Simulating Annealing, Variable Neighbourhood Search and 
Artificial Bee Colony Algorithm. GA is the most used metaheuristics on shop scheduling. Besides academic works, 
this metaheuristic is also used in commercial scheduling software's and his base procedure is used to solves some of 
the biggest problem size instances [1]. It is a population-based metaheuristic and due to is natural parallelism is a 
suitable candidate for parallel implementations [6]. GA also allow a solution representation beneficial to data 
parallelism. Beside task parallelism, algorithms that use data parallelism may take full advantage of the many-core 
architectures. TS is a single solution-based metaheuristic considered as also one of the most effective solution methods 
for shop scheduling problems [17], and that explains it vast use in the collection papers. The most time-consuming 
step of TS is the objective function value calculation; therefore, it is on this step of the algorithm that parallelisation 
improves the TS performance [28].   

The hybridisation of these algorithms allows to overcome local optimum traps and expand solution search space 
while maintaining or improving the solution quality.  

Fig. 2. (a) Percentage of papers by meta-heuristics; (b) Percentage of papers by optimization criteria  
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3.4. Optimization Criteria 

In the decision-making process, an optimisation criterion must be defined to guide the search for the solution best 
suitable for the organisation. Regarding the Optimisation criteria, Figure 2(b) shows that 85% of the sampled papers 
consider only one criterion—most of them, 71%, makespan. The use of makespan is an essential objective because it 
is strongly related to resource utilisation. The other criteria represented are the cycle time and total tardiness. Cycle 
time also relates to the resource utilisation and tardiness is critical to ensure on-time delivery to meet customer 
demands. Bi-objective criteria are present only in three papers; two papers (11%) consider makespan with energy 
consumption and one paper (4%) consider Earliness and Tardiness. Currently, energy is a significant social and 
economic concerning; it may be expected that the presence of this criterion became more present in future studies.  

The bi-objective optimisation presented used simples linear weighted sum approach to evaluate the solutions. Lue 
[36] points the immaturity of the parallel model to manage a Pareto approach. Meanwhile, Bozejko [38] proposes a 
parallel objective function determination method. Research that takes the algorithm parallelism to the objective 
function determination deserves attention; it may have a substantial impact on the reduction of the multi-objective 
algorithms run time. Taking a closer look at the performance evaluation of the algorithms it is noticeable the absence 
of case studies. All papers used literature benchmarks or generated their data. Tackling real-world data with these 
metaheuristics may allow fine-tuning them and improve their performance. Research to provide new sets of realistic 
data would promote the development of better approaches and bring models close to real-world problems. 

4. Conclusion 

With the ongoing introduction of I4.0, shop scheduling problems are changing and becoming even harder. Due to 
the last technological advances in parallel computing, parallel metaheuristics may play a vital role in tackling those 
complex problems. This work provides a review of the literature on parallel metaheuristics for Shop Scheduling 
produced in the last years. We analysed and classified 28 peer-reviewed paper according to their parallel architecture, 
shop configuration, metaheuristic and optimisation criteria. In-depth considerations of the parallel architecture 
indicate that multi-core technology is taking the lead over distributed processing. Despite being the newest technology, 
GPGPU is also standing out. A trend to the hybridisation of more than one architecture is apparent. Job shops are the 
target of most studies. However, these methods are also being implemented to solve problems in more flexible shop 
configurations like flexible job shops or flexible flow shops. Genetic algorithm and Tabu Search are metaheuristics 
which, due to their flexibility, efficiency and parallelism potential, are most frequently implemented in parallel 
computing systems. Hybridisations of GA and TS with other metaheuristics are also getting attention. Minimising the 
makespan as an optimisation criterion dominates the literature, while multi-objective have hardly been considered. 

This study support that parallel metaheuristics have the potential to solve the Industry 4.0 required scheduling 
problems, but it is essential to extend the work already developed. Directions to further research include studying:  the 
use of cloud computing and edge computing, shop configurations more flexible, problems more dynamic and with 
multi-resource constrains; redesign algorithms to apply with task and data; parallel multi-objective optimisation 
criteria that besides makespan addresses tardiness and energy consumptions issues. Besides literature benchmarks, 
those studies should consider the use of real-world data instances.  

This work did not intend to be an exhaustive review of the literature but certainly has limitations. The final papers 
collection was generated by searching only one scholarly database. Although we tried to be as comprehensive as 
possible, the selected keywords may not intercept all the relevant publications. The exclusion of conference 
proceedings may also have left out some significant contributions. Also, the 10 years limitation may have excluded 
conceptual models that, with the actual processing power, may turn out good proposals. We recommend an extended 
version of this work focused on more in-depth content analysis and description of the metaheuristics, covering a 
broader literature period. Relevant conference proceeding should be selected based on a literature snowballing 
procedure. 
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3.4. Optimization Criteria 

In the decision-making process, an optimisation criterion must be defined to guide the search for the solution best 
suitable for the organisation. Regarding the Optimisation criteria, Figure 2(b) shows that 85% of the sampled papers 
consider only one criterion—most of them, 71%, makespan. The use of makespan is an essential objective because it 
is strongly related to resource utilisation. The other criteria represented are the cycle time and total tardiness. Cycle 
time also relates to the resource utilisation and tardiness is critical to ensure on-time delivery to meet customer 
demands. Bi-objective criteria are present only in three papers; two papers (11%) consider makespan with energy 
consumption and one paper (4%) consider Earliness and Tardiness. Currently, energy is a significant social and 
economic concerning; it may be expected that the presence of this criterion became more present in future studies.  

The bi-objective optimisation presented used simples linear weighted sum approach to evaluate the solutions. Lue 
[36] points the immaturity of the parallel model to manage a Pareto approach. Meanwhile, Bozejko [38] proposes a 
parallel objective function determination method. Research that takes the algorithm parallelism to the objective 
function determination deserves attention; it may have a substantial impact on the reduction of the multi-objective 
algorithms run time. Taking a closer look at the performance evaluation of the algorithms it is noticeable the absence 
of case studies. All papers used literature benchmarks or generated their data. Tackling real-world data with these 
metaheuristics may allow fine-tuning them and improve their performance. Research to provide new sets of realistic 
data would promote the development of better approaches and bring models close to real-world problems. 

4. Conclusion 

With the ongoing introduction of I4.0, shop scheduling problems are changing and becoming even harder. Due to 
the last technological advances in parallel computing, parallel metaheuristics may play a vital role in tackling those 
complex problems. This work provides a review of the literature on parallel metaheuristics for Shop Scheduling 
produced in the last years. We analysed and classified 28 peer-reviewed paper according to their parallel architecture, 
shop configuration, metaheuristic and optimisation criteria. In-depth considerations of the parallel architecture 
indicate that multi-core technology is taking the lead over distributed processing. Despite being the newest technology, 
GPGPU is also standing out. A trend to the hybridisation of more than one architecture is apparent. Job shops are the 
target of most studies. However, these methods are also being implemented to solve problems in more flexible shop 
configurations like flexible job shops or flexible flow shops. Genetic algorithm and Tabu Search are metaheuristics 
which, due to their flexibility, efficiency and parallelism potential, are most frequently implemented in parallel 
computing systems. Hybridisations of GA and TS with other metaheuristics are also getting attention. Minimising the 
makespan as an optimisation criterion dominates the literature, while multi-objective have hardly been considered. 

This study support that parallel metaheuristics have the potential to solve the Industry 4.0 required scheduling 
problems, but it is essential to extend the work already developed. Directions to further research include studying:  the 
use of cloud computing and edge computing, shop configurations more flexible, problems more dynamic and with 
multi-resource constrains; redesign algorithms to apply with task and data; parallel multi-objective optimisation 
criteria that besides makespan addresses tardiness and energy consumptions issues. Besides literature benchmarks, 
those studies should consider the use of real-world data instances.  

This work did not intend to be an exhaustive review of the literature but certainly has limitations. The final papers 
collection was generated by searching only one scholarly database. Although we tried to be as comprehensive as 
possible, the selected keywords may not intercept all the relevant publications. The exclusion of conference 
proceedings may also have left out some significant contributions. Also, the 10 years limitation may have excluded 
conceptual models that, with the actual processing power, may turn out good proposals. We recommend an extended 
version of this work focused on more in-depth content analysis and description of the metaheuristics, covering a 
broader literature period. Relevant conference proceeding should be selected based on a literature snowballing 
procedure. 
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