
Journal of King Saud University – Computer and Information Sciences xxx (xxxx) xxx
Contents lists available at ScienceDirect

Journal of King Saud University –
Computer and Information Sciences

journal homepage: www.sciencedirect .com
Top data mining tools for the healthcare industry
https://doi.org/10.1016/j.jksuci.2021.06.002
1319-1578/� 2021 The Authors. Published by Elsevier B.V. on behalf of King Saud University.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

⇑ Corresponding author at: Polytechnic of Coimbra, ISEC, Rua Pedro Nunes, Quinta da Nora, 3030-190 Coimbra, Portugal.
E-mail addresses: santosj@hotmail.ca (J. Santos-Pereira), ggruenwald@ou.edu (L. Gruenwald), jorge@isec.pt (J. Bernardino).

Peer review under responsibility of King Saud University.

Production and hosting by Elsevier

Please cite this article as: J. Santos-Pereira, L. Gruenwald and J. Bernardino, Top data mining tools for the healthcare industry, Journal of King Saud University –

Computer and Information Sciences, https://doi.org/10.1016/j.jksuci.2021.06.002
Judith Santos-Pereira a, Le Gruenwald b, Jorge Bernardino a,c,⇑
a Polytechnic of Coimbra, ISEC, Rua Pedro Nunes, Quinta da Nora, 3030-190 Coimbra, Portugal
bUniversity of Oklahoma, School of Computer Science, 110 W. Boyd St., Room 150 DEH, 73019 Norman, Oklahoma, USA
cCentre of Informatics and Systems, University of Coimbra, Pinhal de Marrocos, 3030-290 Coimbra, Portugal
a r t i c l e i n f o

Article history:
Received 3 February 2021
Revised 3 May 2021
Accepted 1 June 2021
Available online xxxx

Keywords:
Data mining
Healthcare
Open-source data mining tools
a b s t r a c t

The healthcare industry has become increasingly challenging, requiring retrieval of knowledge from large
amounts of complex data to find the best treatments. Several works have suggested the use of Data
Mining tools to overcome the challenges; however, none of them has suggested the best tool to do so.
To fill this gap, this paper presents a survey of popular open-source data mining tools in which data min-
ing tool selection criteria based on healthcare application requirements is proposed and the best ones
using the proposed selection criteria are identified. The following popular open-source data mining tools
are assessed: KNIME, R, RapidMiner, Scikit-learn, and Spark. The study shows that KNIME and
RapidMiner provide the largest coverage of healthcare data mining requirements.
� 2021 The Authors. Published by Elsevier B.V. on behalf of King Saud University. This is an open access

article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

The healthcare industry daily generates large amounts of com-
plex data from multiple data sources, such as electronic patient
records, medical reports, hospital devices, and billing systems
(Strang and Sun, 2020). These huge amounts of data generated
by healthcare transactions are too complex and voluminous to be
processed and analyzed by traditional methods. In fact, several
studies have suggested using an advanced data analysis technique
called data mining to overcome these data challenges (Strang and
Sun, 2020)(Gonzalez et al., 2016). Data mining is the process of dis-
covering interesting patterns from massive amounts of data (Han
et al., 2012), where standard statistical exploratory data analysis
procedures (traditional statistics) could not discover useful
insights (Hand et al., 2000). At present, in the healthcare industry,
traditional statistical approaches are viewed as the primary data
analysis technique and data mining as the secondary technique
due to the limited exposure to the data mining area by medical
researchers and healthcare practitioners (Reddy and Aggarwal,
2015). While the groundwork of both techniques is mathematics,
data mining extends it with other subjects such as machine learn-
ing, database systems and visualization which brings important
gains over the traditional statistics techniques (Tekieh and
Raahemi, 2015).

Data mining tools are software packages that have the ability to
analyze large amounts of data to discover meaningful patterns and
predict outcomes (Tan et al., 2006). Some data mining tools have
data cleaning features that automate the cleaning process of data,
as well as the ability to extract valuable information from different
data types such as numeric, text, document, image, graph, speech,
audio, and video. This type of tools allows the extraction of valu-
able information from data, also known as Knowledge Discovery
in Databases (KDD) (Almeida and Bernardino, 2016). Furthermore,
data mining tools have the ability to perform inductive analysis.
This ability is fundamental in the case where researchers are trying
to understand a health condition that is unknown; due to not
knowing very well a condition, researchers have the difficulty to
create a hypothesis to prove or reject through data analysis. More-
over, these tools have the ability to consider the whole dataset for
analysis which can bring new insights to research. In this paper, we
choose to analyze open source data mining tools rather than pro-
prietary ones due to their free acquisition cost, which is an impor-
tant aspect for healthcare researchers who often work for non-
profit organizations or projects with limited budgets.

Nowadays, there is a wide range of open-source data mining
tools and usually their vendors do not clearly specify their applica-
tion domains adequately, leaving users lost in choosing tools for
their applications. Hence, the aim of this paper is to propose data
mining tool selection criteria and present a survey on popular
open-source data mining tools that have been suggested for the
2

healthcare industry (Sharma et al., 2016)(Gui et al., 2016), but
not assessed nor compared with their domain requirements as
we will do in this work.

In this paper, we describe the popular open source data mining
tools (Poll, 2019) (Gartner, 2019) – KNIME (KNIME, 2017), R
(RProject, 2021); RapidMiner (RapidMiner, 2017); Scikit-learn
(Scikit-Learn, 2017) and Spark (Spark, 2021) - comparing them
using the proposed selection criteria to guide healthcare industry
users. The data mining tools were selected based on their popular-
ity from the KDnuggets annual software poll (Poll, 2019), as well as
their appropriateness to the healthcare domain presented in the
Gartneŕs Magic Quadrant Report for Data Science and Machine
Learning Platforms (Gartner, 2019).

To the best of our knowledge, this is the first work that has both
conducted an open-source data mining tool survey for the health-
care industry and proposed data mining tool selection criteria for
this domain.

The main contributions of this work are the following:

� Contributing to the healthcare industry that needs to know the
data mining methods commonly applied in healthcare
(Section 2) and its data domain requirements by identifying
the data characteristics (Section 3).

� Guiding healthcare data analysts in choosing their open-source
data mining tools by proposing data mining tool selection crite-
ria based on the healthcare data domain requirements
(Section 5) and comparing a set of open-source data mining
tools using the proposed criteria (Section 7).

� Helping data miners be up-to-date on the trends of this chal-
lenging field by disclosing the most popular data mining tools
on the market (Sections 6) as well as giving a summary of the
related surveys (Section 8).

The remainder of this paper is structured as follows. Section 2
describes the most common data mining methods used in the
healthcare industry. Section 3 describes the data characteristics
of healthcare applications. Section 4 identifies the critical capabil-
ities that a data mining tool must have to perform healthcare data
analysis. Section 5 presents the proposed data mining tool selec-
tion criteria. Section 6 presents the selected open-source data min-
ing tools. Section 7 compares the selected tools using the proposed
selection criteria and suggests the best tool for healthcare applica-
tions. Section 8 presents the related work on data mining tools.
Finally, Section 9 provides conclusions and future work.

2. Data mining methods commonly used in healthcare

In order to extract knowledge from big data, a healthcare sys-
tem requires unconventional and mature data storage, manage-
ment, analysis, and data mining tools (Pramanik et al., 2020).
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Data mining provides the methodology and technology to trans-
form massive amounts of data into useful information for decision
making (Dash et al., 2019). Since data mining tools do not all sup-
port the same data mining methods, it is important to identify the
ones that are most commonly used in the healthcare industry
(Tekieh and Raahemi, 2015) to guide us in the selection of the most
suitable data mining tools. Therefore, the identified data mining
methods are also part of the domain requirements covered in our
proposed data mining tool selection criteria presented in Section 5.
In this section, we describe the identified methods and their appli-
cations to support their selection.
2.1. Classification

Classification is a data analysis method constructing models
that predict categorical labels (target attributes) (Han et al.,
2012). This method is used when the data is required to be classi-
fied into different groups based on a target attribute (Tekieh and
Raahemi, 2015), and/or predict the probability of a target label out-
come based on historical records. This method has been used in
various healthcare applications: a classification method was
applied to better identify if a patient has dementia based on his/
her neuropsychological test in (Maroco et al., 2011). In (Elhoseny
et al., 2018), the Support Vector Machine and Artificial Neural Net-
work algorithms were used to find correlations between a specific
intestinal microbiota and the presence or absence of diabetes in
order to predict metabolic diseases like diabetes. In another work,
the Support Vector Machine algorithm was also used along with a
computational method that optimizes it, named Particle Swarm
Optimization, to predict seminal quality (Sahoo and Kumar,
2014). In (Mirroshandel et al., 2016), the KStar algorithm was used
to predict the outcome of individual sperm implantation on
humans in order to increase the implantation rate for intra-
cytoplasmic. In (Kourou et al., 2015), a survey of works on data
mining applications in the cancer prognosis and prediction field
was presented. It turned out that all the presented works had
applied algorithms that are classifiers. Just to name a few, Decision
tree algorithms were used to predict breast cancer survival (Delen
et al., 2005) and Bayesian Network to predict the recurrence of oral
cancer considering several data types (clinical imaging and geno-
mic data from tissue and blood) (Exarchos et al., 2012).
2.2. Clustering

Clustering is the process of partitioning a set of data objects (or
observations) into subsets (Han et al., 2012). This technique is used
when we do not have much information about the different types
of data objects involved in a population. As it is an unsupervised
learning method, it tries to find the cluster of data objects that
are similar to each other without considering any specific target
label (Tekieh and Raahemi, 2015). Since clustering is a method spe-
cially used in the descriptive analysis stage, several works have
applied clustering algorithms to categorize the handled data prior
to classification. In (Sharma et al., 2016) a survey was presented on
medical publications that have used Classification and Clustering
methods where the following works were pinpointed for the Clus-
tering method: the K-Means clustering algorithm was used to con-
tribute to the diagnose of heart disease patients (Shouman et al.,
2012) and to categorize colon tumors (Kumar and Wasan, 2010).
Clustering methods were also used to categorize proteins into
functional groups (Xu et al., 2012), to predict the likelihood of dis-
eases (Paul and Hoque, 2010) and to detect disease-specific clus-
ters within medical image data (Bruse et al., 2017).
3

2.3. Association

Association is the process of finding association rules between
attributes. This method is used when the relationship of attributes
in a dataset needs to be identified (Tekieh and Raahemi, 2015). We
can apply this method to, for instance, see if there is an association
between a high blood pressure condition and a salt eating habit,
and if so, build an association rule from it. For example, the popular
APRIORI association rule mining algorithm was used to find associ-
ations between clinical data from diabetic patients (Stilou et al.,
2001). Other association rule mining algorithms were proposed
to find associations between time, place and patient́s infections
on public health surveillance data (Brossette et al., 1998); between
clinical data and therapeutic treatments (Ting et al., 2010);
between medical data and rhinitis conditions (Yang et al., 2016);
and between patient́s data for coronary heart disease diagnosis
(Orphanou et al., 2016).
2.4. Outlier detection

Outlier detection is the process of identifying attributes that are
not normal or outcomes that are unusual. This method is often
used to find discrepancies in data with the aim of cleaning the data
or detecting abnormal values presented in medical databases, such
as the works done in (Kumar et al., 2008) and (Bellaachia and Bari,
2012).

In this section, we were able to verify that all identified data
mining methods have been used across various works in the
healthcare industry which emphasize not only the applicability
of data mining in the healthcare research field, but also the need
to seek for a data mining tool that covers these data mining meth-
ods. Next, we will present the specific data characteristics of
healthcare applications.
3. Data characteristics of healthcare applications

Data characteristics were obtained through our analysis of sev-
eral works carried out in the healthcare domain that depicts its
challenges (Tekieh and Raahemi, 2015) and points out its data
characteristics (Strang and Sun, 2020)(Raghupathi and
Raghupathi, 2014)(Tortorella et al., 2021) (Smys, 2019)(Saeed
et al., 2018). Patient health data can be securely captured using
health monitoring systems. A variety of sensors and complex algo-
rithms are used to analyze the data and then share it through Inter-
net of Things (IoT) solutions. The medical professionals can then
make appropriate health recommendations also remotely. The crit-
ical challenges of healthcare services are big patients’ data, big
resources, and big applications by retrieving and storing those pro-
cesses in the shortest possible time (Elhoseny et al., 2018). In the
next subsections, we describe the data characteristics that we will
consider as part of the healthcare domain requirements (Wang
et al., 2018) in our proposed data mining tool selection criteria pre-
sented in Section 5.
3.1. Large amounts of data

Advances in data generation and collection technologies led to
an enormous data growth in healthcare databases. Patient́s man-
agement software, medical equipment, clinical analyses and med-
ical imaging software are only a few examples of these
technologies. With all these different healthcare software products
daily functioning, researchers are facing with an unmanageable
scale of data (volume). Therefore, having a data mining tool that
can handle large amounts of data is critical to data analysis.
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3.2. Cloud data

The integration of Cloud Computing and IoT provides a new
storage, processing, scalability and networking capabilities which
are so far limited in the IoT due to its characteristics in the area
of healthcare (Sun et al., 2017)(Li et al., 2017)(Muhammad et al.,
2015)(Muhammad et al., 2016)(Ray, 2018). Data can be stored in
logical pools for, for instance, real time access. In the healthcare
industry, gathering data in the cloud is not very common currently.
However, some works are suggesting it to centralize patient’s data
(Newhouse, 2016) - one of the healthcare challenges. Therefore, we
believe that this data characteristic can be a must to seek for in a
data mining tool.

3.3. Streaming data

Stream data flows in and out of a computer system continu-
ously and with varying update rates. They are often generated by
real-time surveillance systems, remote sensors or other dynamic
environments (Makhabel, 2014). The specificity of this type of data
is that it needs to be processed and analyzed in real-time. Bio-
sensor data streaming and analytics is a key component of smart
e-healthcare. However, existing IoT ecosystem is unable to materi-
alize the real-time bio-sensor data streaming and analytics within
resource constrained environments (Pratim Ray et al., 2020). In the
healthcare industry, various applications are being proposed with
this streaming data characteristic: systems for patient’s blood
pressure and temperature tracking (Aziz et al., 2016), wearable
diagnostic devices to combat childreńs pneumonia (Mala et al.,
2016), prevent drug abuse (Wang et al., 2017) and assess cognitive
impairments (Alam et al., 2016) are some examples. Therefore, a
data mining tool with streaming data analysis abilities is
fundamental.

3.4. Multiple data sources

Modern healthcare systems are still struggling to provide
patient-centered healthcare instead of clinical-centered healthcare
as it is essential to implement major aspects of modern healthcare
such as continuity of care, evidence-based treatment, and more
importantly, preventing medical errors (Song, 2016). Therefore,
one of the most common situations in the healthcare industry is
to have clinical data being handled from several software products,
scattered in different places (i.e. distributed data storage) and
owned by different healthcare personnel such as physicians and
clinical staff (Wan, 2016). This data characteristic raises the
requirement that a data mining tool import and integrate data
from various types of data sources.

3.5. Different data types

With the widespread use of medical information systems, infor-
mation acquisition now expands to different data types such as the
following (Wang et al., 2018)(Primova et al., 2020)(Kaur and Rani,
2015):

� Numeric: data that contains only numbers (e.g. age, weight).
� Text: alphanumeric content (e.g. car plate number)
� Document: unstructured free-text gathered in files such as
Microsoft Word, Acrobat PDF documents or even simple text
files. Document mining, so called text mining, has been used
in the healthcare industry to, for example, extract information
of protein–protein interactions within several documents
(Zhou et al., 2006).
4

� Image: In medical procedures, imaging is increasingly
employed as a preferred diagnostic tool. It can be a SPECT scan,
an MRI scan or even a collection of ECG signals. For example,
these medical images have already been used for tumor classi-
fication in digital mammography (Antonie et al., 2001).

� Graph: In a healthcare example application, a graph may repre-
sent a chemical compound where the nodes correspond to
atoms and the links correspond to bonds between atoms
(Aridhi and Mephu Nguifo, 2016). The aim of this type of study
may be to mine the bonds between the atoms to better under-
stand a chemical structure. Therefore, some authors also refer to
this type of data as links.

� Audio: In medical procedures, audio data can be any kind of
audio signals (e.g. cardiac beating).

� Speech: Spoken recorded words (e.g. patient´s speech).
� Video: Audio-visual content that can come from, for example, a
patient́s surgery (Wang et al., 2018).

The need to use large, and at the same time still constantly
growing, amounts of information in solving diagnostic, therapeu-
tic, statistical, managerial and other tasks, determines today the
creation of information systems in medical institutions (Xu et al.,
2012). Since healthcare data can be more than just numbers and
alphanumeric contents, the need for data mining tools that can
perform knowledge discovery in their domain-related data types
is crucial (Elhoseny et al., 2018).

3.6. Dirty data

In the healthcare industry, data is usually collected through
Electronic Medical Records (EMR). The data collected via these sys-
tems are mainly gathered for analytical purposes and contain
many issues – incorrectness, missing data, miscoding, incongru-
ences, and incompleteness (Tekieh and Raahemi, 2015). The main
reasons for these data characteristics are that most data registered
in EMR are observational and not experimental. Therefore, they
might not represent all cases involved in, for instance, a patient
disease and then cause misleading data registrations (Tekieh and
Raahemi, 2015).

Dirty data generation is also caused by distributed data storage.
For instance, each healthcare service can have different names or
coding for the same attribute, and at data integration time, we
would be confronted with an incongruent data set.

We consider the incompleteness of data as another data charac-
teristic under the umbrella of the dirty data characteristic because,
as with the Incorrectness, Missing data, Miscoding and Incongru-
ence characteristics, they all can be in part automatically corrected
with data preprocessing features or already implemented func-
tions (built-in functions) that data mining tools have.

Having a data mining tool that can automatically clean the data
(i.e. prepare the data to mine) is a huge benefit for healthcare
researchers; otherwise, they would have a very time-consuming
task, prone to errors, by doing it manually. Therefore, having a data
mining tool that can clean and transform the data is important,
especially if it has data preprocessing features to ease the task.

3.7. Complex data

Researchers may handle data that they do not fully understand
(i.e. complex data) from the scientific point of view. This makes
their analysis task harder or impossible when it comes to apply
hypothetical-deductive analysis to unravel health conditions as it
is done with traditional statistics. Thus, having a tool that performs
inductive analysis like data mining tools is useful.
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Another aspect that contributes to data complexity is that data
is gathered by different providers and in different ways, which
makes it difficult to understand how and why the data is being
gathered in order to analyze it correctly (Wan, 2016). Some data
mining tools have data exploration and visualization capabilities
that can support the process of better understanding the data to
mine. Thus, having a data mining tool with such capacity is essen-
tial to mine complex data.

By considering the data mining gains over the traditional statis-
tical techniques together with the healthcare data characteristics
described above, we can see why data mining is being used in
the healthcare domain. As the amount of collected health data is
growing significantly every day, it is believed that a strong analysis
tool that is capable of handling and analyzing large health data is
essential.

Analyzing the health datasets gathered by electronic health
record (EHR) systems, insurance claims, health surveys, and other
sources, using data mining techniques is very complex and is faced
with very specific challenges, including data quality and privacy
issues (Tekieh and Raahemi, 2015). Therefore, the next section pre-
sents our investigation on critical capabilities that a data mining
tool must have for healthcare applications.
4. Critical capabilities of data mining tools for healthcare

Generally, software selection lies in the selection of features for
the application’s needs. Hence, we will describe the critical fea-
tures/capabilities that a data mining tool must have to mine data
in the healthcare domain. The identified critical features/capabili-
ties are based on the ones used by the IT consultant Gartner for
its annual report on advanced analytics platforms (Linden et al.,
2016) and data science platforms (Linden et al., 2017) as well as
its definitions. These capabilities are selected taking also in consid-
eration data mining methods commonly used in healthcare
(Section 2) and data characteristics of healthcare applications (Sec-
tion 3). At the end of each capability, we identify its related domain
requirements.

4.1. Performance and scalability

Good performance and scalability reduce the time taken to load
the data, as well as to create, validate and deploy the models. As
data volume and complexity grow and the demand for faster
insights rises, these capacities become important, especially in
the healthcare domain where the following domain requirements
have to be handled: large amounts of data, cloud data and stream-
ing data (described in Sections 3.1–3.3, respectively).

4.2. Data access

This critical capability addresses the ability of a tool to access
and integrate data from various sources and of different types (nu-
meric, text, image etc.). Hence, the data mining tool will have to be
able to handle the following domain requirements: multiple data
sources and different data types (described in Sections 3.4 and
3.5, respectively).

4.3. Data preparation

The data preparation capability provides the ability to clean,
transform and filter data in order to prepare it for modelling. This
feature also enables the tool to perform basic descriptive statistics
and pattern detection with descriptive data mining methods to
support the data preparation. Since healthcare applications contain
a lot of dirty data (one of the domain requirements described in
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Section 3.6), the selected data mining tool will have to cover this
ability.
4.4. Data exploration and visualization

This capability allows a range of exploratory steps, including
interactive visualizations, to support data mining methodology.
The main domain requirement that makes this critical is the com-
plex data (described in Section 3.7) that the healthcare sector
generates.
4.5. Advanced modelling

This capability provides the ability to create data mining mod-
els that anticipate future behavior, estimate unknown outcomes or
study behaviors. These models are created with a set of data min-
ing methods. Therefore, the related domain requirements that
make this capability critical are the data mining methods mostly
applied in the healthcare industry which are: Classification, Clus-
tering, Association and Outlier (described in Section 2). Since data
modelling requires the selection of the best built model, the
automation of this process is also considered as a domain require-
ment since it will ease the search for the best model from a set of
built candidates.
4.6. User experience

This capability is provided through the ease of use of a tool, the
type of interface that a tool has (e.g. graphical (GUI), a console (CLI)
or a programmeŕs interface (IDE)), the skill level required to use it
(e.g. programming languages), as well as the support provided by
documentation and guidance of community support.

Some data mining tools have the Visual Composition Frame-
work (VCF) feature that enables the construction of advanced ana-
lytic models without coding. Since there are healthcare researchers
who do not know how to program, this feature is then essential for
their applications and thus, promote a good user experience.
Therefore, VCF is placed as a domain requirement under the good
user experience.

Furthermore, some data mining tools can also facilitate all kinds
of collaborations across all modelling steps with team members
that are at different locations. Since some healthcare data mining
projects require collaboration due to their complexity, this feature
is then important to be considered in a tool since using a third-
party application to do such service would be difficult for the tool
to be used. Therefore, collaboration is also placed as a domain
requirement under the user experience.

There are several types of data mining tools: data mining tools
that can on their own perform all data mining methodology steps,
so called end-to-end analytic tools; tools that are libraries that per-
form data mining tasks (machine learning packages); tools for
statistics and computing; and tools that preprocess and mine
large-scale data. Since each tool type is adequate to a specific pro-
ject context (e.g. project collaborators with advanced technical
skills can go for machine learning packages), Tool Type is also con-
sidered as a domain requirement under the user experience
criterion.

In order to select the most suitable open-source data mining
tools for healthcare applications, we propose the data mining tool
selection criteria based on the above identified critical capabilities
and compare the popular open-source data mining tools using
these criteria. In the next section, we present our proposed data
mining tool selection criteria.
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5. Data mining tool selection criteria

In (Mikut and Reischl, 2011), the authors stated that researchers
are mainly interested in data mining tools with well-proven
domain related data mining methods, a graphical user interface
(GUI) and interfaces to domain-related data formats or databases
(Mikut and Reischl, 2011). Therefore, to build the proposed data
mining tool selection criteria presented in Table 1, we had to iden-
tify the healthcare data requirements (the most common data min-
ing methods (Section 2) and data characteristics (Section 3)) and
relate them with the critical capabilities (Section 4) that a data
mining tool should have.

The identified critical capabilities not only cover the good user
experience criteria suggested by Ralf Mikut et al. (Alam et al.,
2016) through their GUI requirement, but also include all the capa-
bilities needed to perform data mining for healthcare applications.
Fig. 1. KNIME

Table 1
Data Mining Tool Selection Criteria.

Critical Capabilities Domain Requirements

Performance and Scalability Large Amounts of Data
Cloud Data
Streaming Data

Data Access Multiple Data Sources
Different Data Types

Data Preparation Dirty Data
Data Exploration and Visualization Complex Data
Advanced Modelling Classification

Clustering
Association
Outlier
Automation

User Experience Programming Language
Operating System
Interface
Visual Composition Framework
Collaboration
Ease of Use
Tool Type
Community Support

6

The identified critical capabilities were based on the ones sug-
gested by the IT Consultant Gartner (Linden et al., 2016).

The proposed selection criteria presented in Table 1 can be seen
as a check list of principal features (critical capabilities presented
in Section 4) that must be looked for in any data mining tool at
the selection time in order to select the most suitable tool to mine
healthcare data. Furthermore, the proposed selection criteria can
also be used for tool comparisons since they will help identify
which data mining tool covers most of the healthcare domain
requirements as presented in Section 7.

6. Open-Source data mining tools

In this section, we describe the popular open-source data min-
ing tools: KNIME, (2017), R (RProject, 2021); RapidMiner
(RapidMiner, 2017); Scikit-learn (Scikit-Learn, 2017), and Spark
(Spark, 2021). This selection is based on softwarés popularity dis-
closed in the KDnuggets annual software poll (Poll, 2019), the soft-
warés ability to execute presented in the Gartneŕs 2019 Magic
Quadrant for Data Science and Machine Learning Platforms report
(Gartner, 2019), as well as the software’s suitability for the health-
care domain suggested in the survey on Medical data mining appli-
cations (Sharma et al., 2016). While R is a statistical programming
language, we also include it as a part of the open-source data min-
ing tools for our study as it has many packages that support imple-
mentation of data mining tasks.

6.1. Knime

KNIME(2017) is a Java-based end-to-end analytic tool that inte-
grates, transforms, analyzes and deploys data. It was developed by
a team of developers from a Silicon Valley software company spe-
cialized in pharmaceutical applications and has been used in phar-
maceutical research, among other fields. Some authors state that it
is a tool with powerful capabilities in pre-processing, cleansing,
modeling, analysis, and mining tasks for KDD (Almeida et al.,
2016), and IT consultants such as Gartner consider KNIME as one
of the leading solutions (Linden et al., 2017).
Interface.



Fig. 2. RStudio Interface.
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A print screen of a KNIME interface is shown in Fig. 1. In the top
center of the print screen, a data workflow made with the KNIME
VCF feature is shown - the depicted VCF computes Spearman cor-
relations. On the right, the description of a selected component is
seen, and on the left, the tooĺs workspace.

The KNIME development team claims that their concerns are to
develop a tool that could process and integrate huge amounts of
diverse data that would be robust, modular and highly scalable
encompassing various data loading, transformation, analysis, and
visual exploration. Their aim is to help users perform KDD in a fas-
ter and easier way. In fact, the KNIME tool has a Graphical User
Interface (GUI) based on the popular Eclipse IDE; adheres to the
visual programming paradigm with its VCF feature; has several
already built examples to reduce the end users learning curve;
can integrate and blend several types of data in a data mining task,
such as, databases, simple text files, documents, images (BioSolveI,
2011), graphs and Hadoop-based data; and can integrate with
other data mining tools like Weka and R, which gives access to sev-
eral or personalized algorithms over its groups of already coded
data mining algorithms. These already coded algorithms include
Bayes, Clustering, Rule Induction, Association Rules, Neural Net-
work, Decision Tree, Miscellaneous Classifiers (such as the K-
Nearest Neighbor), Ensemble Learning, Multi-Dimensional Scaling
(MDS), Principal Component Analysis (PCA), Predictive Model
Markup Language (PMML), Support Vector Machine (SVM), and
Feature Selection. Most of these algorithms have been already
applied in the healthcare industry.

Its leading solution is the open source KNIME Analytics Plat-
form that can be extended with the KNIME Commercial Software.
KNIME is supported by various operating systems including Win-
dows, Mac OS and Linux.

The KNIME’s strongest points are the following (Almeida et al.,
2016) (Ramesh et al., 2020):

� It has a short learning curve: it has a familiar GUI to a lot of pro-
grammers due to its Eclipse based IDE and because data mining
algorithms are already coded.

� Data mining tasks can be performed on several types of data.
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� It is a complete solution, which incorporates over 100 process-
ing nodes for data I/O, preprocessing and cleansing, modeling,
analysis and data mining as well as various interactive views,
such as scatter plots, parallel coordinates and others.

� It can easily integrate with other data mining tools offering
access to a vast library of statistical routines through the R solu-
tion, for example.

� The aspect that truly sets it apart from other data mining tools
is its ability to interface with programs that allow the visualiza-
tion and analysis of molecular data.

Its weakest points are the following (Ramesh et al., 2020):

� It has limited error measurement methods.
� It has no wrapper methods for descriptor selection.

6.2

R (RProject, 2021) is a programming language as well as an
environment for statistical computing and graphics that is actually
the first choice by statisticians. Its use by statisticians is old due to
R being the successor of the statistical language S, originally devel-
oped by Bell Labs in 1970s. The R source code is written in C++, For-
tran and in R itself (Jović et al., 2014). Hence, this tool has the
ability to easily integrate with a code made in any of these lan-
guages, as well as in C and Python, which makes it a powerful tool
that can perform any kind of data mining tasks.

The integrated development environment (IDE) of R is named
RStudio (RStudio, 2016). This IDE not only supports direct code
execution built with conditional, loops, input and output com-
mands, but also, includes a console, as well as tools for plotting,
history, debugging and workspace management. Hence, this tool
allows the full cycle of data mining process to be performed includ-
ing manipulation, calculation and display, as well as effective
methods for data storing, handling and intermediate data analysis
through graphical facilities (Almeida and Bernardino, 2016). A
print screen of the RStudio interface, open in the IBM Watson Stu-
dio environment, is shown in Fig. 2 where some of its features can
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be seen: the source code at left; the console at the bottom left; and
the workspace at right.

As shown in (RStudio, 2016)(RStudio, 2017), there are several R
packages that can be added to the RStudio IDE to have a more
interesting solution. For example, the Markdown package can turn
analyses into reports, presentations and dashboards to faster pre-
sent data results; the Shiny package can build an interactive web
application to share the data analysis results; the ggplot2 package
eases the visualization of data with multi-layered graphics; the
Haven package allows loading foreign data formats (SAS, SPSS,
and Stata); and the tidyr package incorporates other packages to
merge, visualize and model the data.

The RStudio IDE is available in open source or commercial
license and runs on Windows, Mac OS and Linux desktops, as well
as in a browser connected to RStudio Server (the open-source
license version) or RStudio Server Pro (the commercial license ver-
sion). This last connection type can be very useful for projects
where data mining tasks are made as team tasks, or there is a need
to remotely access the mined results. Prior to the RStudio installa-
tion, the R solution will have to be installed.

The major advantages of this tool are (Almeida and Bernardino,
2016):

� Users can build algorithms that suite their tasks and domains.
� It is easy to integrate R with other coding languages.
� It provides extension capabilities through the use of packages.
� It centralizes access and computation through its Server version.
� Its-Haven package permits loading foreign data formats like
SAS, SPSS and Stata.

Its major weaknesses are:

� Users need to have advanced technical knowledge.
� Users have to know how to program in the R language.

6.3. RapidMiner

RapidMiner (RapidMiner, 2017) is a mature Java-based end-to-
end analytic tool for data mining, text mining, predictive analytics
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and business analytics (Almeida et al., 2016) developed by the
company of the same name. This solution has been used in several
areas and it is actually the most popular stand-alone and open-
source solution on the market (Poll, 2019), as well as a market lea-
der in its field (Gartner, 2019). The RapidMiner solution has five
tools/editions: i) RapidMiner Studio, a client application with a
graphical user interface (GUI) that supports the implementation
of a complete predictive analytic workflow with a VCF feature that
can cover the main data mining tasks such as data integration,
cleaning, transformation, exploration, modeling, and validation;
ii) RapidMiner Server, a server for collaborative team work, running
automated and scheduled jobs, deployment and integration with
other systems, and the creation of web based application; iii)
RapidMiner Radoop, a set of capabilities to perform data mining
in Hadoop to accelerate the analysis on large amounts of data
and overcome the complexity that the Spark Hadoop has for
non-technical users; iv) RapidMiner Extensions, additional capabili-
ties provided by the community such as Text Processing, Web Min-
ing, WeKa Extension, Text Analysis by AYLIEN, and Series
Extension; and v) RapidMiner Cloud, capabilities that enable data
mining jobs to be processed in the cloud.

From the RapidMiner website, this tool can access more than 40
file types including SAS, ARFF, Stata and via URL; access to text doc-
uments, web pages, PDF, HTML and XML, as well as to the NoSQL
databases, MongoDB and Cassandra; model with a greater set of
modeling capabilities and algorithms like similarity calculation,
clustering, market basket analysis, decision trees, rule induction,
Bayesian modeling, regression, neural networks, support vector
machine, memory-based reasoning, model ensembles and esti-
mate model performance with several validation techniques and
performance criteria; and analyze large amounts of data through
several other tools like Hadoop, Spark, Hive, MapReduce, Pig, and
Mahout.

Fig. 3 shows a print screen of the RapidMiner interface where in
the center of the picture a workflow that applies FP-Growth asso-
ciation mining algorithm on a clinical data set.

RapidMiner is an open-source and commercial solution that is
priced by the amount of data (above 10,000 rows for the
RapidMiner Studio) and memory used (above 2 GB of RAM for
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the RapidMiner Server). For community or educational purposes,
RapidMiner Radoop and RapidMiner Cloud are free.

RapidMiner Studio tool is supported by Windows, Mac OS and
Linux.

Its major advantages are the following (Van Poucke et al., 2016)
(Almeida and Bernardino, 2016):

� It supports all computer environments.
� All its methods can run in-memory, in-database or in clusters
with Hadoop - useful to analyze large amounts of data.

� It has a wide range of data visualization output such as 3D
graphs, scattered matrices, and maps.

� It provides a visual interface (GUI) that abstracts the user from
implementation details.

� It has an API that provides extension capabilities, versatility of
configuration and connection to other tools like R and Spark
which eases the use of these more complex tools.

Its major weaknesses are (Linden et al., 2017):

� Users have reported issues with its documentation.
� The price of the commercial solution can be unpredictable since
it is based on the amount of the data that is managed.

� Its free editions are limited (i.e. Rapid Miner Studio Free Edi-
tion) can only manage 10,000 rows of data unless Radoop tool
is used with the community support.

6.4. Scikit-learn

Scikit-learn (Scikit-Learn, 2017) is a machine learning library for
the Python programming language that performs data mining and
data analysis tasks. Its development started in a Google Summer
Code project by David Cournapeau and has been used in several
areas including the healthcare domain (Almansa and, Macedo,
2021)(Culotta and Aron, 2014) for applications, such as neuroimag-
ing (Michaud, 2014).

This tool has only a command-line interface (CLI) solution with-
out a GUI. Therefore, a skilled programmer in Python (Jović et al.,
2014) is required, even if most of the data mining algorithm groups
- clustering, classification, regression and dimensionality reduction
- as well as features to support model selection and data prepro-
cessing methods are already implemented. Model results are visu-
ally seen, and its main advantages is its performance and its
capacity to mine all data types (numeric, text, document, image,
graph, speech, and audio).

Since Scikit-learn is built on top of NumPy (to handle large
arrays of data) and SciPy (the fundamental library for scientific
computing), these packages will need to be firstly installed.
Scikit-learn can be installed in Windows, Mac OS, and Linux oper-
ating systems.

The main advantages of Scikit-learn are (Scikit-Learn, 2017)
(BenLorica, 2015):

� Its commitment to documentation and usability - several coded
examples are shared in its website.

� Its models are implemented by a dedicated team of experts.
� It covers most of the data mining algorithms.
� It can mine all data types.
� It has a simple flow chart that guides the user for its model
selection.

� It delivers good performance.
� It supports a programming language that is preferred by many
data miners – Python.
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Its major weaknesses are:

� It is not an end-to-end analytic platform; thus, the integration
with other solutions might be necessary.

� It has a high learning curve and modeling is made through cod-
ing without VCF features.

� It does not handle large amounts of data in a straightforward
way.

6.5. Spark

Spark (Spark, 2021) is a fast and general engine for large-scale
data processing that can execute data mining methods across
nodes when the data is too large to fit and manage in one com-
puter. It was originally developed in the Scala programming lan-
guage at the University of California in Berkeleýs AMPLab
(Wikipedia, 2017), but it is now maintained and under active
development in the Apache Software Foundation with other simi-
lar tools like the Hadoop MapReduce. Spark has been used in areas
that especially require large-scale data, and thus have been pro-
posed (Gui et al., 2016)(Dhoka and Kudale, 2016) and used (Pita,
2015) in the healthcare industry.

According to Sparḱs official web site (Spark, 2021), Spark runs
programs up to 100 times faster in memory, or 10 times faster on
disk than its opponent, Hadoop MapReduce. This performance
statement was supported by other sources (Noyes, 2015)(Kedia
et al., 2016)(Gu and Li, 2013) since Spark was firstly designed
to overcome Hadooṕs shortages in iterative operations (Gu and
Li, 2013) which data mining methods have. Thus, Spark has been
gaining popularity in the data mining field due to its performance
enhancement in mining large amounts of data with its optimized
engine and libraries. According to KDnuggets, the usage of tools
to process large-scale data grew 39%, driven mainly by the big
growth seen in the usage of the Spark Machine Learning Library
(a Spark library for data mining) named MLlib (Poll, 2019). Since
Spark is a trend-setter to manage large amounts of data and a
foundation for many data science advances (Linden et al., 2017),
all the selected popular tools discussed in this paper have now
the ability to connect to it, and therefore, have the capacity to
mine large data sets, and handle streaming data as well as differ-
ent data types.

Since Spark has more than just the MLlib Library in its rich
ecosystem (Meng et al., 2016) that can support the data mining
methodology, we will describe all Spark Libraries that are included
as modules at Sparḱs installation. However, we will focus more on
the MLlib Library due to its strongest relation with this papeŕs goal.
These Libraries are described based on the information presented
in the Sparḱs official website (Spark, 2021) and related application
(Databricks, 2016):

� Spark SQL – Enables the query of several structured data types
(Numeric, String, Binary, Boolean, Datetime data types as well
as complex data types such as, Array, Maps and Structured
types (Spark, 2017) with SQL queries inside Spark programs.
Thus, this Library can be useful to, for instance, visualize in dif-
ferent ways the data to mine in the Sparḱs API. Furthermore,
Spark SQL provides a common way to access and join a variety
of data sources, including Hive, Avro, Parquet, ORC, JSON and
other databases that can be connected with JDBC - a database
connection standard.

� MLlib – Allows the use of the built-in data mining methods in
the Sparḱs APIs such as Classification, Clustering, and Association.
However, the Outlier method is not yet developed. The MLlib



Table 2
Comparison of Data Mining tools.

Critical Capabilities Domain
Requirements

KNIME (KNIME, 2017) R (RProject, 2021) RapidMiner
(RapidMiner, 2017)

Scikit-Learn (Scikit-
Learn, 2017)

SPARK (Spark, 2021)

Performance and
Scalability

Large
Amounts of
Data

+ (KNIME
Sparkexecutor)

Add-on (sparklyr
package)

+ (RapidMiner
Radoop)

Add-on (spark-sklearn
package)

+

Cloud data + + + ± (IPython shell) +
Streaming
data

+ Add-on (stream) + ± + (Spark Streaming
Library)

Data Access Multiple data
sources

Add-on (Imports from
most data sources)

Add-on (Imports from
most data sources)

+ (Imports from most
data sources)

Add-on (Imports from
most data sources)

+ (Imports from
most data sources)

Different data
types

Add-on (Supports
numeric, text,
document, image,
graph, speech, audio
and video data)

Add-on (Supports
numeric, text,
document, image,
graph, speech, audio
and video data)

Add-on (Supports
numeric, text,
document, image,
graph, speech, audio
and video data)

Add-on (Supports
numeric, text,
document, image,
graph, speech, audio
and video data)

+ (Supports numeric,
text, document,
image, graph,
speech, audio and
video data)

Data Preparation Dirty Data + Add-on (Has built-in
functions for data
preprocessing)

+ ± (Has built-in
functions for data
preprocessing)

+ (Has built-in
functions for data
preprocessing)

Data Exploration and
Visualization

Complex data + Add-on (Has built-in
functions for data
visualization)

+ Add-on (Has built-in
functions for data
visualization)

Add-on (Has built –
in functions for data
visualization)

Advanced Modelling Classification + ± (Algorithms have to
be coded)

+ + +

Clustering + ± (Algorithms have to
be coded)

+ + +

Association + ± (Algorithms have to
be coded)

+ + +

Outlier + ± (Algorithms have to
be coded)

+ + ± (Algorithms have
to be coded)

Automation + ± (with Add-on
packages)

+ ± (with coding) ± (with coding)

Good User Experience Programming
Language

Code Free R, C, Fortran Code Free Python + NumPy
+ SciPy + matplotLib

Java, Scala, Python or
R

Operating
System

Window, Linux, Mac
OS X

Window, Linux, Mac
OS X

Window, Linux, Mac
OS X

Window, Linux, Mac
OS X

Window, Linux, Mac
OS X

Interfaces GUI CLI, IDE GUI CLI, IDE (with IPython
console)

CLI, API

Visual Compo.
Framework

+ – + – –

Collaboration + Add-on (Git & GitHub) + Add-on (with GitHub) Add-on (with
GitHub)

Ease of use + ± (Has the RStudio
IDE)

+ � (Has a CLI and IDE
interface)

� (Has CLI and API
interfaces)

Tool Type End-to-end Analytic
Tool

Statistics and
Computing

End-to-end Analytic
Tool

Machine Learning
Package

Large-scale data &
process mining

Community
Support

Moderate (�15 K
users)

Very large (�2M
users)

Large (�2K users) Moderate Large (344 331
users)
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interoperates with NumPy in Python (as of Spark 0.9) and R
libraries (as of Spark 1.5). Furthermore, this Library also
includes utilities to perform feature transformations such as
standardization and normalization, as well as to build summary
statistics, which is useful for Data Preprocessing. In terms of sup-
ported data sources, MLlib allows any Hadoop data source (e.g.
HDFS, HBase, Hive, and local files), making it easy to plug into
Hadoop workflows, as well as Cassandra, the Amazon simple
Storage Service S3 and Tachyon (for in-memory storage).

� Spark Streaming – Enables the writing of streaming jobs which
can be useful to mine streaming data along with the MLlib
Library previously disclosed.

� GraphX – Unifies the exploratory analysis with the iterative
graph computation within a single system which enables the
view of the same data as both graphs and collections. It also
enables the transformation and join of both data types, as well
as the writing of custom iterative graph algorithms with the
Pregel API.
10
Spark runs on Windows, Linux, and Mac OS. It can run
locally (in one machine with the Java installation), in several
machines or in the Cloud (Spark, 2021). At Spark installation,
a Pre-built Hadoop package and other related programming
languageś software need to be installed. Project collaboration
can be performed through the development platform named
GitHub.

The major advantages of Spark are:

� It can be easily used with Hadoop tools.
� It has an API that supports several languages – Scala, Java,
Python, and R.

� Itexhibitsexcellentperformanceandscalability(Mengetal.,2016)-
dataminingmethodscanberunthroughseveralcomputers.

� It is fitted to mine large data sets.
� It is a solution that is constantly improving along with the MLlib
Library.
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Its major weaknesses are:

� It does not have a GUI. However, one of its suggested APIs can
be used for coding.

� It is not a code free solution, that is to say that it does not have
the VCF feature.

� Users need to be tech savvy – know Java, Scala, Python or R,
must install a data mining environment, which implies the
use of several software packages.

7. Data mining tool comparison

In this section, we present a comparative analysis of the data
mining tools described in the previous section and discuss how
to select the most suitable tool for the healthcare industry. The
analysis is based on the proposed data mining tool selection crite-
ria presented in Section 5. Therefore, the selected tools in Table 2
are compared based on:

1) Critical Capabilities – Performance and Scalability, Data
Access, Data Preparation, Data Exploration and Visualization
Advanced Modelling, and User Experience;

2) Data Characteristics - Large Amounts of Data, Cloud Data,
Streaming Data, Multiple Data Sources, Different Data Types,
Dirty Data, Complex Data; and

3) Data Mining Methods applied in the healthcare industry -
Classification, Clustering, Association and Outlier – with
the Automation model requirement

Tools are also compared against the User Experience capability
they have based on the papers (Jović et al., 2014)(Almeida and
Bernardino, 2016) which are: Programming Language, Supported
Operating System, Interfaces, Visual Composition Framework, Col-
laboration, Ease of Use, Tool Type and Community Support.

The Tool comparison is made by specifying, inspired by Alan
Jović’s work (Jović et al., 2014):

(+) if the tool either handles the feature on its own;
(±) if it needs an external add-on or tool to perform the task

(Add-on) and shows more or less the ability to handle it;
(�) if it does not handle it at all.
The data mining toolś information presented in Table 2 was also

gathered through each tooĺs official website where we have con-
sidered the statements related with the open-source tooĺs versions
due to the aim of our investigation.

By considering the toolś User Experience presented in Table 2,
we can say that the most suitable tools are the RapidMiner and
the KNIME. They are easy to use and code-free solutions, supported
by the mainstream operating system Windows and with a GUI to
ease its use. Furthermore, these tools have enough users (commu-
nity support) to help new ones on their daily questions and fea-
tures/tools to support and ease their work - the VCF feature for
data modelling and an integrated tool to collaborate with other
team members. By considering the other critical capabilities, we
can say that they all can be used since all domain requirements
are fulfilled. However, we cannot say the same thing for the other
compared tools: R needs programming knowledge to write data
mining methods, build models and select the better ones, as
Scikit-Learn and Spark do; and Scikit-Learn has difficulties to mine
streaming and cloud data. Since these tools are not end-to-end
analytic tools with GUI interfaces, their data visualization capabil-
ities are lower than RapidMiner and KNIME. Therefore, managing
Complex and/or Dirty data can be harder for analysts who do not
have advanced technical knowledge.

In the last years, RapidMiner has been scored similarly to
KNIME in the Gartneŕs annual evaluations where they have been
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both standing as vendors leaders on the data mining toolś market,
alongside commercial solutions. KNIME has highly scored in the
2016 evaluation on its Data Access, VCF, Automation and Collabo-
ration capability (Almansa and Macedo, 2021) but has been
slightly surpassed in 2017 by its opponent RapidMiner (Linden
et al., 2017). Regarding the other described tools, they have not
been covered in these evaluations because Gartner only evaluates
end-to-end analytic tools that handle specific features such as
the VCF requirement.

According to (Mikut and Reischl, 2011), researchers are mainly
interested in tools with well-proven domain related data mining
methods, a graphical user interface (GUI) and interfaces to
domain-related data formats or databases. Thus, KNIME and Rapid-
Miner go with this suggestion. Specifically KNIME was born in the
healthcare field which provides features that other tools do not -
like the ability to interface with programs that allow the visualiza-
tion and analysis of molecular data (Ramesh et al., 2020).

Due to their similarities, KNIME and RapidMiner have been
evaluated in several works (Almeida et al., 2016)(Al-odan and
Saud, 2015)(Singh et al., 2016). In a work carried out in (Singh
et al., 2016), KNIME was seen as a better solution than RapidMiner
in terms of Data Import and Export Support, but with equivalent
capacities on Data Manipulation and Transformation. In terms of
good user experience, a work held in (Al-odan and Saud, 2015)
had qualitatively evaluated the following data mining tools: RStu-
dio; RapidMiner, Weka, KNIME and Orange. These tools were
assessed by 17 participants from fresh graduates of IT related fields
to individuals with more than 15 years of work experience and the
results show that KNIME and RapidMiner achieve far better results
than the rest of the evaluated tools. However, they have both their
strengths and weaknesses. In terms of intuitiveness of use and
software consistency, KNIME scored better than RapidMiner. Nev-
ertheless, the RapidMiner tool presented a better navigation,
usability, installation manual, configuration guide, troubleshooting
guide and user tutorials than KNIME. In this work, the RStudio tool
had the lowest scoring. In (Al-odan and Saud, 2015), the weak
RStudio qualitative scoring was due to the nature of RStudio tool
which is an IDE for R. Thus, a great part of the functionality and
performance of RStudio depends greatly on R itself. By extrapolat-
ing this explanation to the Spark and Scikit-learn tools, we believe
that the qualitative scoring would be even lower in this evaluation
for being a set of Libraries accessed through a Command Line Inter-
face (CLI) with APIs. Thus, in Table 2, this thought is reflected in the
ease of use requirement where we have put a minus sign (-) under
Spark and Scikit-learn, and a (±) sign under RStudio. In spite of
Sparḱs use difficulty worsened by the non-existence of a VCF fea-
ture, it is a good tool. Gartner even states that Spark is a trend-
setter and a foundation for many data science advances (Linden
et al., 2017). However, its use difficulty can be managed by access-
ing it through the RapidMiner or KNIME tool that can connect to
Spark, and thereby creating an abstraction layer on top of it to ease
its use.

To the best of our knowledge, an evaluation of the performance
of Spark vs. Scikit-learn and R does not exist which is in part under-
standable since Spark Libraries, especially the MLlib Library, was
originally built to mine large amounts of data in contrast to the
other two tools. Thus, Spark is usually compared with similar tools
such as Hadoop MapReduce (Gu and Li, 2013), that we have seen in
Sparḱs description.

Several works have been conducted on the performance evalu-
ation of RapidMiner and KNIME. For example, the work in (Singh
et al., 2016) concluded that RapidMiner uses less memory in its
data mining jobs than its rival, KMINE, in spite of its similar execu-
tion time, and that it is a better solution than its rival in terms of
‘‘Node IO Limit”, ‘‘Scripting Language Support”, ‘‘Visualization Sup-
port” and ‘‘Interface Usability”; and the work in (Almeida et al.,
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2016) showed that RapidMiner always give better performance
than the KNIME. All these works have not specified which tool ver-
sions they have evaluated which makes it hard to identify if a tool
feature has overcome its capabilities on the latest version. Further-
more, Sven Van Poucke, a data scientist in the healthcare domain,
has reviewed RapidMiner and KNIME and has stated that, their
visual environments and free coded methods make them suitable
for the medical community that usually does not have program-
ming skills (Van Poucke et al., 2016).

By considering all the evaluations performed by other authors
and our own analysis, we can say that KNIME is a good solution,
but RapidMiner should be first considered if it fulfills the data
requirements of the application under investigation due to its good
evaluation results seen in the related works.
8. Related work

Considering the existing related works, we can say that they all
provide information about the popular open-source data mining
tools; but to the best of our knowledge, we have not found a survey
on data mining tools for the healthcare industry that investigates
the domain requirements to elect the most suitable tool. Neverthe-
less, due to the contribution that the related works on data mining
tools have brought to our work, in this section we describe the
essence of these works.

In (Mikut and Reischl, 2011), an overview of existing data min-
ing tools was presented. Its main contribution is the presentation
of the tools’ categorization criteria based on different user groups,
data structures, data mining tasks and methods, visualization and
interaction styles, import and export options for data and models,
platforms, and license policies. The authors used these tools’ cate-
gorization criteria to classify the data mining tools into nine tool
types (e.g. Data mining suites, Business intelligence packages,
Mathematical packages etc.). The benefit of the authorś approach
is that they listed most data mining tools by specifying their tool
types. Moreover, they also identified which types of tools are suit-
able for identified user groups, which are business applications,
applied research, algorithm development, and education. Since
the applied research group is the target of our investigation, we
have considered the suggestion of the authors to select a tool that
has well-proven domain related data mining methods, a GUI, and
an interface to domain-related data formats or databases. The
drawback of this work is that they did not describe the identified
data mining tools in depth and did not compare them. However,
this work contributed to our proposed data mining tool selection
criteria.

In (Begum, 2013), the authors discussed the KDD process and
various open source tools (R, Weka, Orange, RapidMiner, and Tana-
gara). Its highlights are the identification of data mining current
and future trends in most domains – cloud and distributed com-
puting were identified as well as the heterogeneous and complex
data characteristic. Another useful input is the identification of
data mining methods to tackle the trends that are basically chal-
lenges of the KDD process. However, the discussed data mining
tools were not compared or selected by any criteria.

Due to the increase popularity of data mining tools, a number of
data mining tool surveys were conducted. In (Ramesh et al., 2020)
a theoretical analysis of six open source data mining tools, Weka,
Keel, R, Knime, RapidMiner, and Orange, was given. The strongest
points of this paper it is that each data mining tool was described
through its technical specifications, features and specializations, as
well as its advantages and limitations. Unfortunately, the authors
did not say why they have considered these tools in their survey,
neither specified the areas to which they are suited. Furthermore,
for healthcare researchers who are beginners in the data mining
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field and want to identify the most suitable tools for their needs,
all the technical aspects shown can be overwhelming. Therefore,
we believe that an elaborating survey that targets one specific
application field like ours will likely be more helpful to choosing
a data mining tool to adopt.

In (Jović et al., 2014), a data mining tool survey was conducted
that specifies the reason of its tools of choice – mostly on the
results of the KDnuggets poll. Their work emphasizes the quality
of RapidMiner, R, Weka, and KNIME platforms identified in the
KDNuggets poll, but also acknowledges the significant advance-
ments made in other tools like Orange and Scikit-Learn. The stron-
gest aspect of this paper it its technical aspects: the selected tools
were compared based on their general characteristics (i.e. pro-
gramming language, license, etc.), applicability (i.e. Big Data, Text
Mining, etc.) and data mining algorithms and procedures (Data
visualization, Decision tree algorithms, etc.). Therefore, this work
is related to our work and is helpful for the technical descriptions
and comparisons of the commonly selected tools.

The performance of the classification algorithms (Naïve Bayes,
Random Forest, Random Tree, and Bagging) were evaluated
through the use of three data mining tools (Weka, RapidMiner
and Support Vector Machine) in (Mishra and Thakur, 2014). The
major contribution of this work is the identification of the best
algorithm and tool for spam/junk mail classification. One of the
benefits of this work is the performance evaluation of the tools
in a specified field. In spite of the tools being compared by its per-
formance, they were not described.

A similar work was carried out in (Singh et al., 2016) that pre-
sents an evaluation of the data mining tools, RapidMiner and
KNIME, on a customized predictive and descriptive model built
with the VCF feature for telecom monitoring data. The strongest
points of this paper are that it shows how it is possible to build a
model in the KNIME and RapidMiner with the VCF feature, as well
as its performance evaluation through benchmarking. In spite of
the tools being analyzed qualitatively and quantitively, the authors
did not present a qualitative comparative table. We believe that
this type of comparison would more likely help in selecting a tool
to adopt.

In (Al-odan and Saud, 2015), a comparative study of data min-
ing tools suited for small to medium enterprises (SMEs) was pre-
sented. The reviewed data mining tools were KNIME, Rapid
Miner, Weka, RStudio, and Orange. These tools were evaluated by
17 participants with more than 15 work years’ experience in the
IT field to assess their user experience through their intuitiveness,
consistency, navigation, usability, installation manual, configura-
tion guide, troubleshooting guide, and user tutorials. Since the ease
of use is one of our proposed criteria for data mining tool selection,
under the user experience critical capability, this work contributed
to our tool’s comparative analysis. The weakest point of this paper
is that the data mining tools are not clearly described in detail in
spite of their comparison.

In (Aalam and Siddiqui, 2016) seven data mining tools - Weka,
ELKI, Orange, R, KNIME, Scikit-learn, and Rapid Miner – were com-
pared for clustering. The positive aspect of this paper is that it
describes and compares qualitatively (programming language,
interface type, covered clustering algorithm, etc.) the data mining
tools. However, its focus is only on clustering.

In (Almeida and Bernardino, 2016) a survey on seven open
source data mining tools for SMEs - KEEL, KNIME, Orange, Rapid-
Miner, RProject, Tanagra and Weka - were qualitatively compared
(using programming language, interface existence, data types sup-
ported, etc.). The strongest points of this paper are the good
descriptions of the selected tools and the identification of the
Cloud Services and Big Data (large amounts of data) support of
the tools. Since those aspects are important to assess data mining
tools for the healthcare domain as well as due to its good tool
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description, we have adopted some of its criteria. The weakest
point of this paper is that it does not evaluate the performance
of the selected tools. In a subsequent paper (Alam et al., 2016),
the authors have addressed the interest of data mining for business
and analyzed three popular open-source data mining tools –
KNIME, Orange, and RapidMiner. The strongest point of this paper
is that its tool evaluation besides comparing the execution time of
the tested algorithms, has also compared the results on seven other
performance metrics – Precision, Recall, F-Measure, ROC, Accuracy,
Specificity and Sensitivity. Even though this work is related to the
business domain, our work gained from it through its tool analysis
and evaluation.

In (Sharma et al., 2016) a survey on the application of the
Classification and Clustering data mining methods to heart
and cancer diseases was provided. The paper briefly suggested
the following data mining tools: Rapid Miner, Weka, R-
Programming, Orange, KNIME, and NLTK. The strongest point
of this work is its survey on its data mining applications in
its project́s aim. However, the way that it has suggested the
data mining tools is its weakest point - they are briefly
described, neither compared nor suggested based on healthcare
requirements. In spite of that, this work provides the knowl-
edge on the support of classification and clustering applications
in the tools we investigated, as well as our data mining tool
selection, for the healthcare industry. It is important to say that
Weka, Orange and NLTK were not covered in our work due to
its unpopularity seen in the KDNuggets poll (Poll, 2019) since
our aim is to analyze popular tools to suggest a solution that
is up-to-date and with well-proven applications.

In (Gui et al., 2016), a data management architecture for the
personal health problem detection and real-time vital sign mon-
itoring was proposed. The strongest point of this work is its
data architecture suggestion that has considered the large
amount of data characteristic with their specificities. However,
the domain requirements are not deeply investigated, leaving
behind other requirements such as the user experience of the
proposed data management architecture. Its prototyped system
was constructed with the Hadoop database named HBase, the
Hadoop Data Warehouse Hive and the data mining Libraries
MLlib and Spark Streaming. The proposed toolś combination
makes sense since the Spark Libraries work perfectly with the
Hadoop tools but it is not an architecture that is easy to work
with for beginners in the data mining field. However, this work
is related to ours since we have compared the Spark tool based
on the identified requirements to assess its adequacy to the
healthcare industry.

As we have seen in this section, a descriptive and comparative
analysis among the popular open-source data mining tools for
the healthcare domain has not been provided in the existing liter-
ature. Therefore, in this paper, we aim to fill this gap with the pur-
pose to help researchers and other personnel of the healthcare
industry to choose an appropriate open-source data mining tool
for their applications.
9. Conclusions and future work

Computer scientists are not usually trained in domain specific
medical concepts, whereas medical practitioners and researchers
also often have limited exposure to the data mining area. To fill this
gap, we have firstly identified the requirements of the healthcare
industry in terms of its data characteristics and mostly used data
mining methods to propose a set of data mining tool selection cri-
teria based on its critical capabilities. Afterwards, the popular
open-source data mining tools - KNIME, R, RapidMiner, Scikit-
learn, and Spark - were described and compared using the
13
proposed data mining tool selection criteria. Finally, the compar-
ison of the tools was discussed to suggest the most suitable tools
for the healthcare industry.

Through our tool analysis and comparison, we have concluded
that RapidMiner and KNIME are the best solutions due to their
wider coverage of the identified healthcare requirements com-
pared with the other tools. Nevertheless, through our related work
investigation made on the evaluation of these two selected solu-
tions, we have concluded that RapidMiner is a better solution than
KNIME if RapidMiner fulfills the data requirements of the specific
healthcare application under investigation.

As future work, we aim to apply RapidMiner in a real use case in
the healthcare field to contribute to the research on infertility field.
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